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1 Introduction and Preliminaries

Many authors [1, 3, 4, 6, 17, 10, 11, 12, 13, 14, 15, 16, 17, 18, 21] studied fixed points results of mappings satisfying contractive type condition in Banach space valued cone metric spaces. The class of tvs-cone metric spaces is bigger than the class of cone metric spaces studied in [2, 7, 8, 19, 20]. Recently Azam et al. [5] obtain common fixed points of mappings satisfying a generalized contractive type condition in tvs-cone metric spaces. In this paper we continue these investigations to generalize the results in [1, 10].

Let $(E, \tau)$ be always a topological vector space (tvs) and $P$ a subset of $E$. Then, $P$ is called a cone whenever
(i) $P$ is closed, non-empty and $P \neq \{0\}$,
(ii) $ax + by \in P$ for all $x, y \in P$ and non-negative real numbers $a, b$,
(iii) $P \cap (-P) = \{0\}$.

For a given cone $P \subseteq E$, we can define a partial ordering $\preceq$ with respect to $P$ by $x \preceq y$ if and only if $y - x \in P$. $x < y$ will stand for $x \preceq y$ and $x \neq y$, while $x \ll y$ will stand for $y - x \in \text{int} P$, where $\text{int} P$ denotes the interior of $P$.

Definition 1 Let $X$ be a non-empty set. Suppose the mapping $d : X \times X \to E$ satisfies
(d1) $0 \preceq d(x, y)$ for all $x, y \in X$ and $d(x, y) = 0$ if and only if $x = y$,
(d2) $d(x, y) = d(y, x)$ for all $x, y \in X$,
(d3) $d(x, y) \preceq d(x, z) + d(z, y)$ for all $x, y, z \in X$.
Then $d$ is called a topological vector space-valued cone metric on $X$ and $(X, d)$ is called a topological vector space-valued cone metric space.
If $E$ is a real Banach space then $(X,d)$ is called (Banach space valued) cone metric space \cite{1, 6, 17, 10, 21}

**Definition 2** \cite{7} Let $(X,d)$ be a tvs-cone metric space, $x \in X$ and $\{x_n\}_{n \geq 1}$ a sequence in $X$. Then
(i) $\{x_n\}_{n \geq 1}$ converges to $x$ whenever for every $c \in E$ with $0 \ll c$ there is a natural number $N$ such that $d(x_n,x) \ll c$ for all $n \geq N$. We denote this by $\lim_{n \to \infty} x_n = x$ or $x_n \to x$.
(ii) $\{x_n\}_{n \geq 1}$ is a Cauchy sequence whenever for every $c \in E$ with $0 \ll c$ there is a natural number $N$ such that $d(x_n,x_m) \ll c$ for all $n,m \geq N$.
(iii) $(X,d)$ is a complete cone metric space if every Cauchy sequence is convergent.

**Lemma 3** \cite{7} Let $(X,d)$ be a tvs-cone metric space, $P$ be a cone. Let $\{x_n\}$ be a sequence in $X$ and $\{a_n\}$ be a sequence in $P$ converging to 0. If $d(x_n,x_m) \preceq a_n$ for every $n \in \mathbb{N}$ with $m > n$, then $\{x_n\}$ is a Cauchy sequence.

The fixed point theorems and other results, in the case of cone metric spaces with non-normal solid cones, cannot be proved by reducing to metric spaces. Further, the vector valued function cone metric is not continuous in the general case.

**Remark 4** \cite{7} Let $A,B,C,D,E$ be non negative real numbers with $A + B + C + D + E < 1$, $B = C$ or $D = E$. If $\lambda = (A + B + D)(1 - C - D)^{-1}$ and $\mu = (A + C + E)(1 - B - E)^{-1}$, then $\lambda \mu < 1$.

## 2 Common Fixed Points

The following theorem improves/generalizes the results in \cite{1, 7}.

**Theorem 5** Let $(X,d)$ be a complete topological vector space-valued cone metric space, $P$ be a cone and $m,n$ be positive integers. If mappings $F,G : X \to X$ satisfies:

$$d(Fx,Gy) \preceq A d(x,y)+B d(x,Fx)+Cd(y,Gy)+D d(x,Gy)+E d(y,Fx)$$

for all $x,y \in X$, where $A,B,C,D,E$ are non negative real numbers with $A + B + C + D + E < 1$, $B = C$ or $D = E$. Then $F$ and $G$ have a unique common fixed point.

**Proof.** For $x_0 \in X$ and $k \geq 0$, define

$$x_{2k+1} = Fx_{2k},$$
$$x_{2k+2} = Gx_{2k+1}.$$
Then,

\[
d(x_{2k+1}, x_{2k+2}) = d(Fx_{2k}, Gx_{2k+1}) \\
\leq Ad(x_{2k}, x_{2k+1}) + Bd(x_{2k}, Fx_{2k}) + Cd(x_{2k+1}, Gx_{2k+1}) \\
+ Dd(x_{2k}, Gx_{2k+1}) + Ed(x_{2k+1}, Fx_{2k}) \\
\leq [A + B] d(x_{2k}, x_{2k+1}) + Cd(x_{2k+1}, x_{2k+2}) + D d(x_{2k}, x_{2k+2}) \\
\leq [A + B + D] d(x_{2k}, x_{2k+1}) + [C + D] d(x_{2k+1}, x_{2k+2}).
\]

It implies that

\[
[1 - C - D]d(x_{2k+1}, x_{2k+2}) \leq [A + B + D] d(x_{2k}, x_{2k+1}).
\]

That is,

\[
d(x_{2k+1}, x_{2k+2}) \leq \lambda d(x_{2k}, x_{2k+1}),
\]

where \( \lambda = \frac{A + B + D}{1 - C - D} \). Similarly,

\[
d(x_{2k+2}, x_{2k+3}) = d(Fx_{2k+2}, Gx_{2k+1}) \\
\leq Ad(x_{2k+2}, x_{2k+1}) + B d(x_{2k+2}, Fx_{2k+2}) + Cd(x_{2k+1}, Gx_{2k+1}) \\
+ Dd(x_{2k+2}, Gx_{2k+1}) + Ed(x_{2k+1}, Fx_{2k+2}) \\
\leq A d(x_{2k+2}, x_{2k+1}) + B d(x_{2k+2}, x_{2k+3}) + Cd(x_{2k+1}, x_{2k+2}) \\
+ D d(x_{2k+2}, x_{2k+2}) + Ed(x_{2k+1}, x_{2k+3}) \\
\leq [A + C + E] d(x_{2k+1}, x_{2k+2}) + [B + E] d(x_{2k+2}, x_{2k+3}),
\]

which implies

\[
d(x_{2k+2}, x_{2k+3}) \leq \mu d(x_{2k+1}, x_{2k+2})
\]

with \( \mu = \frac{A + C + E}{1 - B - E} \). Now by induction, we obtain for each \( k = 0, 1, 2, \ldots \)

\[
d(x_{2k+1}, x_{2k+2}) \leq \lambda d(x_{2k}, x_{2k+1}) \\
\leq (\mu) d(x_{2k-1}, x_{2k}) \\
\leq \lambda(\mu) d(x_{2k-2}, x_{2k-1}) \\
\leq \cdots \leq \lambda(\mu)^k d(x_0, x_1)
\]

and

\[
d(x_{2k+2}, x_{2k+3}) \leq \mu d(x_{2k+1}, x_{2k+2}) \\
\leq \cdots \leq (\lambda)^{k+1} d(x_0, x_1).
\]
For \( p < q \) and by Remark 1.4, we have
\[
d(x_{2p+1}, x_{2q+1}) \leq d(x_{2p+1}, x_{2p+2}) + d(x_{2p+2}, x_{2p+3}) + d(x_{2p+3}, x_{2p+4}) + \cdots + d(x_{2q}, x_{2q+1})
\]
\[
\leq \left[ \lambda \sum_{i=p}^{q-1} (\lambda \mu)^i + \sum_{i=p+1}^{q} (\lambda \mu)^i \right] d(x_0, x_1)
\]
\[
\leq \left[ \frac{\lambda (\lambda \mu)^p}{1 - \lambda \mu} + \frac{\lambda (\lambda \mu)^{p+1}}{1 - \lambda \mu} \right] d(x_0, x_1)
\]
\[
\leq (1 + \lambda) \left[ \frac{(\lambda \mu)^p}{1 - \lambda \mu} \right] d(x_0, x_1).
\]

In analogous way, we deduce
\[
d(x_{2p}, x_{2q+1}) \leq (1 + \lambda) \left[ \frac{(\lambda \mu)^p}{1 - \lambda \mu} \right] d(x_0, x_1),
\]
\[
d(x_{2p}, x_{2q}) \leq (1 + \lambda) \left[ \frac{(\lambda \mu)^p}{1 - \lambda \mu} \right] d(x_0, x_1)
\]
and
\[
d(x_{2p+1}, x_{2q}) \leq (1 + \lambda) \left[ \frac{(\lambda \mu)^p}{1 - \lambda \mu} \right] d(x_0, x_1).
\]

Hence, for \( 0 < n < m \)
\[
d(x_n, x_m) \leq a_n
\]
where \( a_n = (1 + \lambda) \left[ \frac{(\lambda \mu)^p}{1 - \lambda \mu} \right] d(x_0, x_1) \) with \( p \) the integer part of \( n/2 \). Fix \( 0 \ll c \) and choose a symmetric neighborhood \( V \) of \( 0 \) such that \( c + V \subseteq \text{int}P \). Since \( a_n \to 0 \) as \( n \to \infty \), by Lemma 1.3, we deduce that \( \{x_n\} \) is a Cauchy sequence. Since \( X \) is a complete, there exist \( u \in X \) such that \( x_n \to u \). Fix \( 0 \ll c \) and choose \( n_0 \in \mathbb{N} \) be such that
\[
d(u, x_{2n}) \ll \frac{c}{3K}, \quad d(x_{2n}, x_{2n+1}) \ll \frac{c}{3K}, \quad d(u, x_{2n-1}) \ll \frac{c}{3K}
\]
for all \( n \geq n_0 \), where
\[
K = \max \left\{ \frac{1 + D}{1 - B - E}, \frac{A + E}{1 - B - E}, \frac{C}{1 - B - E} \right\}.
\]
Now,
\[
d(u, Fu) \leq d(u, x_{2n}) + d(x_{2n}, Fu) \\
\leq d(u, x_{2n}) + d(Gx_{2n-1}, Fu) \\
\leq d(u, x_{2n}) + A d(u, x_{2n-1}) + B d(u, Fu) + Cd(x_{2n-1}, Gx_{2n-1}) + D d(u, Gx_{2n-1}) + E d(x_{2n-1}, Fu) \\
\leq d(u, x_{2n}) + A d(u, x_{2n-1}) + B d(u, Fu) + Cd(x_{2n-1}, x_{2n}) + D d(u, x_{2n}) + E d(x_{2n-1}, u) + E d(u, Fu) \\
\leq (1 + D) d(u, x_{2n}) + (A + E) d(u, x_{2n-1}) + Cd(x_{2n-1}, x_{2n}) + (B + E) d(u, Fu).
\]

So,
\[
d(u, Fu) \leq K d(u, x_{2n}) + K d(u, x_{2n-1}) + K d(x_{2n-1}, x_{2n}) \\
\leq \frac{c}{3} + \frac{c}{3} + \frac{c}{3} = c
\]
Hence
\[
d(u, Fu) \leq \frac{c}{p}
\]
for every \( p \in \mathbb{N} \). From
\[
\frac{c}{p} - d(u, Fu) \in \text{int} P,
\]
being \( P \) closed, as \( p \to \infty \), we deduce \( -d(u, Fu) \in P \) and so \( d(u, Fu) = 0 \). This implies that \( u = Fu \). Similarly, by using the inequality,
\[
d(u, Gu) \leq d(u, x_{2n+1}) + d(x_{2n+1}, Gu),
\]
we can show that \( u = Gu \), which in turn implies that \( u \) is a common fixed point of \( F, G \) and, that is
\[
u = Fu = Gu.
\]
For uniqueness, assume that there exists another point \( u^* \) in \( X \) such that
\[
u^* = Tu^* = Gu^*
\]
for some \( u^* \) in \( X \). From
\[
d(u, u^*) = d(Fu, Gu^*) \\
\leq Ad(u, u^*) + Bd(u, Fu) + Cd(u^*, Gu^*) + D d(u, Gu^*) + Ed(u^*, Fu) \\
\leq Ad(u, u^*) + Bd(u, u) + Cd(u^*, u^*) + D d(u, u^*) + Ed(u, u^*) \\
\leq (A + D + E) d(u, u^*),
\]
we obtain that \( u^* = u \). \( \blacksquare \)

By substituting \( D = E = 0 \) in the Theorem 2.1, we obtain the following result.
Corollary 6 Let $(X, d)$ be a complete topological vector space-valued cone metric space, $P$ be a cone and $m,n$ be positive integers. If mappings $F, G : X \to X$ satisfies:
\[
d(Fx, Gy) \leq A d(x,y) + B d(x,Fx) + Cd(y,Gy)
\] (2.2)
for all $x, y \in X$, where $A, B, C$ are non negative real numbers with $A+B+C < 1$. Then $F$ and $G$ have a unique common fixed point.

By substituting $B = C = 0$ in the Theorem 2.1, we obtain the following result.

Corollary 7 Let $(X, d)$ be a complete topological vector space-valued cone metric space, $P$ be a cone and $m,n$ be positive integers. If mappings $F, G : X \to X$ satisfies:
\[
d(Fx, Gy) \leq A d(x,y) + D d(x,Gy) + E d(y,Fx)
\] (2.3)
for all $x, y \in X$, where $A, D, E$ are non negative real numbers with $A+D+E < 1$. Then $F$ and $G$ have a unique common fixed point.

By substituting $F = T^m, G = T^n$ in the Theorem 2.1, we obtain the following result.

Corollary 8 [7] Let $(X, d)$ be a complete topological vector space-valued cone metric space, $P$ be a cone and $m,n$ be positive integers. If a mapping $T : X \to X$ satisfies:
\[
d(T^m x, T^n y) \leq A d(x,y)+B d(x,T^m x)+Cd(y,T^n y)+D d(x,T^n y)+E d(y,T^m x)
\] (2.4)
for all $x, y \in X$, where $A, B, C, D, E$ are non negative real numbers with $A + B + C + D + E < 1$, $B = C$ or $D = E$. Then $T$ has a unique fixed point.

Corollary 9 [1] Let $(X, d)$ be a complete Banach space-valued cone metric space, $P$ be a cone. If a mapping $F, G : X \to X$ satisfies:
\[
d(Fx, Gy) \leq pd(x,y) + q [d(x,Fx) + d(y,Gy)] + r [d(x,Gy) + E d(y,Fx)]
\] (2.5)
for all $x, y \in X$, where $p, q, r$ are non negative real numbers with $p+2q+2r < 1$. Then $F$ and $G$ have a unique common fixed point.

3 Multivalued Fixed point results in tvs-valued cone metric spaces

In the sequel, let $\mathbb{E}$ be a locally convex Hausdorff tvs with its zero vector $\theta$, $P$ be a proper, closed and convex pointed cone in $\mathbb{E}$ with $\text{int } P \neq \emptyset$ and $\preceq$ denotes the induced partial ordering with respect to $P$. 
According to [5] let \((X, \rho)\) be a tvs-valued cone metric space with a solid cone \(P\) and \(CB(X)\) be a collection of nonempty closed and bounded subsets of \(X\). Let \(T : X \to CB(X)\) be a multi-valued mapping. For any \(x \in X\), \(A \in CB(X)\), define a set \(W_x(A)\) as follows:

\[
W_x(A) = \{d(x, a) : a \in A\}.
\]

Thus, for any \(x, y \in X\), we have

\[
W_x(Ty) = \{d(x, u) : u \in Ty\}.
\]

**Definition 10** [9] Let \((X, \rho)\) be a cone metric space with the solid cone \(P\). A multi-valued mapping \(S : X \to 2^E\) is said to be bounded from below if, for any \(x \in X\), there exists \(z(x) \in E\) such that

\[
Sx - z(x) \subset P.
\]

**Definition 11** [9] Let \((X, \rho)\) be a cone metric space with the solid cone \(P\). A cone \(P\) is said to be complete if, for any bounded from above and nonempty subset \(A \subseteq E\), \(\sup A\) exists in \(E\). Equivalently, a cone \(P\) is complete if, for any bounded from below and nonempty subset \(A \subseteq E\), \(\inf A\) exists in \(E\).

**Definition 12** [5] Let \((X, \rho)\) be a tvs-valued cone metric space with the solid cone \(P\). A multi-valued mapping \(S : X \to 2^E\) defined by

\[
S_x(y) = W_x(Ty)
\]

is bounded from below, that is, for any \(x, y \in X\), there exists an element \(\ell_x(Ty) \in E\) such that

\[
W_x(Ty) - \ell_x(Ty) \subset P.
\]

\(\ell_x(Ty)\) is called the lower bound of \(T\) associated with \((x, y)\).

**Definition 13** [5] Let \((X, \rho)\) be a tvs-valued cone metric space with the solid cone \(P\). A multi-valued mapping \(T : X \to CB(X)\) is said to have the greatest lower bound property (for short, g.l.b. property) on \(X\) if, for any \(x \in X\), the greatest lower bound of \(W_x(Ty)\) exists in \(E\) for all \(x, y \in X\). We denote \(d(x, Ty)\) by the greatest lower bound of \(W_x(Ty)\), that is,

\[
d(x, Ty) = \inf\{d(x, u) : u \in Ty\}.
\]

According to [20], we denote

\[
s(p) = \{q \in E : p \leq q\}
\]

for all \(q \in E\) and

\[
s(a, B) = \bigcup_{b \in B} s(a, b) = \bigcup_{b \in B} \{x \in E : d(b, a) \leq x\}
\]
for all $a \in X$ and $B \in CB(X)$. For any $A, B \in CB(X)$, we denote
\[
s(A, B) = \left( \bigcap_{a \in A} s(a, B) \right) \cap \left( \bigcap_{b \in B} s(b, A) \right).
\]

**Remark 14** [20] Let $(X, d)$ be a tvs-valued cone metric space. If $\mathbb{E} = R$ and $P = [0, +\infty)$, then $(X, d)$ is a metric space. Moreover, for any $A, B \in CB(X)$, $H(A, B) = \inf s(A, B)$ is the Hausdorff distance induced by $d$.

Now we present the following theorem regarding the common fixed point of multivalued mapping with g.l.b property.

**Theorem 15** Let $(X, d)$ be a complete tvs-valued cone metric space with the solid (normal or non-normal) cone $P$ and let $S, T : X \rightarrow CB(X)$ be multivalued mappings with g.l.b property such that
\[
A d(x, y) + B d(x, Sx) + C d(y, Ty) + D d(x, Ty) + E d(y, Sx)) \in s(Sx, Ty) \quad (2.6)
\]
for all $x, y \in X$, where $A, B, C, D, E$ are non negative real numbers with $A + B + C + D + E < 1$. Then $S$ and $T$ have common fixed point.

**Proof.** Let $x_0$ be an arbitrary point in $X$ and $x_1 \in Sx_0$. From (2.6), we have
\[
A d(x_0, x_1) + B d(x_0, Sx_0) + C d(x_1, Tx_1) + D d(x_0, Tx_1) + E d(x_1, Sx_0) \in s(Sx_0, Tx_1).
\]
This implies that
\[
A d(x_0, x_1) + B d(x_0, Sx_0) + C d(x_1, Tx_1) + D d(x_0, Tx_1) + E d(x_1, Sx_0) \in \left( \bigcap_{x \in Sx_0} s(x, Tx_1) \right)
\]
and
\[
A d(x_0, x_1) + B d(x_0, Sx_0) + C d(x_1, Tx_1) + D d(x_0, Tx_1) + E d(x_1, Sx_0) \in s(x, Tx_1) \quad \text{for all} \ x \in Sx_0.
\]
Since $x_1 \in Sx_0$, so we have
\[
A d(x_0, x_1) + B d(x_0, Sx_0) + C d(x_1, Tx_1) + D d(x_0, Tx_1) + E d(x_1, Sx_0) \in s(x_1, Tx_1)
\]
and
\[
A d(x_0, x_1) + B d(x_0, Sx_0) + C d(x_1, Tx_1) + D d(x_0, Tx_1) + E d(x_1, Sx_0) \in s(x_1, Tx_1) = \bigcup_{x \in Tx_1} s(d(x, x)).
\]
So there exists some $x_2 \in Tx_1$, such that
\[
A d(x_0, x_1) + B d(x_0, Sx_0) + C d(x_1, Tx_1) + D d(x_0, Tx_1) + E d(x_1, Sx_0) \in s(d(x_1, x_2)).
\]
That is
\[
d(x_1, x_2) \leq A d(x_0, x_1) + B d(x_0, Sx_0) + C d(x_1, Tx_1) + D d(x_0, Tx_1) + E d(x_1, Sx_0).
\]
By using the greatest lower bound property (g.l.b property) of \( S \) and \( T \), we get
\[
d(x_1, x_2) \leq Ad(x_0, x_1) + B(x_0, x_1) + Cd(x_1, x_2) + Dd(x_0, x_2) + Ed(x_1, x_1),
\]
which implies that
\[
d(x_1, x_2) \leq (A + B + D)d(x_0, x_1) + (C + D)d(x_1, x_2)
\]
which further implies that
\[
d(x_1, x_2) \leq \frac{A + B + D}{1 - C - D} d(x_0, x_1).
\]
Similarly from (2.6), we get
\[
Ad(x_1, x_2) + B(x_2, Sx_2) + Cd(x_1, Tx_1) + Dd(x_2, Tx_1) + Ed(x_1, Sx_2) \in s(Tx_1, Sx_2).
\]
This implies that
\[
Ad(x_1, x_2) + B(x_2, Sx_2) + Cd(x_1, Tx_1) + Dd(x_2, Tx_1) + Ed(x_1, Sx_2) \in \left( \bigcap_{x \in Tx_1} s(x, Sx_2) \right)
\]
and
\[
Ad(x_1, x_2) + B(x_2, Sx_2) + Cd(x_1, Tx_1) + Dd(x_2, Tx_1) + Ed(x_1, Sx_2) \in s(x, Sx_2) \text{ for all } x \in Tx_1.
\]
Since \( x_2 \in Tx_1 \), so we have
\[
Ad(x_1, x_2) + B(x_2, Sx_2) + Cd(x_1, Tx_1) + Dd(x_2, Tx_1) + Ed(x_1, Sx_2) \in s(x, Sx_2)
\]
and
\[
Ad(x_1, x_2) + B(x_2, Sx_2) + Cd(x_1, Tx_1) + Dd(x_2, Tx_1) + Ed(x_1, Sx_2) \in s(x, Sx_2) = \bigcup_{x \in Sx_2} s(d(x_2, x)).
\]
So there exists some \( x_3 \in Sx_2 \), such that
\[
Ad(x_1, x_2) + B(x_2, Sx_2) + Cd(x_1, Tx_1) + Dd(x_2, Tx_1) + Ed(x_1, Sx_2) \in s(d(x_2, x_3)).
\]
That is
\[
d(x_2, x_3) \leq Ad(x_1, x_2) + B(x_2, Sx_2) + Cd(x_1, Tx_1) + Dd(x_2, Tx_1) + Ed(x_1, Sx_2).
\]
By using the greatest lower bound property (g.l.b property) of \( S \) and \( T \), we get
\[
d(x_2, x_3) \leq Ad(x_1, x_2) + B(x_2, x_3) + Cd(x_1, x_2) + Dd(x_2, x_2) + Ed(x_1, x_3).
\]
which implies that
\[
d(x_2, x_3) \leq (A + C + E)d(x_1, x_2) + (B + E)(x_2, x_3).
\]
This further implies

\[ d(x_2, x_3) \leq \frac{A+C+E}{1-B-E} d(x_1, x_2). \]

Let \( \delta = \max\{ \frac{A+B+D}{1-C-D}, \frac{A+C+E}{1-B-E} \} \). Then \( \delta < 1 \). Thus inductively, one can easily construct a sequence \( \{x_n\} \) in \( X \) such that

\[ x_{2n+1} \in Sx_{2n}, \quad x_{2n+2} \in Tx_{2n+1} \]

and

\[ d(x_{2n}, x_{2n+1}) \leq \delta d(x_{2n-1}, x_{2n}). \]

for each \( n \geq 0 \). We assume that \( x_n \neq x_{n+1} \) for each \( n \geq 0 \). Otherwise, there exists \( n \) such that \( x_{2n} = x_{2n+1} \). Then \( x_{2n} \in Sx_{2n} \) and \( x_{2n} \) is a fixed point of \( S \) and hence a fixed point of \( T \). Similarly, if \( x_{2n+1} = x_{2n+2} \) for some \( n \), then \( x_{2n+1} \) is a common fixed point of \( T \) and \( S \). Similarly, one can show that

\[ d(x_{2n+1}, x_{2n+2}) \leq \delta d(x_{2n}, x_{2n+1}). \]

Thus we have

\[ d(x_n, x_{n+1}) \leq \delta d(x_{n-1}, x_n) \leq \delta^2 d(x_{n-2}, x_{n-1}) \leq \cdots \leq \delta^n d(x_0, x_1) \]

for each \( n \geq 0 \). Now, for any \( m > n \), consider

\[ d(x_m, x_n) \leq d(x_m, x_{n+1}) + d(x_{n+1}, x_{n+2}) + \cdots + d(x_{m-1}, x_m) \leq \left[ \frac{\delta^n + \delta^{n+1} + \cdots + \delta^{m-1}}{1-\delta} \right] d(x_0, x_1) = \frac{\delta^n}{1-\delta} d(x_0, x_1). \]

Let \( \theta \ll c \) be given and choose a symmetric neighborhood \( V \) of \( \theta \) such that \( c + V \subseteq \text{int}P \). Also, choose a natural number \( k_1 \) such that \( \frac{\delta^n}{1-\delta} d(x_0, x_1) \in V \) for all \( n \geq k_1 \). Then \( \frac{\delta^n}{1-\delta} d(x_1, x_0) \ll c \) for all \( n \geq k_1 \). Thus we have

\[ d(x_m, x_n) \leq \frac{\delta^n}{1-\delta} d(x_0, x_1) \ll c \]

for all \( m > n \). Therefore, \( \{x_n\} \) is a Cauchy sequence. Since \( X \) is complete, there exists \( \nu \in X \) such that \( x_n \to \nu \). Choose a natural number \( k_2 \) such that

\[ \frac{1+E}{1-C} d(\nu, x_{2n+1}) \ll \frac{c}{3}, \quad \frac{A}{1-C} d(x_{2n}, \nu) \ll \frac{c}{3} \text{ and } \frac{B}{1-C} d(x_{2n}, x_{2n}) \ll \frac{c}{3} \]

(2.7)

for all \( n \geq k_2 \). Then, for all \( n \geq k_2 \), we have

\[ Ad(x_{2n}, \nu) + Bd(x_{2n}, Sx_{2n}) + Cd(\nu, T\nu) + Dd(x_{2n}, T\nu) + Ed(\nu, Sx_{2n}) \in s(Sx_{2n}, T\nu). \]
This implies that
\[
Ad(x_{2n}, v) + Bd(x_{2n}, Sx_{2n}) + Cd(v, T v) + Dd(x_{2n}, T v) + Ed(\nu, Sx_{2n}) \in \left( \bigcap_{x \in Sx_{2n}} s(x, T v) \right)
\]
and we have
\[
Ad(x_{2n}, v) + Bd(x_{2n}, Sx_{2n}) + Cd(v, T v) + Dd(x_{2n}, T v) + Ed(\nu, Sx_{2n}) \in s(x, T v) \text{ for all } x \in Sx_{2n}.
\]
Since \( x_{2n+1} \in Sx_{2n} \), so we have
\[
Ad(x_{2n}, v) + Bd(x_{2n}, Sx_{2n}) + Cd(v, T v) + Dd(x_{2n}, T v) + Ed(\nu, Sx_{2n}) \in s(x_{2n+1}, T v).
\]
By definition, we obtain
\[
Ad(x_{2n}, v) + Bd(x_{2n}, Sx_{2n}) + Cd(v, T v) + Dd(x_{2n}, T v) + Ed(\nu, Sx_{2n}) \in s(x_{2n+1}, T v) = \bigcup_{v' \in T u} s(d(x_{2n+1}, v')).
\]
There exists some \( \nu_n \in T v \) such that
\[
Ad(x_{2n}, v) + Bd(x_{2n}, Sx_{2n}) + Cd(v, T v) + Dd(x_{2n}, T v) + Ed(\nu, Sx_{2n}) \in s(x_{2n+1}, T v) \in s(d(x_{2n+1}, \nu_n)),
\]
that is
\[
d(x_{2n+1}, \nu_n) \leq Ad(x_{2n}, v) + Bd(x_{2n}, Sx_{2n}) + Cd(v, T v) + Dd(x_{2n}, T v) + Ed(\nu, Sx_{2n}).
\]
By using the greatest lower bound property (g.l.b property) of \( S \) and \( T \), we have
\[
d(x_{2n+1}, \nu_n) \leq Ad(x_{2n}, v) + Bd(x_{2n}, x_{2n}) + Cd(v, \nu_n) + Dd(x_{2n}, \nu_n) + Ed(\nu, x_{2n+1}).
\]
Now by using the triangular inequality, we get
\[
d(x_{2n+1}, \nu_n) \leq Ad(x_{2n}, v) + Bd(x_{2n}, x_{2n+1}) + Cd(v, x_{2n+1}) + Dd(x_{2n}, \nu_n) + Ed(\nu, x_{2n+1})
\]
and it follows that
\[
d(x_{2n+1}, \nu_n) \leq \frac{A}{1 - C} d(x_{2n}, v) + \frac{B}{1 - C} d(x_{2n}, x_{2n}) + \frac{C + E}{1 - C} d(\nu, x_{2n+1}).
\]
By using again triangular inequality, we get
\[
d(\nu, \nu_n) \leq d(\nu, x_{2n+1}) + d(x_{2n+1}, \nu_n)
\]
\[
\leq d(\nu, x_{2n+1}) + \frac{A}{1 - C} d(x_{2n}, v) + \frac{B}{1 - C} d(x_{2n}, x_{2n}) + \frac{C + E}{1 - C} d(\nu, x_{2n+1})
\]
\[
\leq 1 + \frac{E}{1 - C} d(\nu, x_{2n+1}) + \frac{A}{1 - C} d(x_{2n}, v) + \frac{B}{1 - C} d(x_{2n}, x_{2n})
\]
\[
\leq \frac{c}{3} + \frac{c}{3} + \frac{c}{3} = c
\]
Thus, we get
\[
d(\nu, \nu_n) \leq \frac{c}{m}
\]
for all \( m \geq 1 \) and so \( \frac{c}{m} - d(\nu, \nu_n) \in P \) for all \( m \geq 1 \). Since \( \frac{c}{m} \to \theta \) as \( m \to \infty \) and \( P \) is closed, it follows that \( -d(\nu, \nu_n) \in P \). But \( d(\nu, \nu_n) \in P \). Therefore, \( d(\nu, \nu_n) = \theta \) and \( \nu_n \to v \in T v \), since \( T v \) is closed. This implies that \( v \) is a common point of \( S \) and \( T \). This completes the proof.■
Corollary 16 [5] Let \((X,d)\) be a complete tvs-valued cone metric space with the solid (normal or non-normal) cone \(P\) and let \(S,T : X \to CB(X)\) be multivalued mappings with g.l.b property such that
\[
B \, d(x,Sx) + C \, d(y,Ty) \in s(Sx,Ty)
\]
for all \(x, y \in X\), where \(B, C\) are non negative real numbers with \(B + C < 1\). Then \(S\) and \(T\) have common fixed point.

Theorem 17 [5] Let \((X,d)\) be a complete tvs-valued cone metric space with the solid (normal or non-normal) cone \(P\) and let \(S,T : X \to CB(X)\) be multivalued mappings with g.l.b property such that
\[
D \, d(x,Ty) + E \, d(y,Sx) \in s(Sx,Ty)
\]
for all \(x, y \in X\), where \(D, E\) are non negative real numbers with \(D + E < 1\). Then \(S\) and \(T\) have common fixed point.
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ON THE TWISTED $q$-CHANGHEE POLYNOMIALS OF HIGHER ORDER

JIN-WOO PARK

Abstract. The $q$-Changhee polynomials and numbers are introduced by T. Kim et al in [3]. Some interesting properties of those polynomials are derived from umbral calculus (see [4]). In this paper, we consider Witt-type formula for the $n$-th twisted $q$-Changhee numbers and polynomials of higher order and derive some new interesting identities and properties of those polynomials and numbers from the Witt-type formula which are related to special polynomials and numbers.

1. Introduction

Let $p$ be an odd prime number. $\mathbb{Z}_p$, $\mathbb{Q}_p$ and $\mathbb{C}_p$ will denote the ring of $p$-adic integers, the field of $p$-adic numbers and the completion of algebraic closure of $\mathbb{Q}_p$. The $p$-adic norm $|\cdot|_p$ is normalized by $|p|_p = \frac{1}{p}$. Let $C(\mathbb{Z}_p)$ be the space of continuous functions on $\mathbb{Z}_p$. For $f \in C(\mathbb{Z}_p)$, the fermionic $p$-adic integral on $\mathbb{Z}_p$ is defined by T.Kim to be

$$I_{-q}(f) = \int_{\mathbb{Z}_p} f(x) d\mu_{-q}(x) = \lim_{N \to \infty} \frac{1}{[p^N]_{-q}} \sum_{x=0}^{p^N-1} f(x)(-q)^x,$$  \hspace{1em} (1.1)

Let $f_1(x) = f(x+1)$. Then, by (1.1), we get

$$qI_{-q}(f_1) + I_{-q}(f) = [2]_q f(0),$$  \hspace{1em} (1.2)

By (1.2), we easily see that

$$q^n I_{-q} + (-1)^{n-1} I_{-q} = [2]_q \sum_{l=0}^{n-1} (-1)^{n-1-l} f(l),$$  \hspace{1em} (1.3)

where $f_n(x) = f(x+n)$ and $n \geq 0$.

It is well known that the twisted $q$-Euler polynomials are defined by the generating function to be

$$\frac{[2]_q}{1 + qz} e^{xt} = \sum_{n=0}^{\infty} E_{n,\varepsilon,q}(x) \frac{t^n}{n!},$$  \hspace{1em} (1.4)

When $x = 0$, $E_{n,\varepsilon,q} = E_{n,\varepsilon,q}(0)$ are called the $n$--th twisted $q$-Euler numbers. For $\varepsilon = 1$, $E_{n,1,q}(x) = E_{n,q}(x)$ are the $n$-th $q$-Euler polynomials, and $x = 0$, $E_{n,1,q}(0) = E_{n,q}(0)$ are the $n$-th $q$-Euler numbers.
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Indeed, we note that $E_{n,q}(x) = H_n(x) - q$, where $H_n(x|\lambda)$ are the Frobenius-Euler polynomials which are defined by the generating function to be

$$\frac{1 - \lambda}{e^t - \lambda} e^{tx} = \sum_{n=0}^{\infty} H_n(x|\lambda) \frac{t^n}{n!},$$

(see [1]).

Recently, the $q$-Changhee polynomials are defined by the generating function to be

$$\frac{[2]_q}{1+q^et(1+t)} = \sum_{n=0}^{\infty} Ch_{n,q}(x) \frac{t^n}{n!},$$

(see [10]). (1.5)

When $x = 0$, $Ch_{n,\epsilon,q}(0)$ are called the $q$-Changhee numbers, (see [3]).

The Stirling number of the first kind is defined by

$$\binom{x}{n} = x(x-1) \cdots (x-n+1) = \sum_{l=0}^{n} S_1(n,l)x^l,$$

(see [3]). (1.6)

The $q$-Changhee numbers and polynomials are introduced by T. Kim et. al. in [3], and found interesting identities in [5, 8, 11, 12]. In this paper, we consider the twisted $q$-Changhee numbers and polynomials of order $k$ which are derived from the multivariate fermionic $p$-adic $q$-integral of higher order on $\mathbb{Z}_p$, and give some relationship between twisted $q$-Changhee polynomials and numbers of higher-order and special polynomials and numbers.

2. Twisted $q$-Changhee numbers and polynomials of higher-order

For $n \in \mathbb{N}$, let $T_p$ be the $p$-adic locally constant space defined by

$$T_p = \bigcup_{n \geq 1} C_{p^n} = \lim_{n \to \infty} C_{p^n},$$

where $C_{p^n} = \{ \omega | \omega p^n = 1 \}$ is the cyclic group of order $p^n$.

For $\epsilon \in T_p$, let us take $f(x) = (1+\epsilon t)x$ for $|t|_p < p^{-p-1}$. Then by (1.2), we get

$$\int_{\mathbb{Z}_p} (1+\epsilon t)x^y d\mu_{-q}(x) = \frac{[2]_q}{q^et + [2]_q} = \sum_{n=0}^{\infty} Ch_{n,\epsilon,q}(x) \frac{t^n}{n!},$$

(2.1)

where $Ch_{n,\epsilon,q}(x)$ are called the $n$-th twisted $q$-Changhee numbers.

From (2.1), we can derive the following equation:

$$\int_{\mathbb{Z}_p} (1+\epsilon t)^x+y d\mu_{-q}(y) = \frac{[2]_q}{q^et + [2]_q} (1+\epsilon t)^x = \sum_{n=0}^{\infty} Ch_{n,\epsilon,q}(x) \frac{t^n}{n!},$$

(2.2)

where $Ch_{n,\epsilon,q}(x)$ are called the $n$-th twisted $q$-Changhee polynomials. Note that $Ch_{n,\epsilon,q}(0) = Ch_{n,\epsilon,q}$ are $n$-th twisted $q$-Changhee numbers.

Since

$$\int_{\mathbb{Z}_p} (1+\epsilon t)^x+y d\mu_{-q}(y) = \sum_{n=0}^{\infty} \epsilon^n \int_{\mathbb{Z}_p} \binom{x+y}{n} d\mu_{-q}(y) \frac{t^n}{n!},$$

(2.3)

by (2.2) and (2.3), we obtained the following theorem.
**Theorem 2.1.** For \( n \geq 0 \), we have
\[
\text{Ch}_{n,\varepsilon,q}(x) = \varepsilon^n \int_{\mathbb{Z}_p} (x + y)_n d\mu_{-q}(y).
\]

From (2.1), we note that
\[
\sum_{n=0}^{\infty} \varepsilon^n \int_{\mathbb{Z}_p} \left( \begin{array}{c} x \\ n \end{array} \right) d\mu_{-q}(x)t^n = \frac{[2]_q}{q\varepsilon t + [2]_q} = \sum_{n=0}^{\infty} \left( -\frac{q^n}{[2]_q} \right)^n t^n. \tag{2.4}
\]

Thus, by comparing the coefficients on the both sides, we obtain the following theorem.

**Theorem 2.2.** For \( n \geq 0 \), we have
\[
\int_{\mathbb{Z}_p} \left( \begin{array}{c} x \\ n \end{array} \right) d\mu_{-q}(x) = \left( -\frac{q^n}{[2]_q} \right)^n.
\]

Replacing \( t \) by \( \frac{e^t - 1}{\varepsilon} \) in (2.2), we get
\[
\sum_{n=0}^{\infty} E_{n,q}(x) \frac{t^n}{n!} = \frac{[2]_q}{q\varepsilon e^t - 1} e^t = \sum_{n=0}^{\infty} \text{Ch}_{n,\varepsilon,q}(x) \frac{1}{n!} \left( \frac{e^t - 1}{\varepsilon} \right)^n, \tag{2.5}
\]
where \( E_{n,q} \) is the \( n \)-th \( q \)-Euler polynomials and
\[
\sum_{n=0}^{\infty} \text{Ch}_{n,\varepsilon,q}(x) \frac{1}{n!} \left( \frac{e^t - 1}{\varepsilon} \right)^n = \sum_{n=0}^{\infty} \text{Ch}_{n,\varepsilon,q}(x) \frac{1}{n!} \varepsilon^{-n} n! \left( \sum_{m=n}^{\infty} S_2(m,n) \frac{t^m}{m!} \right)
= \sum_{m=0}^{\infty} \sum_{n=0}^{m} \text{Ch}_{n,\varepsilon,q}(x) S_2(m,n) \varepsilon^{-n} \frac{t^m}{m!}, \tag{2.6}
\]
where \( S_2(m,n) \) is the Striling number of the second kind.

By comparing the coefficients on the both sides of (2.5) and (2.6), we obtain the following theorem.

**Theorem 2.3.** For \( n \geq 0 \), we have
\[
E_{n,q}(x) = \sum_{m=0}^{n} \text{Ch}_{m,\varepsilon,q}(x) S_2(n,m) \varepsilon^{-m}.
\]

By Theorem 2.1, we easily get
\[
\text{Ch}_{n,\varepsilon,q}(x) = \varepsilon^n \int_{\mathbb{Z}_p} (x + y)_n d\mu_{-q}(y)
= \varepsilon^n \sum_{l=0}^{n} S_1(n,l) \int_{\mathbb{Z}_p} (x + y)^l d\mu_{-q}(y) = \varepsilon^n \sum_{l=0}^{n} S_1(n,l) E_{l,q}(x). \tag{2.7}
\]

Therefore, by (2.7), we obtain the following theorem.

**Theorem 2.4.** For \( n \geq 0 \), we have
\[
\text{Ch}_{n,\varepsilon,q}(x) = \varepsilon^n \sum_{l=0}^{n} S_1(n,l) E_{l,q}(x).
\]
where \( S_1(n,l) \) is the Striling number of the first kind.
Thus, by (2.10) and (2.12), we get
\[ Ch_{n, \varepsilon}^{(k)} = \varepsilon^n \int_{\mathbb{Z}_p} \cdots \int_{\mathbb{Z}_p} (x_1 + \cdots + x_k)_n d\mu_{-q}(x_1) \cdots d\mu_{-q}(x_k), \]  
where \( n \) is a positive integer.

By simple calculation, we easily see that
\[ \sum_{n=0}^{\infty} Ch_{n, \varepsilon}^{(k)} \frac{t^n}{n!} = \int_{\mathbb{Z}_p} \cdots \int_{\mathbb{Z}_p} \sum_{n=0}^{\infty} \left( \frac{(\varepsilon t)^n}{n!} \right) d\mu_{-q}(x_1) \cdots d\mu_{-q}(x_k) \]
\[ = \int_{\mathbb{Z}_p} \cdots \int_{\mathbb{Z}_p} \left( 1 + \varepsilon t \right)^n d\mu_{-q}(x_1) \cdots d\mu_{-q}(x_k). \]  

From (2.1) and (2.9), we have
\[ \sum_{n=0}^{\infty} Ch_{n, \varepsilon}^{(k)} \frac{t^n}{n!} = \left( \frac{[2]_q}{q \varepsilon t + [2]_q} \right)^k, \]
and
\[ \left( \frac{[2]_q}{q \varepsilon t + [2]_q} \right)^k = \sum_{n=0}^{\infty} \left( \sum_{l_1 + \cdots + l_k = n} \left( \frac{n}{l_1, \ldots, l_k} \right) Ch_{l_1, \varepsilon} \cdots Ch_{l_k, \varepsilon} \right) \frac{t^n}{n!}. \]  

By simple calculation, we easily see that
\[ \left( \frac{[2]_q}{q \varepsilon t + [2]_q} \right)^k = \sum_{n=0}^{\infty} \left( \frac{q}{[2]_q} \right)^n n! \varepsilon^n \left( \frac{k + n - 1}{n} \right) \frac{t^n}{n!}. \]  

Thus, by (2.10) and (2.12), we get
\[ [2]_q^n Ch_{n, \varepsilon}^{(k)} = (-q)^n n! \varepsilon^n \left( \frac{n + k - 1}{n} \right) = (-q)^n \varepsilon^n (k + n - 1)_n \]
\[ = (-q)^n \varepsilon^n \sum_{l=0}^{n} S_1(n, l)(k + n - 1)_l. \]  

Therefore, by (2.10), (2.11) and (2.13), we obtain the following theorem.

**Theorem 2.5.** For \( n \geq 0 \), we have
\[ [2]_q^n Ch_{n, \varepsilon}^{(k)} = [2]_q^n \sum_{l_1 + \cdots + l_k = n} \left( \frac{n}{l_1, \ldots, l_k} \right) Ch_{l_1, \varepsilon} \cdots Ch_{l_k, \varepsilon} \]
\[ = (-q)^n \varepsilon^n \sum_{l=0}^{n} S_1(n, l)(k + n - 1)_l. \]

From (2.8), we have
\[ Ch_{n, \varepsilon}^{(k)} = \varepsilon^n \int_{\mathbb{Z}_p} \cdots \int_{\mathbb{Z}_p} (x_1 + \cdots + x_k)_n d\mu_{-q}(x_1) \cdots d\mu_{-q}(x_k) \]
\[ = \varepsilon^n \sum_{l=0}^{n} S_1(n, l) \int_{\mathbb{Z}_p} \cdots \int_{\mathbb{Z}_p} (x_1 + \cdots + x_k)_l d\mu_{-q}(x_1) \cdots d\mu_{-q}(x_k). \]  
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Theorem 2.7. For
\[\int_{\mathbb{Z}_p} \cdots \int_{\mathbb{Z}_p} e^{(x_1 + \cdots + x_k)t} \mu_\alpha(x_1) \cdots \mu_\alpha(x_k) = \left( \frac{[2]_q}{q e^t + 1} \right)^k = \sum_{n=0}^{\infty} E_{n,q}^{(k)} \frac{t^n}{n!}, \tag{2.15}\]
where \(E_{n,q}^{(k)}\) are the \(q\)-Euler numbers of order \(k\).

From (2.14) and (2.15), we obtain the following theorem.

Theorem 2.6. For \(n \geq 0\), we have
\[Ch_{n,\varepsilon,q}^{(k)} = \varepsilon^n \sum_{l=0}^{n} S_1(n,l) E_l^{(k)}.\]
Replacing \(t\) by \(\frac{e^t-1}{\varepsilon}\), we get
\[\sum_{n=0}^{\infty} \frac{Ch_{n,\varepsilon,q}^{(k)}}{n!} \left( \frac{e^t-1}{\varepsilon} \right)^n = \left( \frac{[2]_q}{q e^t + 1} \right)^k = \sum_{n=0}^{\infty} E_{n,q}^{(k)} \frac{t^n}{n!}, \tag{2.16}\]
and
\[\sum_{n=0}^{\infty} \frac{Ch_{n,\varepsilon,q}^{(k)}}{n!} \left( \frac{e^t-1}{\varepsilon} \right)^n = \sum_{m=0}^{\infty} \sum_{n=0}^{m} \varepsilon^{-n} Ch_{n,\varepsilon,q}^{(k)} S_2(m,n) \frac{t^n}{m!}. \tag{2.17}\]
Thus, by (2.16) and (2.17), we obtain the following theorem.

Theorem 2.7. For \(n \geq 0\), we have
\[E_{n,q}^{(k)} = \sum_{m=0}^{n} \varepsilon^{-m} Ch_{m,\varepsilon,q}^{(k)} S_2(n,m).\]

Now we define the twisted \(q\)-Changhee polynomials of the first kind with order \(k\) as follows:
\[Ch_{n,\varepsilon,q}^{(k)}(x) = \varepsilon^n \int_{\mathbb{Z}_p} \cdots \int_{\mathbb{Z}_p} (x_1 + \cdots + x_k + x_n) \mu_\alpha(x_1) \cdots \mu_\alpha(x_k), \tag{2.18}\]
where \(n \geq 0\) and \(k \in \mathbb{N}\).

From (2.18), we can derive the generating function of the twisted \(q\)-Changhee polynomials as follows:
\[\sum_{n=0}^{\infty} \frac{Ch_{n,\varepsilon,q}^{(k)}(x) t^n}{n!} = \int_{\mathbb{Z}_p} \cdots \int_{\mathbb{Z}_p} (1 + \varepsilon t)^{x_1 + \cdots + x_k + x_n} \mu_\alpha(x_1) \cdots \mu_\alpha(x_k) \tag{2.19}\]
\[= \left( \frac{[2]_q}{q e^t + [2]_q} \right)^k (1 + \varepsilon t)^x.\]
It is easy to show that
\[\left( \frac{[2]_q}{q e^t + [2]_q} \right)^k (1 + \varepsilon t)^x = \sum_{n=0}^{\infty} \left( \sum_{m=0}^{n} \varepsilon^m \frac{n!}{m!} (x)_m Ch_{n-m,\varepsilon,q}^{(k)} \right) \frac{t^n}{n!}. \tag{2.20}\]
By (2.20), we get
\[Ch_{n,\varepsilon,q}^{(k)}(x) = \sum_{m=0}^{n} \varepsilon^m \frac{x}{m} \frac{n!}{(n-m)!} Ch_{n-m,\varepsilon,q}^{(k)} \tag{2.21}\]
\[= \sum_{m=0}^{n} \varepsilon^{n-m} \frac{x}{n} \frac{n!}{m!} Ch_{m,\varepsilon,q}^{(k)}.\]
From (2.18), we have
\[
Ch_{n,\varepsilon,q}^{(k)}(x) = \varepsilon^n \int_{\mathbb{Z}_p} \cdots \int_{\mathbb{Z}_p} (x_1 + \cdots + x_k + x)_n d\mu_{-q}(x_1) \cdots d\mu_{-q}(x_k)
\]
\[
= \varepsilon^n \sum_{l=0}^{n} S_1(n,l) \int_{\mathbb{Z}_p} \cdots \int_{\mathbb{Z}_p} (x_1 + \cdots + x_k + x)^l d\mu_{-q}(x_1) \cdots d\mu_{-q}(x_k)
\]
\[
= \varepsilon^n \sum_{l=0}^{n} S_1(n,l) E_{l,q}^{(k)}(x).
\]
(2.22)

Hence, by (2.22), we obtain the following theorem.

**Theorem 2.8.** For \( n \geq 0 \), we have
\[
Ch_{n,\varepsilon,q}^{(k)}(x) = \varepsilon^n \sum_{m=0}^{n} \varepsilon^m \binom{n}{m} m! Ch_{m,\varepsilon,q}^{(k)} = \varepsilon^n \sum_{l=0}^{n} S_1(n,l) E_{l,q}^{(k)}(x).
\]

where \( E_{l,q}^{(k)} \) are the \( q \)-Euler polynomials of order \( k \).

Now, we consider the twisted \( q \)-Changhee polynomials of second kind with order \( k \) as follows:
\[
\hat{Ch}_{n,\varepsilon,q}^{(k)}(x) = \varepsilon^n \int_{\mathbb{Z}_p} \cdots \int_{\mathbb{Z}_p} (-x_1 - \cdots - x_k + x)_n d\mu_{-q}(x_1) \cdots d\mu_{-q}(x_k). \tag{2.23}
\]

By (2.23), we have
\[
\sum_{n=0}^{\infty} \hat{Ch}_{n,\varepsilon,q}^{(k)}(x) t^n = \int_{\mathbb{Z}_p} \cdots \int_{\mathbb{Z}_p} \left( (1 + \varepsilon t)^{-x_1 - \cdots - x_k + x} d\mu_{-q}(x_1) \cdots d\mu_{-q}(x_k) \right)^k
\]
\[
= \left( \left[ \frac{2}{t} \right]_q \right)^k (1 + \varepsilon t)^{k+x}, \tag{2.24}
\]

where \( k \) is a positive integer.

Hence,
\[
\hat{Ch}_{n,\varepsilon,q}^{(k)}(x)
\]
\[
= \varepsilon^n \int_{\mathbb{Z}_p} \cdots \int_{\mathbb{Z}_p} (-x_1 - \cdots - x_k + x)_n d\mu_{-q}(x_1) \cdots d\mu_{-q}(x_k)
\]
\[
= \varepsilon^n \sum_{l=0}^{n} S_1(n,l)(-1)^l \int_{\mathbb{Z}_p} \cdots \int_{\mathbb{Z}_p} (x_1 + \cdots + x_k - x)^l d\mu_{-q}(x_1) \cdots d\mu_{-q}(x_k) \tag{2.25}
\]
\[
= \varepsilon^n \sum_{l=0}^{n} S_1(n,l)(-1)^l E_{l,q}^{(k)}(-x).
\]

Therefore, by (2.25), we obtain the following theorem.

**Theorem 2.9.** For \( n \geq 0 \), we have
\[
\hat{Ch}_{n,\varepsilon,q}^{(k)}(x) = \varepsilon^n \sum_{l=0}^{n} S_1(n,l)(-1)^l E_{l,q}^{(k)}(-x).
\]
For (2.26) and proceeding similar to (2.26), we have the following theorem.

**Theorem 2.11.** For $n \geq 0$, we have

\[
\frac{(-1)^n \widehat{Ch}^{(k)}_{n,\varepsilon,q}(x)}{n!} = (-1)^n \sum_{m=0}^{n} \binom{n}{m-1} \varepsilon^{n-m} \frac{Ch^{(k)}_{m,\varepsilon,q}(-x)}{m!},
\]

and

\[
\frac{(-1)^n \widehat{Ch}^{(k)}_{n,\varepsilon,q}(x)}{n!} = (-1)^n \sum_{m=1}^{n} \binom{n-1}{m-1} \varepsilon^{n-m} \frac{Ch^{(k)}_{m,\varepsilon,q}(-x)}{m!}.
\]

By (2.25),

\[
\frac{(-1)^n \widehat{Ch}^{(k)}_{n,\varepsilon,q}(x)}{n!} = (-1)^n \sum_{l=0}^{n} S_1(n, l) \left( -1 \right)^l \sum_{m=0}^{l} (-1)^{l+m} \binom{l}{m} E^{(k)}_{l-m} \varepsilon^{n-m} x^m.
\]

and thus we obtain the following theorem.

**Theorem 2.11.** For $n \geq 0$, we have

\[
\widehat{Ch}^{(k)}_{n,\varepsilon,q}(x) = \epsilon^n \sum_{l=0}^{n} \sum_{m=0}^{l} (-1)^{l+m} \binom{l}{m} S_1(n, l) E^{(k)}_{l-m} \varepsilon^{n-m} x^m.
\]
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SOME SYMMETRY IDENTITIES FOR THE \((h,q)\)-BERNOULLI POLYNOMIALS UNDER THE THIRD DIHEDRAL GROUP \(D_3\) ARISING FROM \(q\)-VOLKENBORN INTEGRAL ON \(\mathbb{Z}_p\)

S.-H. RIM, T. G. KIM, S. H. LEE

Abstract. In this paper, we give some new identities of symmetry for the \((h,q)\)-Bernoulli polynomials arising from \(q\)-Volkenborn integral on \(\mathbb{Z}_p\).

1. Introduction

Let \(p\) be a fixed prime number. Throughout this paper, \(\mathbb{Z}_p\), \(\mathbb{Q}_p\), and \(\mathbb{C}_p\) will, respectively, denote the ring of \(p\)-adic integers, the field of \(p\)-adic rational numbers and the completion of algebraic closure of \(\mathbb{Q}_p\). Let \(v_p\) be the normalized exponential valuation of \(\mathbb{C}_p\) with \(|p|_p = p^{-v_p(p)} = 1/p\) and let \(q\) be an indeterminate in \(\mathbb{C}_p\) with \(|1 - q|_p < p^{-1/p^2}\). The \(q\)-extension of \(x\) is defined by \([x]_q = \frac{1-q^x}{1-q}\). Note that \(\lim_{q \to 1} [x]_q = x\). Suppose that \(f\) is a uniformly differentiable function on \(\mathbb{Z}_p\). Then the \(p\)-adic \(q\)-Volkenborn integral is defined by Kim to be

\[
I_q(f) = \int_{\mathbb{Z}_p} f(x) d\mu_q(x) = \lim_{N \to \infty} \sum_{x=0}^{p^N-1} f(x) \mu_q(x + p^N \mathbb{Z}_p)
\]

\[
= \lim_{N \to \infty} \frac{1}{[p^N]_q} \sum_{x=0}^{p^N-1} f(x) q^x.
\]

As is well known, Carlitz’s \(q\)-Bernoulli numbers are defined by

\[
\beta_{0,q} = 1, \quad q(q^{\beta} + 1)^n - \beta_{n,q} = \begin{cases} 1 & \text{if } n = 1 \\ 0 & \text{if } n > 1, \end{cases}
\]

with the usual convention about replacing \(\beta_0^n\) by \(\beta_{n,q}\) (see [1,8,10]).

The \(q\)-Bernoulli polynomials are given by

\[
\beta_{n,q}(x) = \sum_{l=0}^{n} \binom{n}{l} [x]_q^{n-l} q^{lx} \beta_{l,q}
\]

\[
= \frac{1}{(1-q)^n} \sum_{l=0}^{n} \binom{n}{l} (-1)^l q^{lx} \frac{l+1}{[l+1]_q}, \quad (\text{see [10]}).
\]

In 1999, Kim gave the formula which is given by

\[
\beta_{n,q}(x) = \int_{\mathbb{Z}_p} [x + y]_q^n d\mu_q(x), \quad (n \in \mathbb{N} \cup \{0\}), \quad (\text{see [1-15]}).
\]
For $h \in \mathbb{Z}$, we consider $(h, q)$-Bernoulli polynomials as follows:

$$
\beta_{n,h}(x) = \int_{\mathbb{Z}_p} q^{(h-1)x}[x+y]^n d\mu_q(x), \quad (n \in \mathbb{Z}_{\geq 0})
$$

$$
\left(\frac{1}{1-q} \sum_{t=0}^{n} \binom{n}{t} q^t \frac{h+1}{[h+l]} \right), \quad (\text{see } [8,10]).
$$

When $x = 0$, $\beta_{n,h}(0) = \beta_{n,h}(0)$ are called the $(h, q)$-Bernoulli numbers.

In this paper, we consider the symmetric identities for the $(h, q)$-Bernoulli polynomials under the third Dihedral group $D_3$ which are derive from $p$-adic $q$-Volkenborn integral on $\mathbb{Z}_p$.

2. Symmetric identities for the $(h, q)$-Bernoulli polynomials

Let $w_1$, $w_2$, $w_3$ be positive integers. Then we observe that

$$
\frac{1}{[w_2w_3]q} \sum_{i=0}^{w_2-1} \sum_{j=0}^{w_3-1} q^{(w_1w_3i + w_1w_2j)q} \times \int_{\mathbb{Z}_p} q^{(h-1)w_2w_3y} e^{[w_2w_3y + w_1w_2w_3x + w_1w_3 + w_1w_2j]q} d\mu_q^{w_2w_3}(y)
$$

$$
= \lim_{N \to \infty} \frac{1}{[w_1w_2w_3]q} \sum_{i=0}^{w_2-1} \sum_{j=0}^{w_3-1} \sum_{k=0}^{w_1-1} \sum_{y=0}^{p^{N-1}-1} q^{(w_3k + w_3y)q} e^{[w_3(k+w_3y) + w_1w_2w_3x + w_1w_3 + w_1w_2j]q}
$$

By (3), we get

$$
\frac{1}{[w_2w_3]q} \sum_{i=0}^{w_2-1} \sum_{j=0}^{w_3-1} q^{(w_1w_3i + w_1w_2j)q} \times \int_{\mathbb{Z}_p} q^{(h-1)w_2w_3y} e^{[w_2w_3y + w_1w_2w_3x + w_1w_3 + w_1w_2j]q} d\mu_q^{w_2w_3}(y)
$$

$$
= \lim_{N \to \infty} \frac{1}{[w_1w_2w_3]q} \sum_{i=0}^{w_2-1} \sum_{j=0}^{w_3-1} \sum_{k=0}^{w_1-1} \sum_{y=0}^{p^{N-1}-1} q^{(w_3k + w_3y)q} e^{[w_3(k+w_3y) + w_1w_2w_3x + w_1w_3 + w_1w_2j]q}
$$

From (4), we note that the expression is invariant under any permutation of $w_1$, $w_2$, $w_3$ in third Dihedral group $D_3$. Therefore, by (4), we obtain the following theorem.

**Theorem 2.1.** Let $w_1$, $w_2$, $w_3$ be positive integers. Then, the following expressions

$$
\frac{1}{[w_1w_2w_3]q} \sum_{i=0}^{w_2-1} \sum_{j=0}^{w_3-1} q^{(w_3i + w_3j)q} \times \int_{\mathbb{Z}_p} q^{(h-1)w_2w_3y} e^{[w_2w_3y + w_1w_2w_3x + w_1w_3 + w_1w_2j]q} d\mu_q^{w_2w_3}(y)
$$

are the same for any $\sigma \in D_3$. 

433
S.-H. RiM et al 432-436
Now, we note that
\[ w_2 w_3 y + w_1 w_2 w_3 x + w_1 w_3 i + w_1 w_2 j \]
where
\[ w = \frac{y + w_1 x + \frac{w_1}{w_2} i + \frac{w_1}{w_3} j}{q^{w_2 w_3}} \]
Therefore, by (2), Theorem 1 and (5), we obtain the following theorem.

**Theorem 2.2.** For \( w_1, w_2, w_3 \in \mathbb{N} \), the following expressions
\[
[w_{\sigma(2)} w_{\sigma(3)}]^{n-1} \sum_{i=0}^{w_{\sigma(2)}-1} \sum_{j=0}^{w_{\sigma(3)}-1} q^{(w_{\sigma(1)} w_{\sigma(3)} i + w_{\sigma(1)} w_{\sigma(2)} j)}
\]

are the same for any \( \sigma \in D_3 \).

It is not difficult to show that
\[
y + w_1 x + \frac{w_1}{w_2} i + \frac{w_1}{w_3} j \]
\[
= \frac{1 - q^{w_1 w_3 i + w_1 w_2 j}}{1 - q^{w_2 w_3}} + q^{w_1 w_3 i + w_1 w_2 j} [y + w_1 x] q^{w_2 w_3}
\]
From (6), we have
\[
\int_{Z_p} \left[ y + w_1 x + \frac{w_1}{w_2} i + \frac{w_1}{w_3} j \right]^{n-1} q^{w_2 w_3} d\mu_{q^{w_2 w_3}}(y)
\]
\[
= \sum_{k=0}^{n} \binom{n}{k} \left[ \frac{[w_1]_q}{[w_2 w_3]_q} \right]^{n-k} [w_3 i + w_2 j] q^{h(w_1 w_3 i + w_1 w_2 j) - h} \beta_k^{(h)} q^{w_2 w_3} (w_1 x).
\]
Thus, by Theorem 2 and (7), we get
\[
[w_2 w_3]^{n-1} \sum_{i=0}^{w_2-1} \sum_{j=0}^{w_3-1} q^{h(w_1 w_3 i + w_1 w_2 j)} \int_{Z_p} \left[ y + w_1 x + \frac{w_1}{w_2} i + \frac{w_1}{w_3} j \right]^{n} d\mu_{q^{w_2 w_3}}(y)
\]
\[
= \sum_{k=0}^{n} \binom{n}{k} [w_2 w_3]^{k-1} \left[ \frac{[w_1]_q}{[w_2 w_3]_q} \right]^{n-k} \beta_k^{(h)} q^{w_2 w_3} (w_1 x)
\]
\[
= \sum_{k=0}^{n} \binom{n}{k} [w_2 w_3]^{k-1} \left[ \frac{[w_1]_q}{[w_2 w_3]_q} \right]^{n-k} \beta_k^{(h)} q^{w_2 w_3} (w_1 x) \mathcal{T}_{n,q}^{(h)} (w_2, w_3 | k),
\]
where
\[
\mathcal{T}_{n,q}^{(h)} (w_1, w_2 | k) = \sum_{i=0}^{w_1-1} \sum_{j=0}^{w_2-1} q^{h(w_2 i + w_1 j)} [w_2 i + w_1 j]^{n-k}.
\]
As this expression is invariant under the third Dihedral group \( D_3 \), we have the following theorem.
Theorem 2.3. For \( n \geq 0 \), \( w_1, w_2, w_3 \in \mathbb{N} \), the following expressions

\[
\sum_{k=0}^{n} \binom{n}{k} \left[w_{\sigma(2)} w_{\sigma(3)} \right]^{k-1} \left[w_{\sigma(1)} \right]^{n-k} \beta_{k,q}^{(h)}= w_{\sigma(2)} w_{\sigma(3)} \left(w_{\sigma(1)} x \right) T_{n,q}^{(h)} \left(w_{\sigma(1)}, w_{\sigma(2)}, w_{\sigma(3)} \right|_{k}
\]

are all the same for any \( \sigma \in D_3 \).
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Abstract. In this paper, we investigate some identities of Bell polynomials associated with special polynomials which are derived from $p$-adic integral on $\mathbb{Z}_p$.

1. Introduction

Let $p$ be a fixed odd prime number. Throughout this paper, $\mathbb{Z}_p$, $\mathbb{Q}_p$ and $\mathbb{C}_p$ will denote the ring of $p$-adic integers, the field of $p$-adic rational numbers and the completion of algebraic closure of $\mathbb{Q}_p$. Let $\nu_p$ be the normalized exponential valuation of $\mathbb{C}_p$ with $|p|_p = p^{-\nu_p(p)} = \frac{1}{p}$. Let $q$ be an indeterminate in $\mathbb{C}_p$ with $|1 - q|_p < p^{-\frac{1}{p-1}}$ and let the $q$-extension of number $x$ is defined as $[x]_q = \frac{1-q^x}{1-q}$. The Euler polynomials of order $r$ are defined by the generating function to be

$$\left(\frac{2}{e^t + 1}\right)^r e^{xt} = \sum_{n=0}^{\infty} E_n^{(r)}(x) \frac{t^n}{n!}, \quad (\text{see [1 - 18]})$$

and the higher-order Bernoulli polynomials of order $r$ are given by

$$\left(\frac{t}{e^t - 1}\right)^r e^{xt} = \sum_{n=0}^{\infty} B_n^{(r)}(x) \frac{t^n}{n!}, \quad (\text{see [9 - 10]})$$

When $x = 0$, $B_n^{(r)} = B_n^{(r)}(0)$, $E_n^{(r)} = E_n^{(r)}(0)$ are called higher-order Bernoulli numbers and Euler numbers.

Let $f(x)$ be a uniformly continuous function on $\mathbb{Z}_p$. Then the bosonic $p$-adic integral on $\mathbb{Z}_p$ is defined by

$$\int_{\mathbb{Z}_p} f(x) d\mu_0(x) = \lim_{N \to \infty} \frac{1}{p^N} \sum_{x=0}^{p^N-1} f(x), \quad (\text{see [12]})$$

and the fermionic $p$-adic integral on $\mathbb{Z}_p$ is given by

$$\int_{\mathbb{Z}_p} f(x) d\mu_{-1}(x) = \lim_{N \to \infty} \frac{1}{p^N} \sum_{x=-1}^{p^N-1} f(x)(-1)^x, \quad (\text{see [12]})$$

Thus, we have

$$\int_{\mathbb{Z}_p} f(x+1) d\mu_0(x) - \int_{\mathbb{Z}_p} f(x) d\mu_0(x) = f'(0),$$

and

$$\int_{\mathbb{Z}_p} f(x+1) d\mu_{-1}(x) + \int_{\mathbb{Z}_p} f(x) d\mu_{-1}(x) = 2f(0).$$
As is well known, the higher-order Changhee polynomials are given by

$$\left(\frac{2}{t+2}\right)^r (1+t)^x = \sum_{n=0}^{\infty} \frac{Ch_n^{(r)}(x) t^n}{n!},$$

(see [11 – 15]),

and the higher-order Daehee polynomials are defined by the generating function to be

$$\left(\frac{\log(1+t)}{t}\right)^r (1+t)^x = \sum_{n=0}^{\infty} \frac{D_n^{(r)}(x) t^n}{n!},$$

(see [11 – 15]).

When \(x = 0\), \(Ch_n^{(r)}(0)\) and \(D_n^{(r)}(0)\) are called the Changhee numbers and the Daehee numbers with order \(r\).

Finally, we introduce the Bell polynomials which are given by the generating function to be

$$e^{(e^t-1)x} = \sum_{n=0}^{\infty} \frac{Bel_n(x) t^n}{n!},$$

(see [4, 14, 16]).

The purpose of this paper is to given some identities of Bell polynomials associated with special polynomials arising from \(p\)-adic integral on \(\mathbb{Z}_p\).

2. Some identities of Bell polynomials

From (2), we note that

$$\int_{\mathbb{Z}_p} e^{(e^t-1)(x+y)} d\mu_0(y)$$

$$= \sum_{n=0}^{\infty} \int_{\mathbb{Z}_p} (x+y)^n d\mu_0(y) \frac{(e^t-1)^n}{n!}$$

$$= \sum_{n=0}^{\infty} \frac{n!}{n!} \sum_{k=0}^{n} B_k(x) S_2(n, k) \frac{t^n}{n!},$$

(8)

where \(S_2(n, k)\) is the Stirling number of the second kind. On the other hand,

$$\int_{\mathbb{Z}_p} e^{(e^t-1)(x+y)} d\mu_0(y) = \sum_{n=0}^{\infty} \int_{\mathbb{Z}_p} Bel_n(x+y) d\mu_0(y) \frac{t^n}{n!},$$

(9)

Thus, by (8) and (9), we get

$$\int_{\mathbb{Z}_p} Bel_n(x+y) d\mu_0(y) = \sum_{k=0}^{n} \frac{n!}{n!} \sum_{k=0}^{n} B_k(x) S_2(n, k).$$

(10)

By the same method as (10), we get

$$\int_{\mathbb{Z}_p} Bel_n(x+y) d\mu_{-1}(y) = \sum_{k=0}^{n} \frac{n!}{n!} \sum_{k=0}^{n} E_k(x) S_2(n, k).$$

(11)
Note that

$$\int_{Z_p} \cdots \int_{Z_p} (1 + t)^{(x_1 + \cdots + x_r + x)} \, d\mu_0(x_1) \cdots d\mu_0(x_r) = \left(\frac{\log(1 + t)}{t}\right)^r (1 + t)^x$$

(12)

By replacing $t$ by $e^{e^t - 1} - 1$, we get

$$\int_{Z_p} \cdots \int_{Z_p} e^{(e^t - 1)(x_1 + \cdots + x_r + x)} \, d\mu_0(x_1) \cdots d\mu_0(x_r)$$

$$= \left(\frac{e^t - 1}{e^{e^t - 1} - 1}\right)^r e^{(e^t - 1)x} = \left(\sum_{l=0}^{\infty} B_l^{(r)} \left(\frac{e^t - 1}{l!}\right) \right) \left(\sum_{m=0}^{\infty} B_{lm}(x) \frac{t^m}{m!}\right)$$

(13)

On the other hand,

$$\int_{Z_p} \cdots \int_{Z_p} e^{(e^t - 1)(x_1 + \cdots + x_r + x)} \, d\mu_0(x_1) \cdots d\mu_0(x_r)$$

$$= \sum_{n=0}^{\infty} \int_{Z_p} \cdots \int_{Z_p} B_{lm}(x_1 + \cdots + x_r + x) \, d\mu_0(x_1) \cdots d\mu_0(x_r) \frac{t^n}{n!}.$$ 

(14)

Therefore, we obtain the following theorem.

**Theorem 1.** For $n \geq 0$, we have

$$\int_{Z_p} \cdots \int_{Z_p} B_{lm}(x_1 + \cdots + x_r + x) \, d\mu_0(x_1) \cdots d\mu_0(x_r)$$

$$= \sum_{m=0}^{n} \binom{n}{m} B_{lm}(x) \sum_{l=0}^{n-m} B_l^{(r)} S_2(n - m, l).$$
From (12), we note that
\[
\int_{\mathbb{Z}_p} \cdots \int_{\mathbb{Z}_p} e^{(e^l-1)(x_1+\cdots+x_r+x)} d\mu_0(x_1) \cdots d\mu_0(x_r)
= \sum_{n=0}^{\infty} D_n^{(r)}(x) \frac{1}{n!} \left( e^{(e^l-1)} - 1 \right)^n
= \sum_{k=0}^{\infty} D_k^{(r)}(x) \sum_{m=0}^{\infty} S_2(m, k) \frac{(e^l-1)^m}{m!}
\]
\[
= \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} D_k^{(r)}(x) S_2(m, k) \frac{1}{m!} (e^l-1)^m
= \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} D_k^{(r)}(x) S_2(m, k) \sum_{n=m}^{\infty} S_2(n, m) \frac{t^n}{n!}
= \sum_{n=0}^{\infty} \left\{ \sum_{m=0}^{\infty} \sum_{k=0}^{m} D_k^{(r)}(x) S_2(m, k) S_2(n, m) \right\} \frac{t^n}{n!}.
\]

Therefore, by Theorem 1 and (15), we obtain the following theorem.

**Theorem 2.** For \( n \geq 0 \), we have
\[
\sum_{m=0}^{n} \binom{n}{m} \sum_{l=0}^{n-m} B_l^{(r)} S_2(n-m, l)
= \sum_{m=0}^{n} \sum_{k=0}^{m} D_k^{(r)}(x) S_2(m, k) S_2(n, m).
\]

From (7), we note that
\[
e^{xt} = \sum_{m=0}^{\infty} Bel_m(x) \frac{1}{m!} (\log(1+t) \right)^m
= \sum_{m=0}^{\infty} Bel_m(x) \sum_{n=m}^{\infty} S_1(n, m) \frac{t^n}{n!}
= \sum_{n=0}^{\infty} \left( \sum_{m=0}^{n} Bel_m(x) S_1(n, m) \right) \frac{t^n}{n!},
\]
where \( S_1(n, m) \) is the Stirling number of the first kind.

Therefore, by (16), we obtain the following theorem.

**Theorem 3.** For \( n \geq 0 \), we have
\[
x^n = \sum_{m=0}^{n} Bel_m(x) S_1(n, m).
\]

It is easy to show that
\[
\int_{\mathbb{Z}_p} e^{xt} d\mu_0(x) = \frac{t}{e^t-1} = \sum_{n=0}^{\infty} B_n \frac{t^n}{n!}.
\]

Thus, by (17), we have
\[
\int_{\mathbb{Z}_p} x^n d\mu_0(x) = B_n, \quad (n \geq 0).
\]
From Theorem 3, we can derive the following equation:

\[ B_n = \int_{Z} x^n d\mu_0(x) = \sum_{m=0}^{n} S_1(n,m) \int_{Z} Bel_m(x) d\mu_0(x), \quad (n \geq 0). \]

Therefore, by (10) and (18), we obtain the following theorem.

**Theorem 4.** For \( n \geq 0 \), we have

\[ B_n = \sum_{m=0}^{n} \sum_{k=0}^{m} S_1(n,m) S_2(m,k) B_k. \]

It is not difficult to show that

\[ \int_{Z} e^{xt} d\mu_{-1}(x) = \frac{2}{e^t + 1} = \sum_{n=0}^{\infty} \frac{E_n}{n!}. \]

Thus, by (19), we get

\[ \int_{Z} x^n d\mu_{-1}(x) = E_n, \quad (n \geq 0). \]

From Theorem 3 and (20), we have

\[ E_n = \int_{Z} x^n d\mu_{-1}(x) = \sum_{m=0}^{n} S_1(n,m) \int_{Z} Bel_m(x) d\mu_{-1}(x). \]

Therefore, by (11) and (21), we obtain the following theorem.

**Theorem 5.** For \( n \geq 0 \), we have

\[ E_n = \sum_{m=0}^{n} \sum_{k=0}^{m} S_1(n,m) S_2(m,k) E_k. \]

Now, we consider the following equation.

\[ e^{(x_1 + \cdots + x_r)t} = \sum_{m=0}^{\infty} Bel_m(x_1 + \cdots + x_r + x) \frac{(\log(1 + t))^m}{m!} \]

\[ = \sum_{m=0}^{\infty} Bel_m(x_1 + \cdots + x_r + x) \sum_{n=m}^{\infty} S_1(n,m) \frac{t^n}{n!} \]

\[ = \sum_{n=0}^{\infty} \left( \sum_{m=0}^{n} Bel_m(x_1 + \cdots + x_r + x) S_1(n,m) \right) \frac{t^n}{n!}. \]

Thus, by (22), we have the following theorem.

**Theorem 6.** For \( n \geq 0 \), we have

\[ (x + x_1 + \cdots + x_r)^n = \sum_{m=0}^{n} Bel_m(x_1 + \cdots + x_r + x) S_1(n,m). \]
By (3), we easily get
\[(28)\]
and
\[(29)\]
From (4), we can easily derive the following equation:
\[
\int_{Z_p} \cdots \int_{Z_p} e^{(x_1 + \cdots + x_r + x)^t} d\mu_{-1}(x_1) \cdots d\mu_{-1}(x_r) = \left(\frac{2}{e^t + 1}\right)^r e^{xt}
\]
\[(23)\]
\[= \sum_{n=0}^{\infty} E^{(r)}_n(x) \frac{t^n}{n!}.
\]
Thus, by (23), we get
\[
\int_{Z_p} \cdots \int_{Z_p} (x_1 + \cdots + x_r + x)^n d\mu_{-1}(x_1) \cdots d\mu_{-1}(x_r) = E^{(r)}_n(x).
\]
By (3), we easily get
\[
\int_{Z_p} \cdots \int_{Z_p} e^{(x_1 + \cdots + x_r + x)^t} d\mu_0(x_1) \cdots d\mu_0(x_r) = \left(\frac{t}{e^t - 1}\right)^r e^{xt}
\]
\[(25)\]
\[= \sum_{n=0}^{\infty} B^{(r)}_n(x) \frac{t^n}{n!}.
\]
From (25), we have
\[
\int_{Z_p} \cdots \int_{Z_p} (x_1 + \cdots + x_r + x)^n d\mu_0(x_1) \cdots d\mu_0(x_r) = B^{(r)}_n(x).
\]
From Theorem 6, (24) and (26), we have
\[
\sum_{m=0}^{n} S(n, m) \int_{Z_p} \cdots \int_{Z_p} Bel_m(x + x_1 + \cdots + x_r) d\mu_0(x_1) \cdots d\mu_0(x_r)
\]
and
\[
E^{(r)}_n(x) = \sum_{m=0}^{n} S(n, m) \int_{Z_p} \cdots \int_{Z_p} Bel_m(x + x_1 + \cdots + x_r) d\mu_{-1}(x_1) \cdots d\mu_{-1}(x_r).
\]
Now, we observe that
\[
\sum_{n=0}^{\infty} \int_{Z_p} \cdots \int_{Z_p} Bel_n(x + x_1 + \cdots + x_r) d\mu_0(x_1) \cdots d\mu_0(x_r) \frac{t^n}{n!}
\]
\[= \int_{Z_p} \cdots \int_{Z_p} e^{(e^t - 1)(x_1 + \cdots + x_r + x)^t} d\mu_0(x_1) \cdots d\mu_0(x_r)
\]
\[(29)\]
\[= \sum_{m=0}^{\infty} B^{(r)}_m(x) \frac{1}{m!} (e^t - 1)^m
\]
\[= \sum_{n=0}^{\infty} \sum_{m=0}^{n} B^{(r)}_m(x) S_2(n, m) \frac{t^n}{n!}.
\]
Thus, by (29), we get
\[
\int_{Z_p} \cdots \int_{Z_p} Bel_n(x_1 + \cdots + x_r + x) d\mu_0(x_1) \cdots d\mu_0(x_r) = \sum_{m=0}^{n} B^{(r)}_m(x) S_2(n, m).
\]
Therefore, by (27) and (30), we obtain the following theorem.
Theorem 7. For \( n \geq 0 \), we have

\[
B_n^{(r)}(x) = \sum_{m=0}^{n} \sum_{k=0}^{m} S_1(n, m)S_2(m, k)B_k^{(r)}(x).
\]

By the same method of (29), we get

\[
\sum_{n=0}^{\infty} \int_{\mathbb{Z}_p} \cdots \int_{\mathbb{Z}_p} Bel_n(x + x_1 + \cdots + x_r)\mu_{-1}(x_1) \cdots \mu_{-1}(x_r) \frac{t^n}{n!} dx_1 \cdots dx_r
\]

(31)

\[
= \int_{\mathbb{Z}_p} \cdots \int_{\mathbb{Z}_p} e^{(e^t-1)(x_1+\cdots+x_r+x)}\mu_{-1}(x_1) \cdots \mu_{-1}(x_r)
\]

\[
= \sum_{n=0}^{\infty} \left( \sum_{m=0}^{n} E_m^{(r)}(x)S_2(n, m) \right) \frac{t^n}{n!}.
\]

From (31), we have

\[
\int_{\mathbb{Z}_p} \cdots \int_{\mathbb{Z}_p} Bel_n(x_1+\cdots+x_r+x)\mu_{-1}(x_1) \cdots \mu_{-1}(x_r) = \sum_{m=0}^{n} E_m^{(r)}(x)S_2(n, m).
\]

Therefore, by Theorem 6 and (32), we obtain the following theorem.

Theorem 8. For \( n \geq 0 \), we have

\[
E_n^{(r)}(x) = \sum_{m=0}^{n} \sum_{k=0}^{m} S_1(n, m)S_2(m, k)E_k^{(r)}(x).
\]

From (4), we have

\[
\int_{\mathbb{Z}_p} \cdots \int_{\mathbb{Z}_p} (1+t)^{(x_1+\cdots+x_r+x)}\mu_{-1}(x_1) \cdots \mu_{-1}(x_r)
\]

(33)

\[
= \left( \frac{2}{1+t} \right)^r (1+t)^x = \sum_{n=0}^{\infty} Ch_n^{(r)}(x) \frac{t^n}{n!}.
\]

By replacing \( t \) by \( e^{(e^t-1)} - 1 \), we get

\[
\int_{\mathbb{Z}_p} \cdots \int_{\mathbb{Z}_p} e^{(e^t-1)(x_1+\cdots+x_r+x)}\mu_{-1}(x_1) \cdots \mu_{-1}(x_r)
\]

(34)

\[
= \sum_{m=0}^{\infty} E_m^{(r)}(x) \frac{1}{m!}(e^t-1)^m
\]

\[
= \sum_{m=0}^{\infty} E_m^{(r)}(x) \sum_{n=m}^{\infty} S_2(n, m) \frac{t^n}{n!}
\]

\[
= \sum_{n=0}^{\infty} \left( \sum_{m=0}^{n} E_m^{(r)}(x)S_2(n, m) \right) \frac{t^n}{n!}.
\]
and

\[ 2^re^{-(e^t-1)}e^{(e^t-1)x} = 2^r \left( \sum_{l=0}^{\infty} \frac{Bel_l(-r)^t}{l!} \right) \left( \sum_{m=0}^{\infty} \frac{Bel_m(x)^t}{m!} \right) \]

\[ = 2^r \sum_{n=0}^{\infty} \left( \sum_{m=0}^{n} \frac{Bel_m(x)Bel_{n-m}(-r)}{m!(n-m)!} \right) \frac{t^n}{n!} \]

\[ = \sum_{n=0}^{\infty} \left( \sum_{m=0}^{2^r} \frac{n}{m} \right) \frac{Bel_m(x)Bel_{n-m}(-r)}{n!} \frac{t^n}{n!}. \]

Therefore, by (33), (34) and (35), we obtain the following theorem.

**Theorem 9.** For \( n \geq 0 \), we have

\[ \sum_{m=0}^{n} E_m^{(r)}(x)S_2(n, m) = 2^r \sum_{m=0}^{n} \left( \frac{n}{m} \right) Bel_m(x)Bel_{n-m}(-r). \]

Now, we observe that

\[ \sum_{m=0}^{\infty} Ch_m^{(r)}(x) \frac{1}{m!}(e^{(e^t-1)} - 1)^m = \sum_{m=0}^{\infty} Ch_m^{(r)}(x) \sum_{k=m}^{\infty} S_2(k, m) \frac{(e^t-1)^k}{k!} \]

\[ = \sum_{k=0}^{\infty} \sum_{m=0}^{k} Ch_m^{(r)}(x)S_2(k, m) \frac{1}{k!}(e^t-1)^k \]

\[ = \sum_{k=0}^{\infty} \sum_{m=0}^{k} Ch_m^{(r)}(x)S_2(k, m) \sum_{n=k}^{\infty} S_2(n, k) \frac{t^n}{n!} \]

\[ = \sum_{n=0}^{\infty} \left( \sum_{k=0}^{n} \sum_{m=0}^{k} Ch_m^{(r)}(x)S_2(k, m)S_2(n, k) \right) \frac{t^n}{n!}. \]

Therefore, by (33), (34) and (36), we obtain the following theorem.

**Theorem 10.** For \( n \geq 0 \), we have

\[ \sum_{m=0}^{n} E_m^{(r)}(x)S_2(n, m) = \sum_{k=0}^{n} \sum_{m=0}^{k} Ch_m^{(r)}(x)S_2(k, m), S_2(n, k). \]
From (4), we have
\[
\begin{align*}
\int_{\mathbb{R}_p} \cdots \int_{\mathbb{R}_p} e^{(e^t - 1)(x_1 + \cdots + x_r + x)} d\mu_{-1}(x_1) \cdots d\mu_{-1}(x_r) \\
= \left( \frac{2}{e^{e^t - 1} + 1} \right)^r e^{(e^t - 1)x} \\
= \left( \sum_{m=0}^{\infty} E_m^{(r)}(e^t - 1)^m \right) \left( \sum_{l=0}^{\infty} Bel_l(x) \frac{t^l}{l!} \right) \\
= \left( \sum_{m=0}^{\infty} E_m^{(r)} \sum_{k=m}^{\infty} S_2(k, m) \frac{k^l}{k!} \right) \left( \sum_{l=0}^{\infty} Bel_l(x) \frac{t^l}{l!} \right) \\
= \sum_{n=0}^{\infty} \left\{ \sum_{k=0}^{n} \sum_{m=0}^{k} E_m^{(r)}(x)S_2(k, m)Bel_{n-k}(x) \frac{n!}{k!(n-k)!} \right\} \frac{t^n}{n!} \\
= \sum_{n=0}^{\infty} \left\{ \sum_{k=0}^{n} \left( \frac{n}{k} \right) \sum_{m=0}^{k} E_m^{(r)}(x)S_2(k, m)Bel_{n-k}(x) \right\} \frac{t^n}{n!}
\end{align*}
\]
(37)

Therefore, by (34) and (37), we obtain the following theorem.

**Theorem 11.** For \( n \geq 0 \), we have
\[
\sum_{k=0}^{n} E_k^{(r)}(x)S_2(n, k) = \sum_{k=0}^{n} \left( \frac{n}{k} \right) \sum_{m=0}^{k} E_m^{(r)}(x)S_2(k, m)Bel_{n-k}(x).
\]
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ON A PRODUCT-TYPE OPERATOR FROM WEIGHTED BERGMAN-NEVANLINNA SPACES TO WEIGHTED ZYGMUND SPACES ON THE UNIT DISK

ZHJIE JIANG, HONG BIN BAI, AND ZUO AN LI

Abstract. Let \( \mathbb{D} = \{ z \in \mathbb{C} : |z| < 1 \} \) be the open unit disk, \( \varphi \) an analytic self-mapping of \( \mathbb{D} \) and \( \psi \) an analytic function in \( \mathbb{D} \). Let \( \mathcal{D} \) be the differentiation operator and \( W_{\varphi,\psi} \) the weighted composition operator. The boundedness and compactness of the product-type operator \( W_{\varphi,\psi} \mathcal{D} \) from weighted Bergman-Nevanlinna spaces to weighted Zygmund spaces on \( \mathbb{D} \) are characterized.

1. Introduction

Let \( \mathbb{C} \) be the complex plane, \( \mathbb{D} = \{ z \in \mathbb{C} : |z| < 1 \} \) the open unit disk in \( \mathbb{C} \), \( H(\mathbb{D}) \) the class of all holomorphic functions on \( \mathbb{D} \), \( \varphi \) a holomorphic self-mapping of \( \mathbb{D} \) and \( \psi \in H(\mathbb{D}) \). Weighted composition operator \( W_{\varphi,\psi} \) on \( H(\mathbb{D}) \) is defined by

\[
W_{\varphi,\psi}f(z) = \psi(z) \cdot f(\varphi(z)), \quad z \in \mathbb{D}.
\]

If \( \psi \equiv 1 \) the operator is reduced to, so called, composition operator and usually denote by \( C_{\varphi} \). If \( \varphi(z) = z \), it is reduced to, so called, multiplication operator and usually denote by \( M_{\psi} \). Standard problem is to provide function theoretic characterizations when \( \varphi \) and \( \psi \) induce a bounded or compact weighted composition operator. Weighted composition operators between various spaces of holomorphic functions on different domains have been studied by numerous authors, see, e.g., [1, 2, 8, 9, 11, 13–17, 19, 21, 23, 28, 34, 35, 45, 49, 50, 53] and the references therein.

Let \( \mathcal{D} \) be the differentiation operator on \( H(\mathbb{D}) \), that is,

\[
\mathcal{D}f(z) = f'(z), \quad z \in \mathbb{D}.
\]

The product-type operator \( C_{\varphi}\mathcal{D} \) has been studied, for example, in [4, 18, 20, 25, 26, 29, 41, 44, 46]. In [31] Sharma has studied the following operators from Bergman-Nevanlinna spaces to Bloch-type spaces:

\[
M_{\psi}C_{\varphi}\mathcal{D}f(z) = \psi(z)f'(\varphi(z)),
\]
\[
M_{\psi}\mathcal{D}C_{\varphi}f(z) = \psi(z)f'(\varphi(z)),
\]
\[
C_{\varphi}M_{\psi}\mathcal{D}f(z) = \psi(\varphi(z))f'(\varphi(z)),
\]
and

\[
C_{\varphi}\mathcal{D}M_{\psi}f(z) = \psi'(\varphi(z))f(\varphi(z)) + \psi(\varphi(z))f'(\varphi(z)).
\]
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for $z \in \mathbb{D}$ and $f \in H(\mathbb{D})$. These operators on weighted Bergman spaces, were also studied in [51] and [52] by Stević, Sharma and Bhat. If we consider the product-type operator $W_{\varphi,\psi}^D$, then it is clear that

\[ M_{\varphi}C_{\psi}^D = W_{\varphi,\psi}^D, \quad M_{\psi}D_{\varphi} = W_{\varphi,\psi}^D. \]

Quite recently, the present author has considered operator $W_{\varphi,\psi}^D$ from weighted Bergman spaces to weighted Zygmund spaces in [10]. This paper is devoted to characterizing the boundedness and compactness of operator $W_{\varphi,\psi}^D$ from weighted Bergman-Nevanlinna spaces to weighted Zygmund spaces. It can be regarded as a continuation of the investigation of operators from weighted Bergman-Nevanlinna spaces to other spaces (see, e.g., [12] and [30]).

Next we introduce the needed spaces and some facts. Let $dA(z) = \frac{1}{\pi} dxdy$ be the normalized Lebesgue measure on $\mathbb{D}$. For $\alpha > -1$, let $dA_\alpha(z) = (\alpha + 1)(1 - |z|^2)^\alpha dA(z)$ be the weighted Lebesgue measure on $\mathbb{D}$. The weighted Bergman-Nevanlinna space $A^\alpha_0$ on $\mathbb{D}$ consists of all $f \in H(\mathbb{D})$ such that

\[ \|f\|_{A^\alpha_0} = \int_{\mathbb{D}} \log(1 + |f(z)|) dA_\alpha(z) < \infty. \]

It is a Fréchet space with the translation invariant metric

\[ d(f, g) = \|f - g\|_{A^\alpha_0}. \]

For some details of this space, see, e.g., [6], [7], [47] and [54].

For $\beta > 0$, the weighted-type $A_\beta$ consists of all $f \in H(\mathbb{D})$ such that

\[ \sup_{z \in \mathbb{D}} (1 - |z|^2)^\beta |f(z)| < \infty. \]

This space is a non-separable Banach space with the norm defined by

\[ \|f\|_{A_\beta} = \sup_{z \in \mathbb{D}} (1 - |z|^2)^\beta |f(z)|. \]

The closure of the set of polynomials in $A_\beta$ is denoted by $A_{\beta,0}$, which is a separable Banach space and consists exactly of those functions $f$ in $A_\beta$ satisfying the next condition

\[ \lim_{|z| \to 1} (1 - |z|^2)^\beta |f(z)| = 0. \]

For $\beta > 0$, the weighted Bloch space is defined by

\[ B_\beta = \{ f \in H(\mathbb{D}) : \sup_{z \in \mathbb{D}} (1 - |z|^2)^\beta |f'(z)| < \infty \}. \]

Under the norm

\[ \|f\|_{B_\beta} = |f(0)| + \sup_{z \in \mathbb{D}} (1 - |z|^2)^\beta |f'(z)|, \]

it is a Banach space. For more detail on the space, see, e.g. [55]. The closure of the set of polynomials in $B_\beta$ is called the little weighted Bloch space and is denoted by $B_{\beta,0}$. For a good source for such spaces, we refer to [55].

For $\beta > 0$, the weighted Zygmund space $Z_\beta$ consists of all $f \in H(\mathbb{D})$ such that

\[ \sup_{z \in \mathbb{D}} (1 - |z|^2)^\beta |f''(z)| < \infty. \]

It is a Banach space with the norm

\[ \|f\|_{Z_\beta} = |f(0)| + |f'(0)| + \sup_{z \in \mathbb{D}} (1 - |z|^2)^\beta |f''(z)|. \]
The little weighted Zygmund space $Z_{\beta,0}$ consists those functions $f$ in $Z_\beta$ satisfying

$$\lim_{|z| \to 1} (1 - |z|^2)^\beta |f''(z)| = 0,$$

and it is a closed subspace of the weighted Zygmund space.

For weighted-type spaces, weighted Bloch spaces and weighted Zygmund spaces on the unit disk, the upper half plane, the unit ball, the unit polydisk and some operators, see, e.g. [5,11,16,22–24,27,28,32,33,36–40,42,43,48] and the references therein.

Since the weighted Bergman-Nevanlinna space is a Fréchet space and not a Banach space, it is necessary to introduce several definitions needed in this paper. Let $X$ and $Y$ be topological vector spaces whose topologies are given by translation invariant metrics $d_X$ and $d_Y$, respectively, and let $L : X \to Y$ be a linear operator. It is said that $L$ is metrically bounded if there exists a positive constant $K$ such that $d_Y(Lf, 0) \leq Kd_X(f, 0)$ for all $f \in X$. When $X$ and $Y$ are Banach spaces, the metrical boundedness coincides with the usual definition of bounded operators between Banach spaces. Recall that $L : X \to Y$ is metrically compact if it maps bounded sets into relatively compact sets. When $X$ and $Y$ are Banach spaces, the metrical compactness coincides with the usual definition of compact operators between Banach spaces. When $X = A^\alpha_{\log}$ and $Y$ is a Banach space, we define

$$\|L\|_{A^\alpha_{\log} \to Y} = \sup_{\|f\|_{A^\alpha_{\log}} \leq 1} \|Lf\|_Y,$$

and we often write $\|L\|_{A^\alpha_{\log} \to Y}$ by $\|L\|$.

Throughout this paper, an operator is bounded (respectively, compact), if it is metrically bounded (respectively, metrically compact). Constants are denoted by $C$, they are positive and may differ from one occurrence to the next. The notation $a \asymp b$ means that there exists a positive constant $C$ such that $a/C \leq b \leq Ca$.

2. The operator $W_{\varphi,\psi} : A^\alpha_{\log} \to Z_{\beta} (Z_{\beta,0})$

Our first lemma characterizes the compactness in terms of sequential convergence. Since the proof is standard, it is omitted (see, e.g., Proposition 3.11 in [3]).

**Lemma 2.1.** Let $\alpha > -1$, $\beta > 0$ and $Y \in \{Z_\beta, Z_{\beta,0}\}$. Then the bounded operator $W_{\varphi,\psi} : A^\alpha_{\log} \to Y$ is compact if and only if for every bounded sequence $(f_n)_{n \in \mathbb{N}}$ in $A^\alpha_{\log}$ such that $f_n \to 0$ uniformly on every compact subset of $\mathbb{D}$ as $n \to \infty$, it follows that

$$\lim_{n \to \infty} \|W_{\varphi,\psi}f_n\|_Y = 0.$$

The next result can be found, for example, in [54].

**Lemma 2.2.** Let $\alpha > -1$ and $n \in \mathbb{N}_0 = \mathbb{N} \cup \{0\}$. Then for all $f \in A^\alpha_{\log}$ and $z \in \mathbb{D}$, there exists a positive constant $C$ independent of $f$ such that

$$(1 - |z|^2)\alpha |f^{(n)}(z)| \leq \exp \frac{C\|f\|_{A^\alpha_{\log}}}{(1 - |z|^2)^{\alpha+2}}.$$

Now we consider the boundedness of operator $W_{\varphi,\psi} : A^\alpha_{\log} \to Z_{\beta}$. 
Theorem 2.3. Let $\alpha > -1$, $\beta > 0$, $\varphi$ be an analytic self-map of $D$ and $\psi \in H(D)$. Then for all $c > 0$, the following statements are equivalent:

(i) The operator $W_{\varphi, \psi} D : A_0^\alpha \to Z_\beta$ is bounded.

(ii) The operator $W_{\varphi, \psi} D : A_0^\alpha \to Z_\beta$ is compact.

(iii) $\psi \in Z_\beta$, 

$$M_0 = \sup_{z \in D} (1 - |z|^2)^\beta |\varphi(z)||\varphi'(z)|^2 < \infty,$$

$$M_1 = \sup_{z \in D} (1 - |z|^2)^\beta |\psi(z)|\varphi''(z) + 2\psi'(z)\varphi'(z)| < \infty,$$

$$\lim_{\varphi(z) \to \partial D} \frac{(1 - |z|^2)^\beta}{(1 - |\varphi(z)|^2)^\beta} |\psi(z)||\varphi''(z)| \exp \frac{c}{(1 - |\varphi(z)|^2)^{\alpha+2}} = 0,$$

$$\lim_{\varphi(z) \to \partial D} \frac{(1 - |z|^2)^\beta}{(1 - |\varphi(z)|^2)^\beta} |\psi(z)||\varphi'(z)|^2 \exp \frac{c}{(1 - |\varphi(z)|^2)^{\alpha+2}} = 0,$$

and

$$\lim_{\varphi(z) \to \partial D} \frac{(1 - |z|^2)^\beta}{(1 - |\varphi(z)|^2)^\beta} |\psi(z)||\varphi'(z)|^2 \exp \frac{c}{(1 - |\varphi(z)|^2)^{\alpha+2}} = 0.$$

Proof. Suppose that (i) holds. Take the functions $f(z) = z$ and $f(z) = z^2$, respectively. Since the operator $W_{\varphi, \psi} D : A_0^\alpha \to Z_\beta$ is bounded, we have

$$\sup_{z \in D} (1 - |z|^2)^\beta |\psi''(z)| \leq \|W_{\varphi, \psi} D\|_{Z_\beta} \leq C\|W_{\varphi, \psi} D\|$$  \hspace{1cm} (1)

and

$$\sup_{z \in D} (1 - |z|^2)^\beta |\psi'(z)\varphi''(z) + 2\psi'(z)\varphi'(z) + \psi(z)\varphi''(z)| \leq C\|W_{\varphi, \psi} D\|.$$  \hspace{1cm} (2)

Inequality (1) shows that $\psi \in Z_\beta$. Also by (1) and the boundedness of $\varphi$,

$$\sup_{z \in D} (1 - |z|^2)^\beta |\varphi''(z)| |\varphi(z)| < \infty.$$  \hspace{1cm} (3)

Then by (2), (3) and the boundedness of $\varphi$,

$$M_1 = \sup_{z \in D} (1 - |z|^2)^\beta |\psi(z)|\varphi''(z) + 2\psi'(z)\varphi'(z)| < \infty.$$  \hspace{1cm} (4)

Let the function $f(z) = z^3$. Then

$$\sup_{z \in D} (1 - |z|^2)^\beta |\psi''(z)\varphi(z)z^2 + 2\psi'(z)\varphi'(z)z^2 + 4\psi'(z)\varphi'(z)\varphi(z) + 2\psi(z)\varphi''(z)\varphi(z)| \leq C\|W_{\varphi, \psi} D\|.$$  \hspace{1cm} (5)

By (1), (4) and (5),

$$M_0 = \sup_{z \in D} (1 - |z|^2)^\beta |\psi(z)||\varphi'(z)|^2 \leq C\|W_{\varphi, \psi} D\| < \infty.$$  \hspace{1cm} (6)

For $w \in D$, we choose the function

$$f_1(z) = c_1 \frac{(1 - |\varphi(w)|^2)^{\alpha+2}}{(1 - \varphi(w)z)^{2(\alpha+2)}} + c_2 \frac{(1 - |\varphi(w)|^2)^{\alpha+4}}{(1 - \varphi(w)z)^{2(\alpha+2)+2}} + c_3 \frac{(1 - |\varphi(w)|^2)^{\alpha+6}}{(1 - \varphi(w)z)^{2(\alpha+2)+4}}.$$
where
\[ c_2 = - \frac{48\alpha^3 + 460\alpha^2 + 1398\alpha + 1340}{24\alpha^3 + 214\alpha^2 + 655\alpha + 682}, \]
and
\[ c_3 = \frac{16\alpha^2 + 104\alpha + 164}{6\alpha^2 + 37\alpha + 62}, \]

and
\[ c_1 = 1 - c_2 - c_3. \]

We also choose the function
\[ g_1(z) = \frac{2\alpha + 7 (1 - |\varphi(w)|^2)^{\alpha + 2}}{4\alpha + 8 (1 - \varphi(w)z)^{2(\alpha + 2)}} + \frac{6\alpha + 21 (1 - |\varphi(w)|^2)^{\alpha + 4}}{4\alpha + 12 (1 - \varphi(w)z)^{2(\alpha + 2)^2}} + \frac{(1 - |\varphi(w)|^2)^{\alpha + 5}}{(1 - \varphi(w)z)^{2(\alpha + 2)^3}}. \]

For the functions \( f_1 \) and \( g_1 \), we have
\[ f_1(\varphi(w)) = f_1'(\varphi(w)) = f_1''(\varphi(w)) = 0 \] (7)
and
\[ g_1'(\varphi(w)) = g_1''(\varphi(w)) = 0. \] (8)

Consequently, (7) and (8) make the function \( f(z) = f_1(z) \exp c_1(z) \) to satisfy
\[ f''(\varphi(w)) = f''(\varphi(w)) = 0 \] and
\[ f'(\varphi(w)) = C \frac{\varphi(w)}{(1 - |\varphi(w)|^2)^{\alpha + 3}} \exp c \frac{1}{(1 - |\varphi(w)|^2)^{\alpha + 2}}, \]
where
\[ C = 2c_2 + 3c_3 - 4. \]

By the boundedness of the operator \( W_{\varphi,\psi}D : A_{\log}^{\alpha} \to Z_{\beta} \), we find
\[ \left| \frac{|\varphi(w)|(1 - |w|^2)^{\beta}}{(1 - |\varphi(w)|^2)^{\alpha + 3}} \left| \psi''(w) \right| \exp c \frac{1}{(1 - |\varphi(w)|^2)^{\alpha + 2}} \leq C. \]

Thus
\[ \lim_{\varphi(w)\to\mathbb{D}} \frac{(1 - |w|^2)^{\beta}}{(1 - |\varphi(w)|^2)^{2}} \left| \psi''(w) \right| \exp c \frac{1}{(1 - |\varphi(w)|^2)^{\alpha + 2}} = 0. \]

For \( w \in \mathbb{D} \), we choose the functions
\[ f_2(z) = \frac{3\alpha + 8 (1 - |\varphi(w)|^2)^{\alpha + 2}}{3\alpha + 10 (1 - \varphi(w)z)^{2(\alpha + 2)}} - \frac{6\alpha + 22 (1 - |\varphi(w)|^2)^{\alpha + 4}}{3\alpha + 10 (1 - \varphi(w)z)^{2(\alpha + 2)^2}} - \frac{(1 - |\varphi(w)|^2)^{\alpha + 6}}{(1 - \varphi(w)z)^{2(\alpha + 2)^3}}, \]
and
\[ g_2(z) = \frac{\alpha + 3 (1 - |\varphi(w)|^2)^{\alpha + 2}}{\alpha + 2 (1 - \varphi(w)z)^{2(\alpha + 2)}} - \frac{(1 - |\varphi(w)|^2)^{\alpha + 4}}{(1 - \varphi(w)z)^{2(\alpha + 2)^2}}. \]

Then
\[ f_2(\varphi(w)) = f_2'(\varphi(w)) = f_2''(\varphi(w)) = 0 \] (9)
and $g''_2(\varphi(w)) = 0$. From this and (9), for the function $g(z) = f_2(z) \exp c g_2(z)$ we have
\[ g'(\varphi(w)) = g'''(\varphi(w)) = 0 \]
and
\[ g''(\varphi(w)) = C \frac{\varphi(w)^2}{(1 - |\varphi(w)|^2)^{\alpha+2}} \exp \frac{c}{(1 - |\varphi(w)|^2)^{\alpha+2}}, \]
where
\[ C = -\frac{24\alpha + 120\alpha + 141}{3\alpha + 10}. \]
By the boundedness of $W_{\varphi,\psi} \mathcal{D} : \mathcal{A}_{\log}^\alpha \rightarrow \mathcal{Z}_\beta$, we obtain
\[ |W_{\varphi,\psi} \mathcal{D}g| z_\beta \leq C |W_{\varphi,\psi} \mathcal{D}||, \]
and from which we obtain
\[ \lim_{\varphi(w) \to z_\beta} \frac{(1 - |w|^2)^{\beta}}{(1 - |\varphi(w)|^2)^{\alpha+2}} |\psi(w)\varphi''(w) + 2\psi'(w)\varphi'(w)| \exp \frac{c}{(1 - |\varphi(w)|^2)^{\alpha+2}} = 0. \]
For $w \in \mathcal{D}$, we choose the functions
\[ f_3(z) = \frac{1}{3} \frac{(1 - |\varphi(w)|^2)^{\alpha+2} - 2}{(1 - |\varphi(w)|^2)^{2(\alpha+2)}} - 2 \frac{(1 - |\varphi(w)|^2)^{2(\alpha+2)}}{(1 - |\varphi(w)|^2)^{2(\alpha+2)+2}} + 8 \frac{2}{3} \frac{(1 - |\varphi(w)|^2)^{2(\alpha+2)+3} - (1 - |\varphi(w)|^2)^{2(\alpha+2)+4}}{(1 - |\varphi(w)|^2)^{2(\alpha+2)+3}}, \]
and
\[ g_3(z) = \frac{(1 - |\varphi(w)|^2)^{\alpha+2}}{(1 - |\varphi(w)|^2)^{2(\alpha+2)}}. \]
From a calculation, we obtain
\[ f_3(\varphi(w)) = f'_3(\varphi(w)) = f''_3(\varphi(w)) = 0. \] (10)
Define the function $h(z) = f_3(z) \exp c g_3(z)$. Then by (10),
\[ h'(\varphi(w)) = h'''(\varphi(w)) = 0, \]
and by a direct calculation,
\[ h'''(\varphi(w)) = C \frac{\varphi(w)^3}{(1 - |\varphi(w)|^2)^{\alpha+5}} \exp \frac{c}{(1 - |\varphi(w)|^2)^{\alpha+2}}, \]
where $C = -30(\alpha + 2)^2 - 8$. Since $W_{\varphi,\psi} \mathcal{D} : \mathcal{A}_{\log}^\alpha \rightarrow \mathcal{Z}_\beta$ is bounded, we have
\[ |W_{\varphi,\psi} \mathcal{D}h| z_\beta \leq C |W_{\varphi,\psi} \mathcal{D}||, \]
and so
\[ (1 - |z|^2)^{\beta} |(W_{\varphi,\psi} \mathcal{D}h)'''(z)| \leq C |W_{\varphi,\psi} \mathcal{D}||, \] (11)
for all $z \in \mathcal{D}$. Letting $z = w$ in (11) yields to
\[ \frac{(1 - |w|^2)^{\beta}}{(1 - |\varphi(w)|^2)^{\alpha+5}} |\psi(w)|^3 |\varphi'(w)|^3 \exp \frac{c}{(1 - |\varphi(w)|^2)^{\alpha+2}} \leq C |W_{\varphi,\psi} \mathcal{D}||. \]
Thus
\[
\frac{(1 - |w|^2)^\beta}{(1 - |\varphi(w)|^2)^3} |\psi(w)||\varphi'(w)|^2 \exp \frac{c}{(1 - |\varphi(w)|^2)^{\alpha+2}} \leq \frac{C(1 - |\varphi(w)|^2)^{\alpha+2}}{|\varphi(w)|^3}. \tag{12}
\]

Taking limit as \( \varphi(w) \to \partial D \) in (12) gives
\[
\lim_{\varphi(w) \to \partial D} \frac{(1 - |w|^2)^\beta}{(1 - |\varphi(w)|^2)^3} |\psi(w)||\varphi'(w)|^2 \exp \frac{c}{(1 - |\varphi(w)|^2)^{\alpha+2}} = 0.
\]

The proof of the implication is finished.

\( (iii) \Rightarrow (ii) \). Let \((f_n)_{n \in \mathbb{N}}\) be a sequence in \( A_{\log}^\alpha \) with \( \sup_{n \in \mathbb{N}} \|f_n\|_{A_{\log}^\alpha} \leq M \) and \( f_n \to 0 \) uniformly on every compact subset of \( D \) as \( n \to \infty \). We have that for the constant \( C \) in Lemma 2.2, for any \( \varepsilon > 0 \) there exists a constant \( \delta \in (0, 1) \) such that whenever \( \delta < |\varphi(z)| < 1 \), it follows that
\[
\frac{(1 - |w|^2)^\beta}{(1 - |\varphi(w)|^2)^3} |\psi''(z)| \exp \frac{C}{(1 - |\varphi(z)|^2)^{\alpha+2}} < \varepsilon,
\]
and
\[
\frac{(1 - |w|^2)^\beta}{(1 - |\varphi(z)|^2)^3} |\psi'(z)| |\varphi'(z)| \exp \frac{C}{(1 - |\varphi(z)|^2)^{\alpha+2}} < \varepsilon.
\]

Then by Lemma 2.2, for a fixed \( \delta \in (0, 1) \) we have
\[
\|W_{\varphi, \psi} Df_n\|_{\mathcal{L}_\alpha} = \| (\psi \cdot f'_n \circ \varphi)(0) \| + \| (\psi \cdot f''_n \circ \varphi)(0) \| + \sup_{z \in \partial D} \| (\psi \cdot f''_n \circ \varphi)(z) \| 
\]
\[
\leq \left( \| \psi(0) \| \| f'_n(\varphi(0)) \| + \| \psi'(0) \| \| f''_n(\varphi(0)) \| \right) + \sup_{z \in \partial D} \| (\psi(z)f'_n(\varphi(z)) + 2\psi'(z)f''_n(\varphi(z))) \| 
\]
\[
\leq \left( \| \psi(0) \| + \| \psi'(0) \| \right) \| f'_n(\varphi(0)) \| + \| \varphi(0) \| \| \psi(0) \| \| f''_n(\varphi(0)) \| + \sup_{z \in \partial D} \| (\psi(z)f'_n(\varphi(z)) + 2\psi'(z)f''_n(\varphi(z))) \| 
\]
\[
\leq \left( \| \psi(0) \| + \| \psi'(0) \| \right) \| f'_n(\varphi(0)) \| + \| \varphi(0) \| \| \psi(0) \| \| f''_n(\varphi(0)) \| 
\]
\[
+ \sup_{|\varphi(z)| \leq \delta} \| (1 - |z|^2)^\beta |\psi''(z)| \| f'_n(\varphi(z)) \| + \sup_{|\varphi(z)| < 1} (1 - |z|^2)^\beta |\psi''(z)| \| f''_n(\varphi(z)) \|
\]
\[
+ \sup_{|\varphi(z)| \leq \delta} (1 - |z|^2)^\beta |\psi(z)f'_n(\varphi(z)) + 2\psi'(z)f''_n(\varphi(z))) \| 
\]
\[
+ \sup_{|\varphi(z)| < 1} (1 - |z|^2)^\beta |\psi(z)f''_n(\varphi(z)) \| 
\]
\[
+ \sup_{|\varphi(z)| \leq \delta} (1 - |z|^2)^\beta |\psi(z)f''_n(\varphi(z)) \| 
\]
\[
\leq \left( \| \psi(0) \| + \| \psi'(0) \| \right) \| f'_n(\varphi(0)) \| + \| \varphi(0) \| \| \psi(0) \| \| f''_n(\varphi(0)) \| + \| \psi \|_{\mathcal{L}_\alpha} \sup_{|\varphi(z)| \leq \delta} \| f''_n(\varphi(z)) \|
\]
\[
+ \| \varphi(0) \| \| \psi(0) \| \| f''_n(\varphi(0)) \| + \| \psi \|_{\mathcal{L}_\alpha} \sup_{|\varphi(z)| < 1} \| f''_n(\varphi(z)) \|
\]
\[
+ \| \psi \|_{\mathcal{L}_\alpha} \sup_{|\varphi(z)| \leq \delta} \| f''_n(\varphi(z)) \|
\]
\[
\leq \left( \| \psi(0) \| + \| \psi'(0) \| \right) \| f'_n(\varphi(0)) \| + \| \varphi(0) \| \| \psi(0) \| \| f''_n(\varphi(0)) \| + \| \psi \|_{\mathcal{L}_\alpha} \sup_{|\varphi(z)| \leq \delta} \| f''_n(\varphi(z)) \|
\]
By Cauchy’s estimation, if \((f_n)_{n \in \mathbb{N}}\) converges to zero on each compact subset of \(\mathbb{D}\), then \((f_n')_{n \in \mathbb{N}}, (f''_n)_{n \in \mathbb{N}}\) and \((f'''_n)_{n \in \mathbb{N}}\) also do as \(n \to \infty\). From this, and since both \(\{z \in \mathbb{D} : |z| = \delta\}\) and \(\{0\}\) are compact subset of \(\mathbb{D}\), there exists a natural number \(N\) such that whenever \(n > N\), it follows that
\[
\left( |\psi(0)| + |\varphi(0)| \right) |f_n'(\varphi(0))| + |\varphi(0)||\psi(0)||f_n''(\varphi(0))| < \varepsilon
\]
and
\[
\sup_{|z| \leq \delta} |f^{(i)}_n(\varphi(z))| < \varepsilon,
\]
where \(i = 1, 2, 3\). Consequently, for all \(n > N\) it follows that
\[
\|W_{\varphi, \psi} D f_n\|_{Z_\delta} \leq (4 + \|\psi\|_{Z_\delta} + M_0 + M_1) \varepsilon,
\]
which shows that the operator \(W_{\varphi, \psi} D : A_{\log}^\alpha \to Z_\delta\) is compact.

(iii) \(\Rightarrow\) (i). This implication is obvious. The proof is finished.

Now, we consider the boundedness of operator \(W_{\varphi, \psi} D : A_{\log}^\alpha \to Z_{\beta, 0}\). We first have the following result.

**Lemma 2.4.** Let \(\alpha > -1, \beta > 0, \varphi\) be an analytic self-map of \(\mathbb{D}\) and \(\psi \in H(\mathbb{D})\). Then for all \(c > 0\), the following statements are equivalent:

(i) \[
\lim_{z \to \partial \mathbb{D}} \frac{(1 - |z|^2)^\beta}{1 - |\varphi(z)|^2} \left| \psi(z) \varphi''(z) + 2\varphi'(z)\varphi'(z) \right| \exp \frac{c}{1 - |\varphi(z)|^2} = 0.
\]

(ii) \[
\lim_{\varphi(z) \to \partial \mathbb{D}} \frac{(1 - |z|^2)^\beta}{1 - |\varphi(z)|^2} \left| \psi(z) \varphi''(z) + 2\varphi'(z)\varphi'(z) \right| \exp \frac{c}{1 - |\varphi(z)|^2} = 0,
\]
and \(\varphi'' + 2\varphi' \in A_{\beta, 0}\).

**Proof.** Suppose that (i) holds. Since
\[
\frac{1}{1 - |\varphi(z)|^2} \exp \frac{c}{1 - |\varphi(z)|^2} \geq 1
\]
for all \(z \in \mathbb{D}\), we have
\[
\frac{(1 - |z|^2)^\beta}{1 - |\varphi(z)|^2} \left| \psi(z) \varphi''(z) + 2\varphi'(z)\varphi'(z) \right| \leq \frac{(1 - |z|^2)^\beta}{1 - |\varphi(z)|^2} \left| \psi(z) \varphi''(z) + 2\varphi'(z)\varphi'(z) \right| \exp \frac{c}{1 - |\varphi(z)|^2}
\]
\[
\to 0,
\]
as \(z \to \partial \mathbb{D}\). Hence \(\psi\varphi'' + 2\psi' \in A_{\beta, 0}\). Since \(\varphi(z) \to \partial \mathbb{D}\) implies \(z \to \partial \mathbb{D}\), it follows that the first assertion in (ii) holds.
Now suppose that \((ii)\) holds, but \((i)\) is not true. Then there exist constants \(c_0 > 0, \varepsilon_0 > 0\) and a sequence \(\{z_n\}\) tending to \(\partial \mathbb{D}\) as \(n \to \infty\) such that

\[
\frac{(1 - |z_n|^2)^2}{1 - |\varphi(z_n)|^2} |\psi'(z_n)\varphi''(z_n) + 2\psi'(z_n)\varphi'(z_n)| \exp \frac{c}{(1 - |\varphi(z_n)|^2)^{\alpha + 2}} \geq \varepsilon_0. \quad (13)
\]

Since \(\psi\varphi'' + 2\psi'\varphi' \in A_{\beta,0}\), it follows from \((13)\) that the sequence \((z_n)_{n \in \mathbb{N}}\) has a subsequence \((z_{n_k})_{k \in \mathbb{N}}\) with \(\varphi(z_{n_k}) \to \partial \mathbb{D}\). Therefore, applying \((z_{n_k})_{k \in \mathbb{N}}\) to the first assertion in \((ii)\), we arrive a contradiction to \((13)\), finishing the proof.

By Lemma 2.4, the following result follows similar to the proof of Theorem 2.3. Hence, the proof is omitted.

**Theorem 2.5.** Let \(\alpha > -1, \beta > 0, \varphi\) be an analytic self-mapping of \(\mathbb{D}\) and \(\psi \in H(\mathbb{D})\). Then for all \(c > 0\), the following statements are equivalent:

\[(i)\] The operator \(W_{\varphi, \psi} : A_{\log}^\alpha \to \mathcal{Z}_{0,0}\) is bounded.

\[(ii)\] The operator \(W_{\varphi, \psi} : A_{\log}^\alpha \to \mathcal{Z}_{0,0}\) is compact.

\[(iii)\]

\[
\lim_{\varphi(z) \to \partial \mathbb{D}} \frac{(1 - |z|^2)^{\beta}}{(1 - |\varphi(z)|^2)^{\beta}} |\psi''(z)| \exp \frac{c}{(1 - |\varphi(z)|^2)^{\alpha + 2}} = 0,
\]

\[
\lim_{\varphi(z) \to \partial \mathbb{D}} \frac{(1 - |z|^2)^{\beta}}{(1 - |\varphi(z)|^2)^{\beta}} |\psi'(z)||\varphi'(z)|^2 \exp \frac{c}{(1 - |\varphi(z)|^2)^{\alpha + 2}} = 0,
\]

and

\[
\lim_{\varphi(z) \to \partial \mathbb{D}} \frac{(1 - |z|^2)^{\beta}}{(1 - |\varphi(z)|^2)^{\beta}} |\psi'(z)| \exp \frac{c}{(1 - |\varphi(z)|^2)^{\alpha + 2}} = 0.
\]

\[(iv)\]

\[
\lim_{z \to \partial \mathbb{D}} \frac{(1 - |z|^2)^{\beta}}{(1 - |\varphi(z)|^2)^{\beta}} |\psi''(z)| \exp \frac{c}{(1 - |\varphi(z)|^2)^{\alpha + 2}} = 0,
\]

\[
\lim_{z \to \partial \mathbb{D}} \frac{(1 - |z|^2)^{\beta}}{(1 - |\varphi(z)|^2)^{\beta}} |\psi'(z)||\varphi'(z)|^2 \exp \frac{c}{(1 - |\varphi(z)|^2)^{\alpha + 2}} = 0,
\]

and

\[
\lim_{z \to \partial \mathbb{D}} \frac{(1 - |z|^2)^{\beta}}{(1 - |\varphi(z)|^2)^{\beta}} |\psi'(z)| \exp \frac{c}{(1 - |\varphi(z)|^2)^{\alpha + 2}} = 0.
\]
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Abstract: The Maclaurin symmetric mean (MSM), originally introduced by Maclaurin, can capture the interrelationship among the multi-input arguments. It plays an important role in many multiple attribute decision making problems. In this paper, we first extend MSM operator to deal with hesitant fuzzy information and propose some new hesitant fuzzy aggregation operators, such as the hesitant fuzzy Maclaurin symmetric mean (HFMSM) and the weighted hesitant fuzzy Maclaurin symmetric mean (WHFMSM). Then, we further investigate some desirable properties and special cases of those operators in detail. Finally, we develop an approach to hesitant fuzzy multiple attribute decision making problems based on the proposed operators. A practical example is given to illustrate the practicality and effectiveness of the proposed method.
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1 Introduction

Multiple attribute decision making is one of the most significant human activities in many fields including social science, economics, medical science, engineering, environmental science and so on. The purpose of a decision making is to find a desirable solution from a finite alternatives. In order to obtain a desirable solution, the decision information provided by decision makers always need to be aggregated into an overall one by using a proper aggregation technique. Therefore, the research on information aggregation method is an important topic in multiple attribute decision making. In the past few decades, a variety of aggregation operators have been developed and applied to multiple attribute decision making with different decision information, such as accurate numbers, fuzzy numbers, intuitionistic fuzzy numbers, trapezoidal fuzzy numbers and so on [1–4].

Recently, Torra introduced the hesitant fuzzy set (HFS) [5], which allows membership degree to have a set of possible values. Therefore, it is an efficient tool in the situation where the evaluation of an alternative under each attribute is represented by several possible values. Since its appearance, HFS has attracted more and more attention from researchers [6–8]. Hesitant fuzzy information aggregation has become a hot topic in the hesitant fuzzy set theory and lots of hesitant fuzzy aggregation operators have been developed [9–17]. For example, Xia and Xu [11] first presented some hesitant fuzzy operational laws, based on which they proposed a series of aggregation operators, such as hesitant fuzzy weighted averaging (HFWA) operator, hesitant fuzzy weighted geometric (HFWG) operator and so on. Xia et al. [17] developed some confidence induced aggregation operators for hesitant fuzzy information. Xia et al. [12] gave several series of hesitant fuzzy aggregation operators with the help of quasi-arithmetic means. Wei [10] explored some hesitant fuzzy prioritized aggregation operators and applied them to hesitant fuzzy decision making problems in which the attributes are in different priority levels. Zhang [14] extended the power aggregation operator to the hesitant fuzzy power aggregation operators, whose weighting vectors depend upon the input arguments and allow values being aggregated to support and reinforce each other. Zhu et al. [16] extended Bonferroni mean to deal with hesitant fuzzy information and get the hesitant fuzzy Bonferroni mean operator. By combining
the Bonferroni mean and the geometric mean, Zhu et al. [15] further investigated the geometric Bonferroni mean under hesitant fuzzy environment.

The Maclaurin symmetric mean (MSM) was originally proposed by Maclaurin [18] and many important results on the MSM have been obtained [19–22]. It is worth noting that the MSM has desirable properties capturing the interrelationships among multi-input arguments. The BM also can capture the interrelationships among arguments, but it only reflect the interrelationships between two arguments whereas the MSM can reflect the interrelationships among multi-input arguments. Furthermore, for the same collection of arguments, the MSM is monotonically decreasing with respect to the parameter, which make the decision makers can select easily the parameter value according to their risk preferences in decision making progress. Therefore, the MSM is more flexible and robust such that it is more adequate to solve multiple attribute decision making problem where the attributes are independent. So far, the MSM has been used successful to deal with not only the crisp values but also the intuitionistic fuzzy values [23]. But we have not seen any work based on the MSM for aggregating hesitant fuzzy information. Thus, it is meaningful to use the MSM to develop the aggregation techniques under hesitant fuzzy environment. In this paper, motivated by Qin [23], we develop some new hesitant fuzzy aggregation operators based on the MSM, and apply them to multiple attribute decision making under hesitant fuzzy environment.

The rest of this paper is organized as follows. In Section 2, we review the notions of HFS and the MSM. In Section 3, we introduce the hesitant fuzzy Maclaurin symmetric mean (HFMMSM) operator and discuss some desirable properties and special cases of the proposed operator. In Section 4, we further develop the weighted forms of the previous operator and apply them to hesitant fuzzy decision making. Finally, conclusions are stated in Section 5.

2 Preliminaries

In this section, we recall briefly the necessary notations on HFS and MSM. We also present the dual Maclaurin symmetric mean based on the MSM.

2.1 Hesitant fuzzy set

Torra and Narukawa [5] extended the fuzzy set to the hesitant fuzzy set (HFS), shown as follows:

Definition 2.1. Let X be a reference set, an HFS on X is in terms of a function that when applied to X returns a subset of [0, 1].

To be easily understood, Xia and Xu [11] expressed the HFS by mathematical symbol

$$H = \left\{ \frac{h_H(x)}{x} | x \in X \right\},$$

where $h_H(x)$ is a set of some values in [0, 1], denoting the possible membership degrees of the element $x \in X$ to the set H. For convenience, Xu and Xia [7] called $h_H(x)$ an hesitant fuzzy element (HFE).

Let $h_1$ and $h_2$ be HFEs, the union, intersection and complement of them are defined by Torra and Narukawa [5] as:

1. $h_1 \cup h_2 = \bigcup_{\gamma_1, \gamma_2 \in \gamma_1 \cup \gamma_2} \gamma_1 \cup \gamma_2$
2. $h_1 \cap h_2 = \bigcap_{\gamma_1, \gamma_2 \in \gamma_1 \cap \gamma_2} \gamma_1 \cap \gamma_2$
3. $h_1^c = \bigcup_{\gamma_1 \in \gamma_1} \{1 - \gamma_1\}$

Let $\alpha > 0$, $h_1$ and $h_2$ be two HFEs, Xu and Xia [11] defined some operations on the HFEs $h_1$ and $h_2$ as follows:

5. $h_1 \oplus h_2 = \bigcup_{\gamma_1, \gamma_2 \in \gamma_1 \oplus \gamma_2} \{\gamma_1 + \gamma_2 - \gamma_1 \gamma_2\}$
6. $h_1 \otimes h_2 = \bigcup_{\gamma_1, \gamma_2 \in \gamma_1 \otimes \gamma_2} \{\gamma_1 \gamma_2\}$
7. $\alpha h = \bigcup_{\gamma \in \gamma} \{\gamma^\alpha\}$
8. $h^\alpha = \bigcup_{\gamma \in \gamma} \{1 - (1 - \gamma)^\alpha\}$

In [11], Xia and Xu defined the score function of HFEs and gave the comparison laws.

Definition 2.2. Let h be an HFE, $s(h) = \frac{\sum_{\gamma \in \gamma} \gamma}{n(h)}$ is called the score function of h, where $n(h)$ is the number of values of h. For two HFEs $h_1$ and $h_2$, if $s(h_1) > s(h_2)$, then $h_1 > h_2$; if $s(h_1) = s(h_2)$, then $h_1 = h_2$.

Xia and Xu [11,12] further gave some hesitant fuzzy aggregation operators as follows:

Let $h_j(j = 1, 2, \cdots, n)$ be a collection of HFEs, $\omega = (\omega_1, \omega_2, \cdots, \omega_n)^T$ be the weight vector of $h_j(j = 1, 2, \cdots, n)$ with $\omega_j \in [0, 1]$ and $\sum_{j=1}^{n} \omega_j = 1$, then
(1) The hesitant fuzzy weighted averaging (HFWA) operator

\[ HFWA(h_1, h_2, \ldots, h_n) = \bigoplus_{j=1}^{n} (\omega_j h_j) = \bigcup_{\gamma_j \in h_j, i=1, \ldots, n} \left\{ 1 - \prod_{j=1}^{n} (1 - \gamma_j)^{\omega_j} \right\} \]

Especially, if \( \omega = (1/n, 1/n, \ldots, 1/n)^T \), then the HFWA operator reduces to the hesitant fuzzy averaging (HFA) operator

\[ HFA(h_1, h_2, \ldots, h_n) = \bigcup_{\gamma_j \in h_j, i=1, \ldots, n} \left\{ 1 - \prod_{j=1}^{n} (1 - \gamma_j)^{1/n} \right\} \]  

(1)

(2) The hesitant fuzzy weighted geometric (HFWG) operator

\[ HFWG(h_1, h_2, \ldots, h_n) = \bigotimes_{j=1}^{n} h_j^{\omega_j} = \bigcup_{\gamma_j \in h_j, i=1, \ldots, n} \left\{ \prod_{j=1}^{n} \gamma_j^{\omega_j} \right\} \]

Especially, if \( \omega = (1/n, 1/n, \ldots, 1/n)^T \), then the HFWG operator becomes to the hesitant fuzzy geometric (HFG) operator

\[ HFG(h_1, h_2, \ldots, h_n) = \bigcup_{\gamma_j \in h_j, i=1, \ldots, n} \left\{ \prod_{j=1}^{n} \gamma_j^{1/n} \right\} \]

(2)

2.2 Maclaurin symmetric mean

The MSM introduced by Maclaurin [18] is a useful technique characterized by the ability to capture the interrelationship among the multi-input arguments. The definition of MSM is given as follows.

Definition 2.3. [18] Let \( a_i (i = 1, 2, \ldots, n) \) be a collection of nonnegative real numbers and \( r = 1, 2, \ldots, n \). If

\[ MSM^{(r)}(a_1, a_2, \ldots, a_n) = \left( \sum_{1 \leq i_1 < \cdots < i_r \leq n} \prod_{j=1}^{r} a_{i_j} \right)^{\frac{1}{r}} \]

then MSM\(^{(r)}\) is called the Maclaurin symmetric mean, where \( (i_1, i_2, \ldots, i_r) \) traversal all the r-tuple combination of \((1, 2, \ldots, n)\), \( C_n^r \) is the binomial coefficient.

It is clear that the MSM\(^{(r)}\) have the following properties:

1. MSM\(^{(r)}\)(0, 0, \ldots, 0) = 0;
2. MSM\(^{(r)}\)(a, a, \ldots, a) = a;
3. MSM\(^{(r)}\)(a_1, a_2, \ldots, a_n) \leq MSM\(^{(r)}\)(b_1, b_2, \ldots, b_n), if a_i \leq b_i for all i;
4. \( \min_i \{a_i\} \leq MSM\(^{(r)}\)(a_1, a_2, \ldots, a_n) \leq \max_i \{a_i\} \).

3 Hesitant fuzzy Maclaurin symmetric mean operator

In this section, we shall extend MSM to aggregate hesitant fuzzy information and obtain a hesitant fuzzy Maclaurin symmetric mean operator. We also investigate a variety of desirable properties and some special cases.

Definition 3.1. Let \( h_i (i = 1, 2, \ldots, n) \) be a collection of HFEs and \( r = 1, 2, \ldots, n \). If

\[ HFMSM^{(r)}(h_1, h_2, \ldots, h_n) = \left( \bigoplus_{1 \leq i_1 < \cdots < j \leq n} h_{i_1} \cdots h_{i_r} \right)^{\frac{1}{r}} \]

(3)
then HFMSM\(^{(r)}\) is called the hesitant fuzzy Maclaurin symmetric mean (HFMSM), where \((i_1, i_2, \cdots, i_r)\) traversal all the \(r\)-tuple combination of \((1, 2, \cdots, n)\), \(C_n^r\) is the binomial coefficient.

Based on the operations of HFEs described in Section 2, we can derive the following Theorem 3.2.

**Theorem 3.2.** Let \(h_i(i = 1, 2, \cdots, n)\) be a collection of HFEs and \(r = 1, 2, \cdots, n\). Then the aggregated value by using the HFMSM\(^{(r)}\) is also an HFE, and

\[
HFMSM^{(r)}(h_1, h_2, \cdots, h_n) = \bigcup_{i_1 < i_2 < \cdots < i_r \leq n} \bigg\{ \prod_{j=1}^r (1 - \prod_{j=1}^r \gamma_{i_j}) \bigg\}^{\frac{1}{r}}
\]

**Proof.** By the operational laws (5)-(8) described in Section 2, we have

\[
\bigotimes_{j=1}^r h_{i_j} = \bigcup_{\gamma_{i_j} \in h_{i_j}, \gamma_{i_j} \in h_{i_j}, \ldots, \gamma_{i_j} \in h_{i_j}} \bigg\{ \prod_{j=1}^r \gamma_{i_j} \bigg\}
\]

and

\[
\bigoplus_{1 \leq i_1 < i_2 < \cdots < i_r \leq n} \bigotimes_{j=1}^r h_{i_j} = \bigcup_{\gamma_{i_j} \in h_{i_j}, \gamma_{i_j} \in h_{i_j}, \ldots, \gamma_{i_j} \in h_{i_j}} \bigg\{ 1 - \prod_{j=1}^r (1 - \prod_{j=1}^r \gamma_{i_j}) \bigg\}
\]

then we obtain

\[
\frac{1}{C_n^r} \left( \bigoplus_{1 \leq i_1 < i_2 < \cdots < i_r \leq n} \bigotimes_{j=1}^r h_{i_j} \right) = \bigcup_{\gamma_{i_j} \in h_{i_j}, \gamma_{i_j} \in h_{i_j}, \ldots, \gamma_{i_j} \in h_{i_j}} \bigg\{ 1 - \prod_{j=1}^r (1 - \prod_{j=1}^r \gamma_{i_j}) \bigg\}^{\frac{1}{r}}
\]

Thus

\[
HFMSM^{(r)}(h_1, h_2, \cdots, h_n) = \bigcup_{\gamma_{i_j} \in h_{i_j}, \gamma_{i_j} \in h_{i_j}, \ldots, \gamma_{i_j} \in h_{i_j}} \bigg\{ 1 - \prod_{j=1}^r (1 - \prod_{j=1}^r \gamma_{i_j}) \bigg\}^{\frac{1}{r}}
\]

which completes the proof of Theorem 3.2.

In the following, we shall study some desirable properties of HFMSM.

**Theorem 3.3.** Let \(h_i(i = 1, 2, \cdots, n)\) be a collection of HFEs. If \(h_i = h = \{\gamma\}\) for all \(i \in \{1, 2, \cdots, n\}\), then

\[
HFMSM^{(r)}(h_1, h_2, \cdots, h_n) = h
\]
Proof. Let \( h_i = \{ \gamma_i \} \), then \( \gamma_i = \gamma(i = 1, 2, \ldots, n) \). By Theorem 3.2, we have

\[
HFMSM^{(r)}(h_1, h_2, \ldots, h_n) = \bigcup_{\gamma_i \in h_i, i=1, \ldots, n} \left\{ \left( 1 - \left( \prod_{1 \leq i < j \leq n} \left( 1 - \gamma_i \right) \right) \right)^{\frac{r}{C_n}} \right\}
\]

\[
= \bigcup_{\gamma_i \in h_i, i=1, \ldots, n} \left\{ \left( 1 - \left( \prod_{1 \leq i < j \leq n} \left( 1 - \gamma_i \right) \right) \right)^{\frac{r}{C_n}} \right\}
\]

\[
= \bigcup_{\gamma_i \in h_i, i=1, \ldots, n} \left\{ \left( 1 - \left( \prod_{1 \leq i < j \leq n} \left( 1 - \gamma_i \right) \right) \right)^{\frac{r}{C_n}} \right\}
\]

\[
= \{(1 - (1 - \gamma))^\frac{r}{n}\}
\]

\[
= \{ \gamma \} = h.
\]

\[\square\]

Corollary 3.4. Let \( h_i(i = 1, 2, \ldots, n) \) be a collection of HFESs.

1. If \( h_i = h = \{0\} \) for all \( i \), then \( HFMSM^{(r)}(h_1, h_2, \ldots, h_n) = \{0\} \);  
2. If \( h_i = h = \{1\} \) for all \( i \), then \( HFMSM^{(r)}(h_1, h_2, \ldots, h_n) = \{1\} \).

Theorem 3.5. Let \( h_i(i = 1, 2, \ldots, n) \) be a collection of HFESs, and \( h'_i(i = 1, 2, \ldots, n) \) be any permutation of \( h_i(i = 1, 2, \ldots, n) \), then

\[
HFMSM^{(r)}(h_1, h_2, \ldots, h_n) = HFMSM^{(r)}(h'_1, h'_2, \ldots, h'_n)
\]

Proof. Since \( h'_i(i = 1, 2, \ldots, n) \) is any permutation of \( h_i(i = 1, 2, \ldots, n) \), by Definition 3.1, we have

\[
HFMSM^{(r)}(h_1, h_2, \ldots, h_n) = \left( \bigoplus_{1 \leq i < \cdots < j \leq n} \bigotimes_{1 \leq i \leq n} h_{ij} \right)^{\frac{r}{C_n}}
\]

\[
= \left( \bigoplus_{1 \leq i < \cdots < j \leq n} \bigotimes_{1 \leq i \leq n} h'_{ij} \right)^{\frac{r}{C_n}} = HFMSM^{(r)}(h'_1, h'_2, \ldots, h'_n).
\]

\[\square\]

Theorem 3.6. Let \( h_\alpha = \{h_{\alpha_1}, \ldots, h_{\alpha_n}\} \) and \( h_\beta = \{h_{\beta_1}, \ldots, h_{\beta_n}\} \) be two collections of HFESs. If for any \( \gamma_{\alpha_i} \in h_{\alpha_i} \) and \( \gamma_{\beta_i} \in h_{\beta_i} \), we have \( \gamma_{\alpha_i} \leq \gamma_{\beta_i} \) for all \( i = 1, \ldots, n \), then

\[
HFMSM^{(r)}(h_{\alpha_1}, h_{\alpha_2}, \ldots, h_{\alpha_n}) \leq HFMSM^{(r)}(h_{\beta_1}, h_{\beta_2}, \ldots, h_{\beta_n})
\]
Thus the theorem is proved.

Theorem 3.7. Let \( h_i(i = 1, 2, \ldots, n) \) be a collection of HFES, \( h_{\text{min}} = \min_i\{h_i^-| h_i^- = \min\{\gamma_i \in h_i\}\} \), and \( h_{\text{max}}^+ = \max_i\{h_i^+| h_i^+ = \max\{\gamma_i \in h_i\}\} \). Then

\[
\begin{align*}
\text{HFMSM}^+(h_1, h_2, \ldots, h_n) \leq h_{\text{max}}^+ \\
\text{HFMSM}^-(h_1, h_2, \ldots, h_n) \leq h_{\text{min}}^-
\end{align*}
\]

Proof. Since \( h_i^- \leq h_i \leq h_i^+ \) for any \( \gamma_i \in h_i(i = 1, 2, \ldots, n) \), then we have

\[
\begin{align*}
(h_{\text{min}}^-)^r &= \bigcup_{\gamma_i \in h_i(i = 1, \ldots, n)} \left\{ \prod_{j=1}^r \gamma_{ij} \right\} \\
&\leq (h_{\text{max}}^+)^r
\end{align*}
\]

\[
\begin{align*}
\Rightarrow 1 - (h_{\text{min}}^-)^r &\geq \bigcup_{\gamma_i \in h_i, i = 1, \ldots, n} \left\{ \prod_{j=1}^r \left( 1 - \prod_{j=1}^r \gamma_{ij} \right) \right\} \\
&\geq 1 - (h_{\text{max}}^+)^r
\end{align*}
\]

\[
\begin{align*}
\Rightarrow h_{\text{min}}^- &\leq \bigcup_{\gamma_i \in h_i, i = 1, \ldots, n} \left\{ 1 - \prod_{j=1}^r \left( 1 - \prod_{j=1}^r \gamma_{ij} \right) \right\} \\
&\leq h_{\text{max}}^+
\end{align*}
\]

Thus the proof is completed.

Theorem 3.8. If \( r = 1 \), then \( \text{HFMSM}^r \) operator reduces to the hesitant fuzzy averaging (HFA) operator (i.e., Eq. (1)).

Proof. By the definition of \( \text{HFMSM}^r \), we have

\[
\begin{align*}
\text{HFMSM}^r(h_1, h_2, \ldots, h_n) &= \bigcup_{\gamma_i \in h_i, i = 1, \ldots, n} \left\{ 1 - \left( \prod_{i=1}^n \left( 1 - \prod_{j=1}^r \gamma_{ij} \right) \right)^{\frac{1}{r}} \right\} \\
&= \bigcup_{\gamma_i \in h_i, i = 1, \ldots, n} \left\{ 1 - \left( \prod_{i=1}^n \left( 1 - \gamma_i \right) \right)^{\frac{r}{n}} \right\} (\text{let } i_1 = i) \\
&= \bigcup_{\gamma_i \in h_i, i = 1, \ldots, n} \left\{ 1 - \prod_{i=1}^n \left( 1 - \gamma_i \right)^{\frac{1}{n}} \right\} \\
&= \text{HFA}(h_1, h_2, \ldots, h_n)
\end{align*}
\]

\[
\square
\]
Theorem 3.9. If \( r = 2 \), then HFPSM\(^{(r)}\) operator reduces to the hesitant fuzzy interrelated square Bonferroni mean (HFPSM\(^{1,1}\)) which was introduced by Zhu et al. in [16].

Proof. Let \( \rho_{i,j,i\neq j} = h_i \otimes h_j = \bigcup_{\gamma_i \in h_i, \gamma_j \in h_j, i \neq j} \{1 - \gamma_i \gamma_j \} = \bigcup_{\delta_{i,j} \in \rho_{i,j}} \{1 - \delta_{i,j} \} \), then by the definition of HFPSM\(^{(r)}\), we have

\[
HFPSM^{(2)}(h_1, h_2, \cdots, h_n) = \bigcup_{\gamma_i \in h_i, \gamma_j \in h_j, \gamma_i \neq \gamma_j} \left\{ \frac{1}{1 - \prod_{1 \leq k \leq n} (1 - \gamma_{i,k} \gamma_{j,k})} \right\}^{\frac{1}{2}} \\
= \bigcup_{\gamma_i \in h_i, \gamma_j \in h_j, \gamma_i \neq \gamma_j} \left\{ \frac{1}{1 - \prod_{1 \leq k \leq n} (1 - \gamma_{i,k} \gamma_{j,k})} \right\}^{\frac{1}{2}} (let \ i_1 = i, i_2 = j) \\
= \bigcup_{\delta_{i,j} \in \rho_{i,j}} \left\{ 1 - \prod_{1 \leq k \leq n} (1 - \delta_{i,j}) \right\}^{\frac{1}{2}} \\
= HFPSM^{1,1}(h_1, h_2, \cdots, h_n)
\]

\[\square\]

Theorem 3.10. If \( r = n \), then HFPSM operator reduces to the hesitant fuzzy geometric (IFG) operator (i.e., Eq. (2)).

Proof. By the definition of HFPSM, we have

\[
HFPSM^{(1)}(h_1, h_2, \cdots, h_n) = \bigcup_{\gamma_i \in h_i, \gamma_j \in h_j} \left\{ \frac{1}{1 - \prod_{1 \leq k \leq n} (1 - \gamma_{i,k} \gamma_{j,k})} \right\}^{\frac{1}{2}} \\
= \bigcup_{\gamma_i \in h_i, \gamma_j \in h_j} \left\{ \frac{1}{1 - \prod_{1 \leq k \leq n} (1 - \gamma_{i,k} \gamma_{j,k})} \right\}^{\frac{1}{2}} (let \ i_j = j) \\
= \bigcup_{\gamma_j \in h_j} \left\{ \prod_{j=1}^{n} \gamma_{j} \right\}^{\frac{1}{n}} \\
= HFPSM^{1,1}(h_1, h_2, \cdots, h_n)
\]

\[\square\]

Theorem 3.8-3.10 show that some exiting hesitant fuzzy aggregation operators are the special cases of the HFPSM operator.
4 The weighted hesitant fuzzy operator and its application in decision making

In many practical applications, the weights of attributes should be taken into account. Especially for multiple attribute decision making problems, the considered attributes usually are of different importance. To overcome the limitations of the HFMSM operator defined in the previous section, in this section, we shall introduce the weighted hesitant fuzzy Maclaurin symmetric mean (WHFMSM) operator and apply it to solve multiple attribute decision making problems.

4.1 WHFMSM operator

We first introduce the definition of WHFMSM operator as follows.

Definition 4.1. Let $h_i (i = 1, 2, \cdots, n)$ be a collection of HFEs, $r = 1, 2, \cdots, n$, $w = (w_1, w_2, \cdots, w_n)^T$ is the weight vector of $h_i (i = 1, 2, \cdots, n)$ with $w_i \in [0, 1]$ and $\sum_{i=1}^{n} w_i = 1$. If

$$WHFMSM_w^{(r)}(h_1, h_2, \cdots, h_n) = \left( \biguplus_{1 \leq i_1 < \cdots < i_r \leq n} \bigotimes_{i=1}^{r} w_{i_{j}} h_{i_{j}} \right)^{\frac{1}{r}} \sum_{i=1}^{n} C_{n}^{r}$$

(5)

then WHFMSM$^{(r)}$ is called the weighted hesitant fuzzy Maclaurin symmetric mean, where $(i_1, i_2, \cdots, i_r)$ traversal all the $r$-tuple combination of $(1, 2, \cdots, n)$, $C_{n}^{r}$ is the binomial coefficient.

According to the operations of HFEs described in Section 2, we can derive the following Theorem 4.2.

Theorem 4.2. Let $h_i (i = 1, 2, \cdots, n)$ be a collection of HFEs and $r = 1, 2, \cdots, n$. Then the aggregated value, by using the WHFMSM$^{(r)}$, is also an HFE, and

$$WHFMSM_w^{(r)}(h_1, h_2, \cdots, h_n) = \bigcup_{i=1}^{n} \left( 1 - \left( \prod_{1 \leq i_{1} < \cdots < i_{r} \leq n} \left( 1 - \prod_{j=1}^{r} (1 - \gamma_{i_{j}} w_{i_{j}}) \right) \right) \right)^{\frac{1}{r}}$$

Proof. The proof is similar to one of Theorem 3.2. \qed

4.2 An application to multiple attribute decision making

Based on WHFMSM operator, below we develop an approach to multiple attribute decision making under hesitant fuzzy environment.

For a multiple attribute decision making problem, let $Y = \{ Y_1, Y_2, \cdots, Y_m \}$ be a discrete set of alternatives, $A = \{ A_1, A_2, \cdots, A_n \}$ be a collection of attributes, whose weight vector is $w = (w_1, w_2, \cdots, w_n)^T$, satisfying $w_i \in [0, 1]$ and $\sum_{i=1}^{n} w_i = 1$, where $w_i$ represents the importance degree of the attribute $A_i$. The decision makers provide several values for the alternative $Y_i (i = 1, 2, \cdots, m)$ under the attribute $A_j (j = 1, 2, \cdots, n)$ with anonymity; these values can be considered as an HFE $h_{i j} = \cup_{\gamma_{i j} \in \mathbb{H}} \{ \gamma_{i j} \}$. All elements $h_{i j} (i = 1, 2, \cdots, m, j = 1, 2, \cdots, n)$ construct a hesitant fuzzy decision matrix the decision matrix $H = (h_{i j})_{m \times n}$.

Then, we use the WHFMSM operator to develop an approach to multiple attribute decision making problems with hesitant fuzzy information, which can be described as follows:

Step1. According to the decision information provided by the decision makers, construct the hesitant fuzzy decision matrix $H = (h_{i j})_{m \times n}$. If there are some cost attributes in decision making problems, then we need to transform the decision matrix $H = (h_{i j})_{m \times n}$ into a normalization matrix $P = (p_{i j})_{m \times n}$, where

$$p_{i j} = \begin{cases} p_{i j}, & \text{for benefit attribute } A_{i j}, \\ p_{i j}^c, & \text{for cost attribute } A_{i j}. \end{cases}$$

Here $p_{i j} = \cup_{\gamma_{i j} \in \mathbb{P}_{i j}} \{ \gamma_{i j} \}$, $p_{i j}^c$ is the complement of $p_{i j}$ and $p_{i j}^c = \cup_{\gamma_{i j} \in \mathbb{P}_{i j}} \{ 1 - \gamma_{i j} \}$.

Step2. Utilize the WHFMSM operator

$$p = WHFMSM_w^{(r)}(p_{i 1}, p_{i 2}, \cdots, p_{i n})$$
to aggregate all the performance values $p_{ij}$ ($j = 1, 2, \cdots, n$) of the $i$th line and get the overall performance value $p_i$ corresponding to the alternative $Y_i$ ($i = 1, 2, \cdots, m$).

**Step 3.** Calculate the score values $s(p_i)$ of the overall preference value $p_i$ ($i = 1, 2, \cdots, m$).

**Step 4.** Rank all the alternatives $Y_i$ ($i = 1, 2, \cdots, m$) according to $s(p_i)$ in descending order, and then select the best one.

### 4.3 Illustrative example

Let us consider a Management School in a Chinese university, which wants to introduce a teacher (adapted from [24]). There is a panel with five possible alternatives. A set of four factors are considered:

- Factor 1: Teaching skill
- Factor 2: Research capability
- Factor 3: Work experience
- Factor 4: Education background

As the parameter $r$ changes we can get different results for each alternative, here we will not list them for vast amounts of data.

**Step 3.** Compute the score values $s(h_i)$ ($i = 1, 2, \cdots, 5$) of $h_i$ ($i = 1, 2, 3, 4$) by Definition 2.2. The score values for the alternatives are listed in Table 2.

**Step 4.** By ranking $s(h_i)$ ($i = 1, 2, \cdots, 5$), we can get the priorities of the alternatives $Y_i$ ($i = 1, 2, \cdots, 5$) as the parameter $r$ changes, which are shown in Table 2.

From Table 2, it can be seen that the ranking results are slightly different when the parameter change, which indicates the parameter can reflect the decision maker’s risk preferences. Furthermore, we can find that the score values obtained by the $WHFMSM$ operator become smaller when the parameter $r$ increases for the same aggregation arguments. Therefore, the decision makers can choose a proper value of the parameter $r$ according to their risk preferences in real practical decision making process.

<table>
<thead>
<tr>
<th>Table 1: Hesitant fuzzy decision making matrix $H$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
</tr>
<tr>
<td>$Y_1$</td>
</tr>
<tr>
<td>$Y_2$</td>
</tr>
<tr>
<td>$Y_3$</td>
</tr>
<tr>
<td>$Y_4$</td>
</tr>
<tr>
<td>$Y_5$</td>
</tr>
</tbody>
</table>
Table 2: Score values obtained by the WHFMSM and the rankings of alternatives

<table>
<thead>
<tr>
<th></th>
<th>$Y_1$</th>
<th>$Y_2$</th>
<th>$Y_3$</th>
<th>$Y_4$</th>
<th>$Y_5$</th>
<th>Rankings</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r = 1$</td>
<td>0.156157</td>
<td>0.218865</td>
<td>0.194147</td>
<td>0.188703</td>
<td>0.158</td>
<td>$Y_2 \succ Y_3 \succ Y_4 \succ Y_5 \succ Y_1$</td>
</tr>
<tr>
<td>$r = 2$</td>
<td>0.14665</td>
<td>0.205581</td>
<td>0.15069</td>
<td>0.175264</td>
<td>0.147543</td>
<td>$Y_2 \succ Y_4 \succ Y_3 \succ Y_5 \succ Y_1$</td>
</tr>
<tr>
<td>$r = 3$</td>
<td>0.135688</td>
<td>0.198208</td>
<td>0.132396</td>
<td>0.163811</td>
<td>0.140404</td>
<td>$Y_2 \succ Y_4 \succ Y_5 \succ Y_3 \succ Y_1$</td>
</tr>
<tr>
<td>$r = 4$</td>
<td>0.113003</td>
<td>0.185361</td>
<td>0.116269</td>
<td>0.14538</td>
<td>0.130822</td>
<td>$Y_2 \succ Y_4 \succ Y_5 \succ Y_3 \succ Y_1$</td>
</tr>
</tbody>
</table>

Remark 4.3. To demonstrate the advantages of our method, in the following, we compare our method with the existing methods, such as the HFWA and HFWG operators introduced by Xia and Xu [11], and the weighted hesitant fuzzy environment. The WHFMSM operator was proposed by [15,16]. The rankings obtained by different aggregation operators are listed in Table 3.

From Table 3, we can see that i) when $r = 1$, the WHFMSM and HFWA operators have the same rankings; ii) when $r = n$, the WHFMSM and HFWG operators have the same rankings; iii) when $r = 2$, the WHFMSM, WHFGB and WHFGB operators have the same rankings. It verifies the proposed method is reasonable and valid.

(1) Compare with the HFWA and HFWG operators. Our method can deal with the multiple attribute decision making problems where the attributes are independent, whereas the HFWA and HFWG operators can not do them. In addition, the WHFMSM has an alterable parameter. With the change of the parameter, the proposed operator can be evolved into lots of different aggregation operators, which make decision making more flexible and can meet the needs of different types of decision makers. But the HFWA or the WHFGB operator has not alterable parameter, so they can only satisfy the demand of a type of decision makers.

(2) Compare with the WHFGB operators. The main advantage of the proposed method is that it can capture the interrelationship among the multi-input arguments, while the WHFGB operators can not. Moreover, the computational complexity of the WHFGB operators is much higher than our method. Moreover, the WHFMSM has a desirable property that the score values are more smaller when the parameter $r$ increases, which indicates the decision makers can select easily a proper value for the parameter $r$ according to their risk preferences. But the WHFGB and WHFGB operators do not have the property. It follows that they are difficult to determine the values of the parameters $p$ and $q$ to reflect the decision makers’ risk preferences in real practical decision making process.

According to the comparisons and analysis above, it is clear that our method is more flexible and robust to aggregate hesitant fuzzy information. Therefore, it is more suitable than the exiting aggregation operators to solve hesitant fuzzy multiple attribute decision making problems in which the attributes are independent.

Table 3: Comparisons with the exiting aggregation operators

<table>
<thead>
<tr>
<th>Aggregation operator</th>
<th>Rankings</th>
<th>Aggregation operator</th>
<th>Rankings</th>
</tr>
</thead>
<tbody>
<tr>
<td>WHFMSM$_w^{(q)}$</td>
<td>$Y_2 \succ Y_5 \succ Y_4 \succ Y_6 \succ Y_1$</td>
<td>WHFMSM$_w^{(q)}$</td>
<td>$Y_2 \succ Y_5 \succ Y_4 \succ Y_6 \succ Y_1$</td>
</tr>
<tr>
<td>HFWA</td>
<td>$Y_2 \succ Y_5 \succ Y_4 \succ Y_6 \succ Y_1$</td>
<td>WHFBR$_w^{(q)}$</td>
<td>$Y_2 \succ Y_5 \succ Y_4 \succ Y_6 \succ Y_1$</td>
</tr>
<tr>
<td>WHFMSM$_w^{(n)}$</td>
<td>$Y_2 \succ Y_5 \succ Y_4 \succ Y_6 \succ Y_1$</td>
<td>WHFGB$_w^{(n)}$</td>
<td>$Y_2 \succ Y_5 \succ Y_4 \succ Y_6 \succ Y_1$</td>
</tr>
<tr>
<td>HFWG</td>
<td>$Y_2 \succ Y_5 \succ Y_4 \succ Y_6 \succ Y_1$</td>
<td>HFWG$_w^{(n)}$</td>
<td>$Y_2 \succ Y_5 \succ Y_4 \succ Y_6 \succ Y_1$</td>
</tr>
</tbody>
</table>

5 Conclusions

The MSM is a classical averaging mean operator, which has been widely used in information fusion. However, it can not deal with the hesitant fuzzy information. To fill this gap, in this paper, we have extended the MSM to hesitant fuzzy environment, and defined a hesitant fuzzy Maclaurin symmetric mean. Some desirable properties and special cases have been discussed in detail. Considering the weight vector of the arguments, we have further developed a weighted hesitant fuzzy Maclaurin symmetric mean which can consider the importance of each attribute and the interrelationship among multi-input arguments. We also have proposed a method to solve hesitant fuzzy multiple attribute decision making problems. The illustrative example has shown that the proposed method is not only reasonable and valid but also more suitable to deal with multiple attribute decision making problems in which the attributes are independent under hesitant fuzzy environment.
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A NOTE ON THE GENERALIZED $q$-CHANGHEE NUMBERS OF HIGHER ORDER

EUN-JUNG MOON$^{1}$ AND JIN-WOO PARK$^{2, *}$

Abstract. Recently, Changhee numbers and polynomials are introduced by T. Kim et al in [3]. In this paper, we consider the generalized $q$-Changhee polynomials and numbers of higher order by using the fermionic $p$-adic $q$-integral and give some relations between the generalized $q$-Changhee numbers of higher order and special numbers.

1. Introduction

Let $d$ be fixed odd positive integer and let $p$ be a fixed odd prime number. Throughout this paper, $\mathbb{Z}_p$, $\mathbb{Q}_p$, and $\mathbb{C}_p$ will respectively denote the ring of $p$-adic rational integers, the field of $p$-adic rational numbers and the completions of algebraic closure of $\mathbb{Q}_p$. The $p$-adic norm is defined $|p|_p = \frac{1}{p}$.

We set

$X = X_d = \lim\limits_{\leftarrow N} \mathbb{Z}/dp^N\mathbb{Z}$, $X^* = \bigcup_{0 < a < dp \ (a,p)=1} (a + dp^N\mathbb{Z})$

$a + dp^N\mathbb{Z}_p = \{x \in X | x \equiv a \ (mod \ dp^N)\}$

where $a \in \mathbb{Z}$ and $0 \leq a < dp^N$.

When one talks of $q$-extension, $q$ is various considered as an indeterminate, a complex $q \in \mathbb{C}$, or $p$-adic number $q \in \mathbb{C}_p$. If $q \in \mathbb{C}$, one normally assumes that $|q| < 1$. If $q \in \mathbb{C}_p$, then we assume that $|q - 1|_p < p^{-\frac{1}{p-1}}$ so that $q^x = \exp(x \log q)$ for each $x \in \mathbb{Z}_p$. Throughout this paper, we use the notation:

$[x]_{-q} = \frac{1 - (-q)^x}{1 - (-q)}$ and $[x]_q = \frac{1 - q^x}{1 - q}$.

Hence, $\lim_{q \to 1} [x]_q = x$ for each $x \in \mathbb{Z}_p$.

Let $C(\mathbb{Z}_p)$ be the space of continuous functions on $\mathbb{Z}_p$. For $f \in C(\mathbb{Z}_p)$, the fermionic $p$-adic $q$-integral on $\mathbb{Z}_p$ is defined by T. Kim as follows:

$I_{-q}(f) = \int_{\mathbb{Z}_p} f(x)d\mu_{-q}(x) = \lim_{N \to \infty} \frac{1}{[p^N]_{-q}} \sum_{x=0}^{p^N-1} f(x)(-q)^x$, (see [4, 5]). (1.1)

Then, by (1.1), we can get the following well-known integral identity

$I_{-q}(f_1) + I_{-q}(f) = [2]_q f(0)$, (1.2)
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where \( f_1(x) = f(x + 1) \) (see [1, 4, 5, 6]).

Recently, \( q \)-Changhee numbers and polynomials are introduced by Kim et. al. in [9], and have been studied by many mathematicians, and possess many interesting properties (see [3, 7, 9, 10]). In this paper, we consider the generalized \( q \)-Changhee polynomials and numbers of higher order by using the fermionic \( p \)-adic \( q \)-integral and give some relations between the generalized \( q \)-Changhee numbers of higher order and special numbers.

2. The generalized \( q \)-Daehee numbers attached to \( \chi \)

Let \( \chi \) be the Dirichlet character with conductor \( d \in \mathbb{N} = \{1, 2, \ldots \} \) with \( d \equiv 1 \) (mod 2). Then the generalized \( q \)-Changhee numbers \( Ch_n^{\chi,q} \) attached to \( \chi \) are defined by the generating function to be

\[
\frac{[2]_q}{1 + q^d(1 + t)^d} \sum_{a=0}^{d-1} (-1)^a \chi(a) q^a (1 + t)^a = \sum_{n=0}^{\infty} Ch_n^{\chi,q} \frac{t^n}{n!},
\]

(2.1)

where \( t \in \mathbb{C}_p \) and \( |t|_p < p^{-\frac{1}{p-1}} \).

As is well known, the generalized \( q \)-Euler numbers \( E_n^{\chi,q} \) attached to \( \chi \) are defined by the generating function to be

\[
\frac{[2]_q}{1 + q^d e^{d t}} \sum_{a=0}^{d-1} (-1)^a \chi(a) q^a e^{a t} = \sum_{n=0}^{\infty} E_n^{\chi,q} \frac{t^n}{n!},
\]

(see [12]).

The Stirling numbers of the first kind is given by

\[(x)_n = x(x - 1) \cdots (x - n + 1) = \sum_{l=0}^{n} S_1(n,l) x^l \ (x \geq 0),\]

and the Stirling numbers of the second kind is defined by the generating function to be

\[\left( e^t - 1 \right)^n = n! \sum_{l=n}^{\infty} S_2(l,n) \frac{t^l}{l!} \]

(see [2, 11]).

By replacing \( t \) by \( e^t - 1 \) in (2.1), we can have

\[
\sum_{n=0}^{\infty} Ch_n^{\chi,q} \frac{(e^t - 1)^n}{n!} = \frac{[2]_q}{1 + q^d e^{d t}} \sum_{a=0}^{d-1} (-1)^a \chi(a) q^a e^{a t} = \sum_{m=0}^{\infty} E_m^{\chi,q} \frac{t^m}{m!},
\]

(2.2)

and

\[
\sum_{n=0}^{\infty} Ch_n^{\chi,q} \frac{(e^t - 1)^n}{n!} = \sum_{n=0}^{\infty} \frac{Ch_n^{\chi,q} n!}{n!} \sum_{m=n}^{\infty} S_2(m,n) \frac{t^m}{m!} = \sum_{m=0}^{\infty} \left( \sum_{n=0}^{m} Ch_n^{\chi,q} S_2(m,n) \right) \frac{t^m}{m!}.
\]

(2.3)

Therefore, by (2.2) and (2.3), we obtain the following theorem.

**Theorem 2.1.** For \( m \geq 0 \), we have

\[E_m^{\chi,q} = \sum_{n=0}^{m} Ch_n^{\chi,q} S_2(m,n).\]
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Now, we define the generalized $q$-Changhee polynomials $Ch_{n,\chi,q}(x)$ as follows:

$$
\frac{[2]_q}{1 + q^d(1 + t)^d} \sum_{a=0}^{d-1} (-1)^a \chi(a) q^a (1 + t)^{a+x} = \sum_{n=0}^{\infty} Ch_{n,\chi,q}(x) \frac{t^n}{n!},
$$

(2.4)

where $t \in \mathbb{C}_p$ and $|t|_p < p^{-\frac{1}{d-1}}$.

Note that, in the special case, $x = 0$, $Ch_{n,\chi,q}(0) = Ch_{n,\chi,q}$ are generalized $q$-Changhee numbers.

From (1.2), we can derive the following equation:

$$
q^n I_q(f_n) + (-1)^{n-1} I_q(f) = [2]_q \sum_{l=0}^{n-1} (-1)^{n-1-l} q^l f(l),
$$

(2.5)

where $f_n(x) = f(x + n)$ and $n \geq 0$.

If taking $f(x) = \chi(x)(1 + t)^x$ in (2.5), we can have

$$
q^n \int_X \chi(x)(1 + t)^x d\mu_q(x) + \int_X \chi(x)(1 + t)^x d\mu_q(x)
$$

$$
= [2]_q \sum_{a=0}^{d-1} (-1)^a \chi(a) q^a (1 + t)^a.
$$

(2.6)

By (2.6), we can easily have

$$
\int_X \chi(x)(1 + t)^x d\mu_q(x) = \frac{[2]_q}{1 + q^d(1 + t)^d} \sum_{a=0}^{d-1} (-1)^a \chi(a) q^a (1 + t)^a
$$

$$
= \sum_{n=0}^{\infty} Ch_{n,\chi,q} \frac{t^n}{n!},
$$

(2.7)

and

$$
\int_X \chi(x)(1 + t)^x d\mu_q(x) = \sum_{n=0}^{\infty} \left( \int_X \chi(x)(x_n d\mu_q(x) \right) \frac{t^n}{n!}.
$$

(2.8)

Therefore, by (2.7) and (2.8), we obtain the following theorem.

**Theorem 2.2.** For $n \geq 0$, we have

$$
\frac{Ch_{n,\chi,q}}{n!} = \int_X \chi(x) \binom{x}{n} d\mu_q(x).
$$

By (2.4), we note that

$$
\sum_{n=0}^{\infty} Ch_{n,\chi,q} \frac{t^n}{n!} = \frac{[2]_q}{1 + q^d(1 + t)^d} \sum_{a=0}^{d-1} (-1)^a \chi(a) q^a (1 + t)^{a+x}
$$

$$
= \left( \sum_{m=0}^{\infty} Ch_{m,\chi,q} \frac{t^m}{m!} \right) \left( \sum_{l=0}^{\infty} \binom{x}{l} t^l \right)
$$

$$
= \sum_{n=0}^{\infty} \sum_{m=0}^{n} \binom{n}{m} Ch_{m,\chi,q} \frac{t^n}{m!}.
$$

(2.9)

So, by (2.9), we can have
\[ \frac{Ch_{n,x,q}(x)}{n!} = \sum_{m=0}^{n} \binom{x}{m} \frac{Ch_{m,x,q}}{m!}. \]  
(2.10)

From Theorem 2.2 and (2.10), we can derive the equations

\[ \frac{Ch_{n,x,q}(x)}{n!} = \sum_{m=0}^{n} \binom{x}{m} \frac{1}{m!} \int_X \chi(y) \left( \frac{y}{m} \right) d\mu_q(y) \]
\[ = \int_X \chi(y) \left( \frac{x+y}{n} \right) d\mu_q(y). \]  
(2.11)

Therefore, by (2.11), we obtain the following corollary.

**Corollary 2.3.** For \( n \geq 0 \), we have

\[ \frac{Ch_{n,x,q}(x)}{n!} = \int_X \chi(y) \left( \frac{x+y}{n} \right) d\mu_q(y). \]

For \( r \in \mathbb{N} \), let us consider the generalized \( q \)-Changhee numbers of order \( r \) attached to \( \chi \) as follows:

\[
\sum_{\alpha_1, \ldots, \alpha_r = 0}^{d-1} \left( \frac{[2]^q}{1 + q^d(1 + t)^d} \right)^r (-1)^{\alpha_1 \cdots + \alpha_r} \chi(a_1) \cdots \chi(a_r) q^{\alpha_r} (1 + t)^{\alpha_1 \cdots + \alpha_r} \\
= \sum_{n=0}^{\infty} Ch_{n,x,q}^{(r)} \frac{t^n}{n!}. \]  
(2.12)

By (2.7), we can see that

\[
\int_X \cdots \int_X \chi(x_1) \cdots \chi(x_r) (1 + t)^{x_1 \cdots + x_r} d\mu_q(x_1) \cdots d\mu_q(x_r) \\
= \sum_{\alpha_1, \ldots, \alpha_r = 0}^{d-1} \left( \frac{[2]^q}{1 + q^d(1 + t)^d} \right)^r (-1)^{\alpha_1 \cdots + \alpha_r} \chi(a_1) \cdots \chi(a_r) q^{\alpha_r} (1 + t)^{\alpha_1 \cdots + \alpha_r}. \]  
(2.13)

Thus, by (2.12) and (2.13), we get

\[ Ch_{n,x,q}^{(r)} = \int_X \cdots \int_X \chi(x_1) \cdots \chi(x_r) (x_1 + \cdots + x_r) d\mu_q(x_1) \cdots d\mu_q(x_r). \]  
(2.14)
From (2.14) and Theorem 2.2, we can drive
\[
\frac{Ch_{n,\chi,q}^{(r)}}{n!} = \int_X \cdots \int_X \chi(x_1) \cdots \chi(x_r) \left( \sum_{n=1}^{x_1 + \cdots + x_r} \right) d\mu_q(x_1) \cdots d\mu_q(x_r)
\]
\[
= \int_X \cdots \int_X \chi(x_1) \cdots \chi(x_r) \sum_{l_1=0}^{n-l_1} \sum_{l_2=0}^{n-l_1-l_2} \cdots \sum_{l_r-1=0}^{n-l_1-\cdots-l_{r-1}} \left( x_{r-1} \right)
\]
\[
\times \left( n - l_1 - \cdots - l_{r-1} \right) d\mu_q(x_1) \cdots d\mu_q(x_r)
\]
\[
= \sum_{l_1=0}^{n-l_1} \sum_{l_2=0}^{n-l_1-l_2} \cdots \sum_{l_{r-1}=0}^{n-l_1-\cdots-l_{r-1}} \frac{Ch_{l_1,\chi,q} Ch_{l_2,\chi,q} \cdots Ch_{l_{r-1},\chi,q} Ch_{n-l_1-\cdots-l_{r-1},\chi,q}}{l_1! \cdots l_{r-1}! (n-l_1-l_2-\cdots-l_{r-1})!}.
\]

Therefore, by (2.13), (2.14) and (2.15), we obtain the following theorem.

**Theorem 2.4.** For \( n \geq 0 \), we have
\[
Ch_{n,\chi,q}^{(r)} = \sum_{l_1=0}^{n-l_1} \sum_{l_2=0}^{n-l_1-l_2} \cdots \sum_{l_{r-1}=0}^{n-l_1-\cdots-l_{r-1}} \left( l_1, l_2, \ldots, l_{r-1}, n-l_1-\cdots-l_{r-1} \right)
\]
\[
\times Ch_{l_1,\chi,q} Ch_{l_2,\chi,q} \cdots Ch_{l_{r-1},\chi,q} Ch_{n-l_1-\cdots-l_{r-1},\chi,q}
\]
where \( (l_1, l_2, \ldots, l_r) = \frac{n!}{1! 2! \cdots r!} \).

From (2.14), we note that
\[
Ch_{n,\chi,q}^{(r)} = \int_X \cdots \int_X \chi(x_1) \cdots \chi(x_r) (x_1 + \cdots + x_r)^n d\mu_q(x_1) \cdots d\mu_q(x_r)
\]
\[
= \sum_{l=0}^{n} S_1(n, l) \int_X \chi(x_1) \cdots \chi(x_r) (x_1 + \cdots + x_r)^l d\mu_q(x_1) \cdots d\mu_q(x_r)
\]
\[
= \sum_{l=0}^{n} S_1(n, l) E_{l,\chi,q}^{(r)}.
\]

(2.16)

where \( E_{l,\chi,q}^{(r)} \) are the \( l \)-th generalized \( q \)-Euler numbers of order \( r \) attached to \( \chi \), which given by
\[
\left[ \frac{2}{1 + q^a e^{at}} \sum_{n=0}^{d-1} (-1)^n \chi(a) q^n e^{at} \right]^{(r)} = \sum_{n=0}^{\infty} E_{n,\chi,q}^{(r)} \frac{t^n}{n!}, \text{ (see [8]).}
\]

Therefore, by (2.16), we obtain the following theorem.

**Theorem 2.5.** For \( n \geq 0 \), we have
\[
Ch_{n,\chi,q}^{(r)} = \sum_{l=0}^{n} S_1(n, l) E_{l,\chi,q}^{(r)}.
\]
By replacing $t$ by $e^t - 1$ in (2.12), we can get
\[
\sum_{n=0}^{\infty} Ch_{n,\chi,q}^{(r)} \left(\frac{(e^t - 1)^n}{n!}\right)
= \sum_{a_1,\ldots,a_r=0}^{d-1} \left(\frac{[2]_q}{1 + q^d e^{at}}\right)^r (-1)^{a_1 + \cdots + a_r} \chi(a_1) \cdots \chi(a_r) q^{a_1 + \cdots + a_r} e^{(a_1 + \cdots + a_r)t}
\] (2.17)
and
\[
\sum_{n=0}^{\infty} Ch_{n,\chi,q}^{(r)} \left(\frac{(e^t - 1)^n}{n!}\right) = \sum_{n=0}^{\infty} Ch_{n,\chi,q}^{(r)} \left(\frac{S_2(m,n)}{n!}\right) \sum_{m=n}^{\infty} \frac{t^m}{m!}
\] (2.18)

Therefore, by (2.17) and (2.18), we obtain the following theorem.

**Theorem 2.6.** For $n \geq 0$, we have
\[
E_{n,\chi,q}^{(r)} = \sum_{n=0}^{m} Ch_{n,\chi,q}^{(r)} S_2(m,n).
\]

From (2.12), we can consider the generalized $q$-Changhee polynomials of order $r$ attached to $\chi$ as follows:
\[
\left(\sum_{a=0}^{d-1} \frac{[2]_q}{1 + q^d (1 + t)^r} x \chi(a) q^{a} (1 + t)^a\right)^r (1 + t)^x
= \sum_{a_1,\ldots,a_r=0}^{d-1} \left(\frac{[2]_q}{1 + q^d (1 + t)^r}\right)^r (-1)^{a_1 + \cdots + a_r} \chi(a_1) \cdots \chi(a_r) q^{a_1 + \cdots + a_r} (1 + t)^{a_1 + \cdots + a_r + x}
\] (2.19)
and
\[
\int_X \cdots \int_X \chi(x_1) \cdots \chi(x_r) (1 + t)^{x_1 + \cdots + x_r + x} d\mu_q(x_1) \cdots d\mu_q(x_r)
= \sum_{a_1,\ldots,a_r=0}^{d-1} \left(\frac{[2]_q}{1 + q^d (1 + t)^r}\right)^r (-1)^{a_1 + \cdots + a_r} \chi(a_1) \cdots \chi(a_r) q^{a_1 + \cdots + a_r} (1 + t)^{a_1 + \cdots + a_r + x}.
\]
Thus, we get
\[
Ch_{n,\chi,q}^{(r)}(x) = \int_X \cdots \int_X \chi(x_1) \cdots \chi(x_r) (x_1 + \cdots + x_r + x) d\mu_q(x_1) \cdots d\mu_q(x_r).
\] (2.20)
From (2.20), we have

\[ \begin{align*}
\int_X \cdots \int_X &\chi(x_1) \cdots \chi(x_r) (x_1 + \cdots + x_r + x)_{r} d\mu_q(x_1) \cdots d\mu_q(x_r) \\
= &\sum_{l=0}^{n} S_1(n, l) \int_X \cdots \int_X \chi(x_1) \cdots \chi(x_r) (x_1 + \cdots + x_r + x)^l d\mu_q(x_1) \cdots d\mu_q(x_r) \\
= &\sum_{l=0}^{n} S_1(n, l) \int_X \cdots \int_X \chi(x_1) \cdots \chi(x_r) (x_1 + \cdots + x_r + x)^l d\mu_q(x_1) \cdots d\mu_q(x_r) \\
= &\sum_{l=0}^{n} S_1(n, l) E^{(r)}_{i, \chi(q)}(x).
\end{align*} \]

(2.21)

Therefore, by (2.21), we obtain the following theorem.

**Theorem 2.7.** For \( n \geq 0 \), we have

\[ C_{n, \chi(q)}^{(r)}(x) = \sum_{l=0}^{n} S_1(n, l) E^{(r)}_{i, \chi(q)}(x). \]

In (2.19), by replacing \( t \) by \( e^t - 1 \), we can get

\[ \begin{align*}
\sum_{n=0}^{\infty} C_{n, \chi(q)}^{(r)}(x) \frac{(e^t - 1)^n}{n!} &= \left( \sum_{a=0}^{d-1} \frac{[\chi(a)]_q}{1 + q^a e^{at}} (-1)^a \chi(a) q^a e^{at} \right)^r e^{xt} \\
&= \sum_{m=0}^{\infty} E^{(r)}_{m, \chi(q)}(x) \frac{t^m}{m!}.
\end{align*} \]

(2.22)

and

\[ \sum_{n=0}^{\infty} C_{n, \chi(q)}^{(r)}(x) \frac{(e^t - 1)^n}{n!} = \sum_{m=0}^{\infty} \left( \sum_{n=0}^{m} C_{n, \chi(q)}^{(r)}(x) S_2(m, n) \right) \frac{t^m}{m!}. \]

(2.23)

Therefore, by (2.22) and (2.23), we obtain the following theorem.

**Theorem 2.8.** For \( n \geq 0 \), we have

\[ E^{(r)}_{m, \chi(q)}(x) = \sum_{n=0}^{m} C_{n, \chi(q)}^{(r)}(x) S_2(m, n). \]

As is well-known, the rising factorial is given by

\[ (x)^{(n)} = x(x + 1) \cdots (x + n - 1) = (-1)^n (-x)_n = \sum_{l=0}^{n} (-1)^{n-l} S_1(n, l)x^l, \]

(2.24)

where \( n \geq 0 \) (see [2, 11]).
of the second kind as follows:
\[
\hat{C}_{n,x,q}^{(r)} = \int \cdots \int \chi(x_1) \cdots \chi(x_r)(-x_1 - \cdots - x_r) \, d\mu_{-q}(x_1) \cdots d\mu_{-q}(x_r)
\]
\[
= \sum_{l=0}^{\infty} (-1)^l S_l(n, t) \int \chi(x_1) \cdots \chi(x_r)(x_1 + \cdots + x_r) \, d\mu_{-q}(x_1) \cdots d\mu_{-q}(x_r)
\]
\[
= \sum_{l=0}^{\infty} (-1)^l S_l(n, t) E_{l,n,x,q}^{(r)}.
\]

The generating function of \( \hat{C}_{n,x,q}^{(r)} \) is given by
\[
\sum_{n=0}^{\infty} \hat{C}_{n,x,q}^{(r)} \frac{t^n}{n!} = \int \cdots \int \chi(x_1) \cdots \chi(x_r)(1 + t)^{-x_1 - \cdots - x_r} \, d\mu_{-q}(x_1) \cdots d\mu_{-q}(x_r)
\]
(2.25)
\[
= \left( \sum_{n=0}^{d-1} \frac{[2]_q}{1 + q^d(1 + t)^d} (-1)^n \chi(a)q^n (1 + t)^a \right)^r (1 + t)^r.
\]

Now, we can observe that
\[
\sum_{n=0}^{d-1} \frac{[2]_q}{1 + q^d(1 + t)^d} (-1)^n \chi(a)q^n (1 + t)^a = \sum_{n=0}^{\infty} \sum_{m=0}^{n} \left( \frac{r}{m} \right) \hat{C}_{n-m,x,q}^{(r)} \frac{n!}{(n-m)!} \frac{t^n}{n!}
\]
(2.26)

Thus, by (2.25) and (2.26), we get
\[
\hat{C}_{n,x,q}^{(r)} = \sum_{m=0}^{n} m! \left( \frac{r}{m} \right) \binom{n}{m} \hat{C}_{n-m,x,q}^{(r)}.
\]
(2.27)

Therefore, by (2.27), we obtain the following theorem.

**Theorem 2.9.** For \( n \geq 0 \), we have
\[
\hat{C}_{n,x,q}^{(r)} = \sum_{m=0}^{n} m! \left( \frac{r}{m} \right) \binom{n}{m} \hat{C}_{n-m,x,q}^{(r)}.
\]

In (2.25), by replacing \( t \) by \( e^t - 1 \), we can get
\[
\sum_{n=0}^{\infty} \hat{C}_{n,x,q}^{(r)} \frac{(e^t - 1)^n}{n!} = \left( \sum_{n=0}^{d-1} \frac{[2]_q}{1 + q^d(e^t - 1)^d} (-1)^n \chi(a)q^n e^{at} \right)^r e^{rt}
\]
(2.28)
\[
= \sum_{m=0}^{\infty} E_{m,x,q}^{(r)} \frac{t^m}{m!},
\]

and
\[
\sum_{n=0}^{\infty} \hat{C}_{n,x,q}^{(r)} \frac{(e^t - 1)^n}{n!} = \sum_{m=0}^{\infty} \left( \sum_{n=0}^{m} \hat{C}_{n,x,q}^{(r)} S_2(m, n) \right) \frac{t^m}{m!}.
\]
(2.29)
Therefore, by (2.28) and (2.29), we obtain the following theorem.

**Theorem 2.10.** For \( n \geq 0 \), we have
\[
E_{m,\chi,q}^{(r)}(r) = \sum_{n=0}^{m} \widehat{C}_{n,\chi,q}^{(r)} S_2(m, n).
\]

Now, we define the generalized \( q \)-Changhee polynomials of order \( r \) attached to \( \chi \) of the second kind as follows:
\[
\widehat{C}_{n,\chi,q}^{(r)}(x) = \int_{X} \cdots \int_{X} \chi(x_1) \cdots \chi(x_r) (-x_1 - \cdots - x_r + x) \cdot d\mu_{-q}(x_1) \cdots d\mu_{-q}(x_r).
\]

Thus, by (2.30), we get
\[
\sum_{n=0}^{\infty} \widehat{C}_{n,\chi,q}^{(r)}(x) \frac{t^n}{n!} = \int_{X} \cdots \int_{X} \chi(x_1) \cdots \chi(x_r) (1 + t)^{-x_1 - \cdots - x_r + x} d\mu_{-q}(x_1) \cdots d\mu_{-q}(x_r).
\]

It is easy to show that
\[
\left( \sum_{a=0}^{d-1} \frac{[2]_{q^a}}{1 + q^a(1 + t)^d} (-1)^a \chi(a) q^a (1 + t)^a \right)^r (1 + t)^{x+r}.
\]

Therefore, by (2.31) and (2.32), we obtain the following theorem.

**Theorem 2.11.** For \( n \geq 0 \), we have
\[
\widehat{C}_{n,\chi,q}^{(r)}(x) = \sum_{m=0}^{n} m! \left( \begin{array}{c} x \\ m \end{array} \right) \left( \begin{array}{c} n \\ m \end{array} \right) \widehat{C}_{n-m,\chi,q}^{(r)}.
\]

By (2.30), we get
\[
\widehat{C}_{n,\chi,q}^{(r)}(x) = \sum_{l=0}^{n} (-1)^l S_1(n, l) \int_{X} \cdots \int_{X} \chi(x_1) \cdots \chi(x_r) (x_1 + \cdots + x_r - x) \cdot d\mu_{-q}(x_1) \cdots d\mu_{-q}(x_r)
\]

In (2.32), by replacing \( t \) by \( e^t - 1 \), we can get
\[
\sum_{n=0}^{\infty} \widehat{C}_{n,\chi,q}^{(r)}(x) \frac{(e^t - 1)^n}{n!} = \sum_{a=0}^{d-1} \frac{[2]_{q^a}}{1 + q^a e^{rt}} (-1)^a \chi(a) q^a e^{at} \right)^r e^{(x+r)t}
\]

\[
= \sum_{m=0}^{\infty} E_{m,\chi,q}^{(r)}(x + r) \frac{t^m}{m!}.
\]
and
\[
\sum_{n=0}^{\infty} \widehat{C}_{h,n,\chi,q}(x) \left( e^t - 1 \right)^n = \sum_{m=0}^{\infty} \left( \sum_{n=0}^{m} \widehat{C}_{h,n,\chi,q}(x) S_2(m,n) \right) \frac{t^m}{m!}.
\] (2.34)

Therefore, by (2.33) and (2.34), we obtain the following theorem.

**Theorem 2.12.** For \( n \geq 0 \), we have
\[
E_{m,\chi,q}^{(r)}(x + r) = \sum_{n=0}^{m} \widehat{C}_{h,n,\chi,q}(x) S_2(m,n).
\]
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The main purpose of the present paper is to investigate some properties of the certain class of sense-preserving \( p \)-valent harmonic mappings in the open unit disc \( D = \{ z \in \mathbb{C} | |z| < 1 \} \).

1 Introduction

Let \( \Omega_1 \) be the family of functions \( \varphi(z) \) which are analytic in the open unit disc \( D \), and satisfying the condition \( |\varphi(z)| < 1 \) for all \( z \in D \), and let \( \Omega_2 \) be the family of functions \( \phi(z) \) which are regular in \( D \) and satisfying the conditions \( \phi(0) = 0 \) and \( |\phi(z)| < 1 \) for every \( z \in D \). Denote by \( \mathcal{P}(p, n), p \geq 1, n \geq 1 \) the family of functions \( p(z) = p + p_1 z + \cdots \) which are regular in \( D \) and satisfying the condition \( \text{Re} p(z) > 0 \). Let \( s_1(z) = z + d_2 z^2 + \cdots \) and \( s_2(z) = z + e_2 z^2 + \cdots \) be analytic functions in \( D \). If there exists \( \phi(z) \in \Omega_2 \) such that \( s_1(z) = s_2(\phi(z)) \) for every \( z \in D \), then we say that \( s_1(z) \) is subordinate to \( s_2(z) \) and we write \( s_1 \prec s_2 \).

Specially, if \( s_2(z) \) is univalent in \( D \), then \( s_1 \prec s_2 \) if and only if \( s_1(D) \subset s_2(D) \), and \( s_1(0) = s_2(0) \) implies \( s_1(D_r) \subset s_2(D_r) \), where \( D_r = \{ z | |z| < r, 0 < r < 1 \} \) (see [1], [4]).

We denote by \( S(p, n) \) \( (p \geq 1 \text{ and } n \geq 1, \text{ integers}) \) the class of all regular and \( p \)-valent functions in \( D \), having the series expansion of the form

\[
s(z) = z^p + c_{np+1} z^{np+1} + c_{np+2} z^{np+2} + c_{np+3} z^{np+3} + \cdots + c_{np+m} z^{np+m} + \cdots \tag{1}
\]

for all \( z \in D \). It is clear that \( S(p, 1) \supset S(p, 2) \supset S(p, 3) \supset \cdots \supset S(p, m) \supset \cdots \).

Let \( S^*(p, n) \) \( (p \geq 1 \text{ and } n \geq 1 \text{ integers}) \) denote the class of functions of the form (1) which are regular in \( D \) and satisfying

\[
\text{Re} \left( z \frac{s'(z)}{s(z)} \right) > 0 \tag{2}
\]
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and
\[ \int_0^{2\pi} \text{Re} \left( \frac{s'(z)}{s(z)} \right) d\theta = 2pn\pi \]  \hspace{1cm} (3)
for every \( z \in \mathbb{D} \). A member of \( S^*(p, n) \) is called \( p \)-valent starlike function in the unit disc \( \mathbb{D} \).

Finally, a planar harmonic mapping in the open unit disc \( \mathbb{D} \) is a complex-valued harmonic function \( f \), which maps \( \mathbb{D} \) onto the some planar domain \( f(\mathbb{D}) \). Since \( \mathbb{D} \) is a simply connected domain, the mapping \( f \) has a canonical decomposition \( f = h + g \), where \( h(z) \) and \( g(z) \) are analytic in \( \mathbb{D} \) and have the following power series expansion
\[ h(z) = z^p + a_{np+1}z^{np+1} + a_{np+2}z^{np+2} + \cdots + a_{np+m}z^{np+m} + \cdots \]
and
\[ g(z) = b_{np}z^np + b_{np+1}z^{np+1} + b_{np+2}z^{np+2} + \cdots + b_{np+m}z^{np+m} + \cdots \]
where \( |b_{np}| < 1 \), \( p \geq 1 \) and \( n \geq 1 \) integers, \( a_{np+m} \), \( b_{np+m} \) \( \in \mathbb{C} \) and every \( z \in \mathbb{D} \). As usual, we call \( h(z) \) the analytic part and \( g(z) \) the co-analytic part of \( f \), respectively, and let the class of such harmonic mappings is denoted by \( \mathcal{SH}(p, n) \). Lewy (see [2]) proved in 1936 that the harmonic mapping \( f \) is locally univalent in \( \mathbb{D} \) if and only if its Jacobian \( J_f = |h'(z)|^2 - |g'(z)|^2 \) is strictly positive in \( \mathbb{D} \). In view of this result, locally univalent harmonic mappings in the open unit disc are either sense-reversing if \( |g'(z)| > |h'(z)| \) or sense-preserving if \( |g'(z)| < |h'(z)| \) in \( \mathbb{D} \). Throughout this paper, we restrict ourselves to the study of sense-preserving harmonic mappings. We also note that an elegant and complete treatment theory of the harmonic mapping is given Duren’s monograph (see [2]).

The main aim of this paper is to investigate the some properties of the following class
\[ S^*\mathcal{H}(p, n) = \left\{ f = h + g \in \mathcal{SH}(p, n) | w(z) = \frac{g'(z)}{h'(z)} < b_{np} \frac{1 + \phi(z)}{1 - \phi(z)}, \phi(z) = z^n\psi(z), \psi(z) \in \Omega_1, h(z) \in S^*(p, n), z \in \mathbb{D} \right\} \]
and for this aim we need the following lemma

Lemma 1.1 ([3]) Let \( w(z) = a_n z^n + a_{n+1} z^{n+1} + a_{n+2} z^{n+2} + \cdots (a_n \neq 0, n \geq 1) \) be analytic in \( \mathbb{D} \). If the maximum value of \( |w(z)| \) on the circle \( |z| = r < 1 \) is attained at \( z = z_0 \), then we have \( z_0 w'(z_0) = pw(z_0) \) where \( p \geq n \) and every \( z \in \mathbb{D} \).

2 Main Results

Lemma 2.1 If \( p(z) \in \mathcal{P}(p, n) \) then
\[ p(z) = p \frac{1 + z^n \psi(z)}{1 - z^n \psi(z)}, z \in \mathbb{D} \]  \hspace{1cm} (4)
where $\psi(z) \in \Omega_1$.

**Proof.** Consider the function $H(z)$ such that

$$H(z) = \frac{p(z)}{p}, \quad z \in \mathbb{D}$$

where $p(z) \in \mathcal{P}(p, n)$. So, that $H(z)$ is regular and satisfies the conditions $\text{Re}H(z) > 0$ and $H(0) = 1$ in $\mathbb{D}$. Let $\varphi(z) = (1 + H(z))/(1 - H(z))$, then $\varphi(z)$ is regular and $|\varphi(z)| < 1$ in the unit disc $\mathbb{D}$, and also $\varphi(z)$ has $n^{th}$ order zero at the origin. Hence, $\varphi(z) = z^n \psi(z)$ where $\psi(z)$ in $\Omega_1$ for all $z \in \mathbb{D}$. Expressing $H(z)$ in terms of $\varphi(z)$ we have

$$H(z) = \frac{1 + \varphi(z)}{1 - \varphi(z)}, \quad z \in \mathbb{D}. \quad (6)$$

Thus,

$$H(z) = \frac{p(z)}{p} = \frac{1 + \varphi(z)}{1 - \varphi(z)} = \frac{1 + z^n \psi(z)}{1 - z^n \psi(z)}$$

or

$$p(z) = p\frac{1 + z^n \psi(z)}{1 - z^n \psi(z)}$$

for all $z \in \mathbb{D}$.

**Lemma 2.2** Let $f = h + \overline{g}$ be an element of $\mathcal{S}^* \mathcal{H}(p, n)$, then

$$|w(z) - \frac{b_{np}(1 - r^{2m})}{1 - |b_{np}|^2 r^{2m}}| \leq \frac{(1 - |b_{np}|^2)r^m}{1 - |b_{np}|^2 r^{2m}}, \quad |z| = r < 1 \quad (7)$$

where $m = np - p + 1$.

**Proof.** Since $f = h + \overline{g} \in \mathcal{S}^* \mathcal{H}(p, n)$, then

$$w(z) = \frac{g'(z)}{h'(z)} = \frac{(b_{np}z^p + b_{np+1}z^{np+1} + b_{np+2}z^{np+2} + \ldots)'}{(z^p + a_{np+1}z^{np+1} + a_{np+2}z^{np+2} + \ldots)'} = \frac{b_{np} + (np+1)b_{np+1}z^{np+1} + \ldots}{1 + (np+1)a_{np+1}z^{np+1} + \ldots}$$

so that $w(0) = b_{np}$. On the other hand, because of the sense-preserving property we have that $|w(z)| < 1$ for every $z \in \mathbb{D}$. Thus, the function defined by

$$\phi(z) = \frac{w(z) - w(0)}{1 - w(0)w(z)}, \quad z \in \mathbb{D}$$

satisfies the conditions of Schwarz Lemma (see [1]). Therefore, we have the following subordination relation

$$w(z) = \frac{b_{np} + \phi(z)}{1 + b_{np}\phi(z)} \quad \text{if and only if} \quad w(z) < \frac{b_{np} + z^m}{1 + b_{np}z^m}, \quad z \in \mathbb{D}. \quad (8)$$
It is easy to see that the linear transformation $\frac{b_{np}z^m}{1+b_{np}z^m}$ maps $|z| = r$ onto the circle with the center $C(r) = \left(\frac{\alpha_1(1-r^{2m})}{1-b_{np}r^{2m}}, \frac{\alpha_2(1-r^{2m})}{1-b_{np}r^{2m}}\right)$ and having the radius $\rho(r) = \frac{(1-|b_{np}|^2)r^m}{1-|b_{np}|r^{2m}}$, where $\alpha_1 = \text{Re} b_{np}$ and $\alpha_2 = \text{Im} b_{np}$, then we can write

$$|w(z) - \frac{b_{np}(1-r^{2m})}{1-b_{np}r^{2m}}| \leq \frac{(1-|b_{np}|^2)r^m}{1-|b_{np}|r^{2m}}$$

for all $|z| = r < 1$. As a simple consequence of Lemma 2.2, we give the following corollary.

**Corollary 2.3** If $f = h(z) + \overline{g(z)} \in S^*(p, n)$, then

$$\frac{|b_{np}| - r^n}{1 - |b_{np}|r^n} \leq |w(z)| \leq \frac{|b_{np}| + r^n}{1 + |b_{np}|r^n},$$

$$\frac{(1 - r^n)(1 - |b_{np}|)}{1 + |b_{np}|r^n} \leq 1 - |w(z)| \leq \frac{(1 + r^n)(1 - |b_{np}|)}{1 + |b_{np}|r^n}$$

and

$$\frac{(1 - |b_{np}|^2)(1 - r^{2n})}{(1 + |b_{np}|r^n)^2} \leq 1 - |w(z)|^2 \leq \frac{(1 - |b_{np}|^2)(1 - r^{2n})}{(1 - |b_{np}|r^n)^2},$$

for all $|z| = r < 1$.

**Theorem 2.4** Let $s(z)$ be an element of $S^*(p, n)$, then the inequalities

$$\frac{r^p}{(1 + r^n)^{2p/n}} \leq |s(z)| \leq \frac{r^p}{(1 - r^n)^{2p/n}} \tag{9}$$

and

$$\frac{pr^{p-1}(1 - r^n)}{(1 + r^n)^{(2p/n)+1}} \leq |s'(z)| \leq \frac{pr^{p-1}(1 + r^n)}{(1 - r^n)^{(2p/n)+1}} \tag{10}$$

hold for every $|z| = r < 1$.

**Proof.** Since $f = h(z) + \overline{g(z)} \in S^*(p, n)$ then we have $z^p s'(z) s(z) \leq \frac{r^{p+n}}{1-r^n}$ for all $z$ in $\mathbb{D}$. Therefore, the inequality $\left|z^p s'(z) s(z) \frac{r^{p+n}}{1-r^n}\right| \leq \frac{2pr^n}{1-r^n}$ holds for every $|z| = r < 1$. Thus, we have

$$\frac{p(1 - r^n)}{1 + r^n} \leq \left|z^p s'(z) s(z)\right| \leq \frac{p(1 + r^n)}{1 - r^n} \tag{11}$$

or

$$\frac{p(1 - r^n)}{1 + r^n} \leq \text{Re} \left(z^p s'(z) s(z)\right) \leq \frac{p(1 + r^n)}{1 - r^n} \tag{12}$$
for all $|z| = r < 1$. It is fact that

$$\text{Re} \left( \frac{z s'(z)}{s(z)} \right) = r \frac{\partial}{\partial r} \log |s(z)|$$  \hspace{1cm} (13)

true for every $|z| = r < 1$. Considering (12) and (13) together we obtain

$$\frac{p(1 - r^n)}{r(1 + r^n)} \leq \frac{\partial}{\partial r} \log |s(z)| \leq \frac{p(1 + r^n)}{r(1 - r^n)}, \quad |z| = r < 1.$$  \hspace{1cm} (14)

Integrating (14), we get (9). On the other hand the inequality (11) can be written in the form

$$\frac{p(1 - r^n)}{r(1 + r^n)} |s(z)| \leq |s'(z)| \leq \frac{p(1 + r^n)}{r(1 - r^n)} |s(z)|, \quad |z| = r < 1.$$  \hspace{1cm} (15)

Using (9) in (15) we get (10).

**Theorem 2.5** Let $f = h(z) + \overline{g(z)}$ be an element of $S^* \mathcal{H}(p, n)$, then

$$\frac{g(z)}{h(z)} = b_{np} \frac{1 + \phi(z)}{1 - \phi(z)}$$

where $|b_{np}| < 1$, $\phi(z) = z^n \psi(z)$ and $\psi(z) \in \Omega_1$ for every $z \in \mathbb{D}$.

**Proof.** Since $f = h(z) + \overline{g(z)} \in S^* \mathcal{H}(p, n)$, we can write

$$w(\mathbb{D}_r) = \left\{ z \in \mathbb{C} : \left| \frac{g'(z)}{h'(z)} - b_{np} \frac{1 + r^n}{1 - r^n} \right| \leq \frac{2|b_{np}|r^n}{1 - r^{2n}}, \quad |z| = r < 1 \right\}.$$  \hspace{1cm} (16)

On the other hand, since $h(z)$ is an element of $S^*(p, n)$, the value of $h(z)/(zh'(z))$ at a point $z_1$ on the circle $|z| = r$ is

$$\frac{h(z_1)}{z_1 h'(z_1)} = \frac{1 - r^n}{p(1 + r^n)}.$$  \hspace{1cm} (17)

Now, we define the function

$$\frac{g(z)}{h(z)} = \frac{1 + \phi(z)}{1 - \phi(z)},$$  \hspace{1cm} (18)

where $\phi(z) = z^n \psi(z)$, $\psi(z) \in \Omega_1$ and $z \in \mathbb{D}$, then $\phi(z)$ analytic in $\mathbb{D}$ and $\phi(0) = 0$. We need to show that $|\phi(z)| < 1$ for all $z \in \mathbb{D}$. Assume to the contrary, that there exists a $z_1 \in \mathbb{D}$ such that $|\phi(z_1)| = 1$. If we take the derivative of (18) and after simple calculations we get

$$w(z) = \frac{g'(z)}{h'(z)} = b_{np} \left( \frac{1 + \phi(z)}{1 - \phi(z)} + \frac{2z \phi'(z)}{(1 - \phi(z))^2} \frac{h(z)}{zh'(z)} \right), \quad z \in \mathbb{D}.$$
Considering (12), (13), (15) and Lemma 1.1 together we obtain that
\[ w(z_1) = \frac{g'(z_1)}{h'(z_1)} = b_{np} \left( 1 + \phi(z_1) \right) \left( 1 - \phi(z_1) \right) + \frac{2p\phi'(z_1)}{(1 - \phi(z_1))r} \left( 1 - r^n \right) \notin w(D_r), |z| = r. \]

But this is a contradiction, therefore, $|\phi(z)| < 1$ for all $z \in \mathbb{D}$. Thus, for a function $f = h(z) + \overline{g(z)}$ in $S^*(p, n)$ we have
\[ \frac{g(z)}{h(z)} = b_{np} \frac{1 + \phi(z)}{1 - \phi(z)}, \quad z \in \mathbb{D}. \]

**Corollary 2.6** Let $f = h(z) + \overline{g(z)}$ be an element of $S^*(p, n)$, then
\[ \frac{p|b_{np}|r^{p-1}(1 - r^n)^2}{(1 + r^n)^{\frac{2p}{np}+2}} \leq |g'(z)| \leq \frac{p|b_{np}|r^{p-1}(1 + r^n)^2}{(1 - r^n)^{\frac{2p}{np}+2}}, \tag{19} \]
and
\[ \frac{|b_{np}|r^p(1 - r^n)}{1 + r^n} \leq |g(z)| \leq \frac{|b_{np}|r^p(1 + r^n)}{1 - r^n}, \tag{20} \]
for every $|z| = r < 1$.

**Proof.** Using the definition of the class $S^*(p, n)$ and Theorem 2.5, we obtain
\[ \left| \frac{|b_{np}|(1 - r^n)}{1 + r^n} h'(z) \right| \leq |g'(z)| \leq \left| \frac{|b_{np}|(1 + r^n)}{1 - r^n} h'(z) \right| \]
and
\[ \left| \frac{|b_{np}|(1 - r^n)}{1 + r^n} h(z) \right| \leq |g(z)| \leq \left| \frac{|b_{np}|(1 + r^n)}{1 - r^n} h(z) \right| \]
for all $z \in \mathbb{D}$. If we use Theorem 2.4 in the last inequalities we obtain (19) and (20).

**Corollary 2.7** If $f = h(z) + \overline{g(z)} \in S^*(p, n)$, then
\[ \frac{p^2r^{2(p-1)}(1 - r^n)^3(1 + |b_{np}|^2)}{(1 + r^n)^{\frac{2p}{np}+1}(1 + |b_{np}|^2)^2} \leq J_f \leq \frac{p^2r^{2(p-1)}(1 + r^n)^3(1 - |b_{np}|^2)}{(1 - r^n)^{\frac{2p}{np}+1}(1 - |b_{np}|^2)^2}, \quad |z| = r < 1. \]

This corollary is a simple consequence of Corollary 2.3, Theorem 2.4 and the following equalities
\[ J_f = |h'(z)|^2 - |g'(z)|^2 = |h'(z)|^2(1 - |w(z)|^2), \quad z \in \mathbb{D}. \]

**Corollary 2.8** Let $f = h(z) + \overline{g(z)}$ be an element of $S^*(p, n)$, then
\[ p(1 - |b_{np}|) \int \frac{r^{p-1}(1 - r^n)^2}{(1 + r^n)^{\frac{2p}{np}+1}(1 + |b_{np}|^r)^n} dr \leq |f| \]
\[ \leq p(1 + |b_{np}|) \int \frac{r^{p-1}(1 + r^n)^2}{(1 - r^n)^{\frac{2p}{np}+1}(1 + |b_{np}|^r)^n} dr \]
This corollary is a simple consequence of Corollary 2.3, Theorem 2.4 and the following inequalities
\[ |h'(z)|(1 - |w(z)|)|dz| \leq |df| \leq |h'(z)|(1 + |w(z)|)|dz|, \quad z \in \mathbb{D}. \]
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Robust Stabilization Based on Periodic Observers for LDP Systems
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Abstract

In this paper, the problem of robust stabilization based on observers for linear discrete-time periodic (LDP) systems is studied. It is proofed that principle of separating exists in this type of systems. Based on this, periodic controllers and periodic state observers can be builded independently. Utilizing parametric poles assignment algorithm and robust performance index, an algorithm of robust stabilization based on periodic observers is proposed. A numerical example is employed to verify the effectiveness of the presented approaches.
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1 Introduction

The analysis and control of linear discrete periodic (LDP) systems have long been interesting problems in the control fields, because LDP systems, such as cyclostationary process, and multirate digital control which occur in control systems, arise often in nature and in engineering ([1]). Thus, this type of systems have been widely researched (see [2]-[8] and references therein). The lifting technique and the cyclic technique are used to carry out such analysis studies, since they can preserve the system’s algebraic structure and norms. Based on their lifted LTI reformulation, structural properties such as observability, reachability, detectability, and stabilizability are analyzed [9].

Periodic linear systems have received renewed interested in recent years. For example, semi-global stabilization of discrete-time periodic systems subject to actuator saturation is investigated in [10] by solutions to a parametric periodic Lyapunov equation, stability and stabilization of discrete-time periodic linear systems with actuator saturation is studied in [11] via periodic invariant set, stabilization of continuous-time periodic linear systems is solved in [12] via a periodic Lyapunov equation based approach, $L_\infty$ and $L_2$ semi-global stabilization of continuous-time periodic linear systems with bounded controls is studied in [13], and stabilization of periodic systems with input and output delays is investigated in [14]. For more related recent work on the control of periodic systems, interested readers may refer to the references cited in [10, 11, 12] and [13].

In engineering, it is usually required to stabilize an unstable periodic motion or a critically stable periodic motion by using proper control. The stabilization problem has a fundamental importance in engineering, and hence the stabilization of periodic motions of dynamic systems has drawn much attention over the past years (see [11]-[15] and references therein). Observers can extract real-time information of a plant’s internal state from its input-output data. Therefore, Observer-based control has been widely investigated (e.g., [16]-[21]).

In this paper, we investigate the problem of robust stabilization for uncertain LDP systems. On the problem of observer based control without robustness considerations, a trivial result has been present at [22]. According to the principle of separating, the problem of stabilization based on observer is converted into problems of stabilizing an argumented system and designing a periodic observer respectively. By adopting parametric poles assignment approach combined with a sensitivity index, robust stabilization problem is solved. Two
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detailed algorithms are presented and an example is utilized to illustrate the design procedures proposed in this paper.

**Notation 1** The superscripts "T" and "-1" stand for matrix transposition and matrix inverse, respectively; \( \mathbb{R}^n \) denotes the n-dimensional Euclidean space; \( \{i,i+1,\ldots,j-1,j\} \); For a square time-varying matrix \( A(t), t = 0,1,\cdots \), we denote \( \Phi_A(j,i) = A(j-1)A(j-2)\cdots A(i) \) for \( j > i \) and \( \Phi_A(i,i) = I \); The notation \( \| \cdot \|_F \) is Frobenius norm.

## 2 Preliminaries

Consider LDP systems with the following state space representation

\[
\begin{aligned}
  x(t+1) &= A(t)x(t) + B(t)u(t) \\
  y(t) &= C(t)x(t)
\end{aligned}
\]  

\( (1) \)

where \( t \in \mathbb{Z} \), the set of integers, \( x(t) \in \mathbb{R}^n \), \( u(t) \in \mathbb{R}^r \) and \( y(t) \in \mathbb{R}^m \) are respectively the state vector, the input vector and the output vector, \( A(t), B(t), C(t) \) are matrices of compatible dimensions satisfying

\[
A(t+T) = A(t), \quad B(t+T) = B(t), \quad C(t+T) = C(t).
\]

In case that the state of system (1) can be measured, by periodic feedback control law

\[
u(t) = K(t)x(t) + v(t), \quad K(t+T) = K(t), \quad K(t) \in \mathbb{R}^{r \times n}
\]

(2)

where \( v(t) \) is the reference input, we can obtain the following combined system with period \( T \)

\[
\begin{aligned}
  x(t+1) &= (A(t) + B(t)K(t))x(t) + B(t)v(t) \\
  y(t) &= C(t)x(t)
\end{aligned}
\]

(3)

When there exists some restrictions in practice, the state of system (1) can not be gotten by hardware, but the input \( u(t) \) and the output \( y(t) \) can be measured. In this case, we need build another periodic system giving an asymptotic estimation of system states. The system with the following form can be adopted:

\[
\begin{aligned}
  \dot{x}(t+1) &= A(t)\dot{x}(t) + B(t)u(t) + L(t)(C(t)\dot{x} - y(t)) \\
  \dot{x}(0) &= \dot{x}_0
\end{aligned}
\]

(4)

where \( \dot{x} \in \mathbb{R}^n \) and \( L(t) \in \mathbb{R}^{n \times m} \), \( t \in \mathbb{Z} \) are real matrices of period \( T \).

Utilizing observer (4), we can build a periodic control law based on the observed states as

\[
u(t) = K(t)\dot{x}(t) + v(t)
\]

(5)

such that the combined system meets some control aims, e.g., stability.

Similar to its LTI counterpart, for LDP systems, we present a simple existence condition of observers and omit its proof.

**Proposition 1** There exist matrices \( L(t), t \in 0, T - 1 \) such that system (4) becomes a full order state observer of system (1) if and only if periodic matrix pairs \( (A(t), C(t)) \) are detectable. In this case, we only need to choose \( L(t), t \in 0, T - 1 \) such that matrix

\[
\Phi_{A+LC}(T,0) = (A(T-1) + L(T-1)C(T-1))(A(T-2) + L(T-2)C(T-2))\cdots (A(0) + L(0)C(0))
\]

is stable.

Plugging (5) into (4) gives

\[
\begin{aligned}
  \dot{x}(t+1) &= (A(t) + L(t)C(t))\dot{x}(t) - L(t)y(t) + B(t)u(t) \\
  u(t) &= K(t)\dot{x}(t) + v(t)
\end{aligned}
\]

(6)
Integrating control law (6) into system (1), we can get
\[
\begin{align*}
\begin{bmatrix}
  x(t + 1) \\
  \dot{x}(t + 1)
\end{bmatrix}
&= \begin{bmatrix}
  A(t) & B(t)K(t) \\
  -L(t)C(t) & F(t) + B(t)K(t)
\end{bmatrix}
\begin{bmatrix}
  x(t) \\
  \dot{x}(t)
\end{bmatrix}
+ \begin{bmatrix}
  B(t) \\
  B(t)
\end{bmatrix} v(t) \\
\end{align*}
\]
where \( F(t) = A(t) + L(t)C(t). \)

With the preparation, the stabilization problem of system (1) based on observers can be formed as the following:

**Problem 1** Given a completely observable and reachable LDP system (1), find matrices \( L(t) \in \mathbb{R}^{n \times m}, t \in 0, T - 1 \) and \( K(t) \in \mathbb{R}^{r \times n}, t \in 0, T - 1 \), such that the augmented system (7) is stable.

Because of the inaccuracy of modelling and the influence of their internal perturbation and external disturbance from environment, unavoidably, system model has uncertainties, leading to the necessity of the study of robustness for LDP systems. Robust stabilization of system (1) based on observers can be formed as follows:

**Problem 2** Given a completely observable and reachable LDP system (1), find matrices \( L(t) \in \mathbb{R}^{n \times m}, t \in 0, T - 1 \) and \( K(t) \in \mathbb{R}^{r \times n}, t \in 0, T - 1 \), such that the augmented system (7) is stable and as insensitive as possible to small changes of system data.

3 Main result

Consider the following LDP system
\[
\begin{align*}
\begin{bmatrix}
  x(t + 1) \\
  \dot{x}(t + 1)
\end{bmatrix}
&= \begin{bmatrix}
  \tilde{A}(t)x(t) + \tilde{B}(t)u(t) \\
  \tilde{C}(t)x(t)
\end{bmatrix} \\
\end{align*}
\]
where the system data possess the same dimensions with that of system (1).

**Lemma 1** Given two LDP systems (1) and (8). If there exists a nonsingular matrix \( P \) satisfying
\[
\tilde{A}(t) = PA(t)P^{-1}, \quad \tilde{B}(t) = PB(t), \quad \tilde{C}(t) = C(t)P^{-1},
\]
then the lifted systems of this two systems are equivalent.

**Proof.** Lifting system (1) gives the following LTI system
\[
\begin{align*}
\begin{bmatrix}
  x^L(t + 1) \\
  \dot{x}^L(t)
\end{bmatrix}
&= \begin{bmatrix}
  A^Lx^L(t) + B^Lu^L(t) \\
  C^Lx^L(t)
\end{bmatrix}, \\
\end{align*}
\]
where
\[
A^L = A(T - 1)A(T - 2) \cdots A(0),
\]
\[
B^L = \begin{bmatrix}
  A(T - 1)A(T - 2) \cdots A(1)B(0) & \cdots & A(T - 1)B(T - 2) & B(T - 1)
\end{bmatrix},
\]
\[
C^L = \begin{bmatrix}
  C(0) \\
  C(1)A(0) \\
  \vdots \\
  C(T - 1)A(T - 2) \cdots A(0)
\end{bmatrix}.
\]
Lifting system (8) gives the following LTI system

\[
\begin{align*}
    x^L(t+1) &= \tilde{A}^L x^L(t) + \tilde{B}^L u^L(t) \\
    y^L(t) &= \tilde{C}^L x^L(t)
\end{align*}
\]

where

\[
\tilde{A}^L = \tilde{A}(T-1)\tilde{A}(T-2)\cdots\tilde{A}(0),
\]

\[
\tilde{B}^L = \begin{bmatrix}
    \tilde{A}(T-1)\tilde{A}(T-2)\cdots\tilde{A}(1)\tilde{B}(0) & \cdots & \tilde{A}(T-1)\tilde{B}(T-2) & \tilde{B}_{T-1}
\end{bmatrix},
\]

\[
\tilde{C}^L = \begin{bmatrix}
    \tilde{C}(0) \\
    \tilde{C}(1)\tilde{A}(0) \\
    \vdots \\
    \tilde{C}(T-1)\tilde{A}(T-2)\cdots\tilde{A}(0)
\end{bmatrix}.
\]

According to (9), we get

\[
\tilde{A}^L = \tilde{A}(T-1)\tilde{A}(T-2)\cdots\tilde{A}(0) = PA(T-1)P^{-1}PA(T-2)P^{-1}\cdots PA(0)P^{-1} = PA^L P^{-1},
\]

\[
\tilde{B}^L = \begin{bmatrix}
    \tilde{A}(T-1)\tilde{A}(T-2)\cdots\tilde{A}(1)\tilde{B}(0) & \cdots & \tilde{A}(T-1)\tilde{B}(T-2) & \tilde{B}(T-1)
\end{bmatrix} = \begin{bmatrix}
    P A(T-1)A(T-2)\cdots A(1)B(0) & \cdots & P A(T-1)B(T-2) & PB(T-1)
\end{bmatrix} = PB^L,
\]

\[
\tilde{C}^L = \begin{bmatrix}
    \tilde{C}(0) \\
    \tilde{C}_1\tilde{A}(0) \\
    \vdots \\
    \tilde{C}(T-1)\tilde{A}(T-2)\cdots\tilde{A}(0)
\end{bmatrix} = \begin{bmatrix}
    C(0)P^{-1} \\
    C_1A(0)P^{-1} \\
    \vdots \\
    C(T-1)A(T-2)\cdots A(0)P^{-1}
\end{bmatrix} = C^L P^{-1}.
\]

Thus, we can see the lifted systems (10) and (11) are algebraically equivalent, which means the equivalence between system (1) and system (8).

By virtue of this conclusion, we can form the following Theorem.

**Theorem 1** Consider systems (3) and (7). The eigenvalue set of system (7) are composed by sets \(\sigma(\Phi_{A+BK}(T,0))\) and \(\sigma(\Phi_F(T,0))\) corresponding to systems (3) and (4), respectively.

**Proof.** Let

\[
P = \begin{bmatrix}
    I & 0 \\
    -I & I
\end{bmatrix}.
\]

It is easily computed that

\[
P^{-1} = \begin{bmatrix}
    I & 0 \\
    I & I
\end{bmatrix}.
\]
Therefore,

\[ P \begin{bmatrix} A(t) & B(t)K(t) \\ -L(t)C(t) & F(t) + B(t)K(t) \end{bmatrix} P^{-1} = \begin{bmatrix} A(t) + B(t)K(t) & B(t)K(t) \\ 0 & F(t) \end{bmatrix}, \]

\[ P \begin{bmatrix} B(t) \\ B(t) \end{bmatrix} = \begin{bmatrix} B(t) \\ 0 \end{bmatrix}, \]

\[ \begin{bmatrix} C(t) & 0 \end{bmatrix} P^{-1} = \begin{bmatrix} C(t) & 0 \end{bmatrix}. \]

By lemma 1, system (7) and the following system have equivalent lifted systems

\[ \left( \begin{bmatrix} A(t) + B(t)K(t) & B(t)K(t) \\ 0 & F(t) \end{bmatrix}, \begin{bmatrix} B(t) \\ 0 \end{bmatrix}, \begin{bmatrix} C(t) & 0 \end{bmatrix} \right). \] (12)

Thus, all the eigenvalues of the two lifted systems are the same. Since eigenvalues of LDP systems are defined to be eigenvalues of their lifted system, the proof is completed.

We call the above result as principle of separating for LDP systems. It is shown that the introduction of full order state observers has no influence on the stability of the close-loop system by state feedback law (2). At the same time, the introduction of state feedback has no influence on the designed observers. By this theorem, when discussing the problem of stabilizing LDP systems based on observers, periodic control laws and periodic observers can be designed independently. The work remaining is to find matrices \( K(t) \) and \( L(t) \) such that matrix \( \Phi_{A+BK}(T,0) \) and matrix \( \Phi_F(T,0) \) are stable respectively. Here, we adopt poles assignment approach.

Let \( A^L \) and \( B^L \) denote the lifted system matrices corresponding to periodic matrix pair \( (A(\cdot),C(\cdot)) \), \( A^{LT} \) and \( C^{LT} \) denote the lifted system matrices corresponding to periodic matrix pair \( (A^T(\cdot),C^T(\cdot)) \), and matrices \( F \) and \( G \) are real matrices possessing the desired pole set of matrices \( \Phi_{A+BK}(T,0) \) and matrix \( \Phi_F(T,0) \) respectively. Introducing the following polynomial matrix factorizations:

\[ (zI - A^L)^{-1}B^L = N(z)D^{-1}(z) \] (13)

\[ (zI - A^{LT})^{-1}C^{LT} = H(z)L^{-1}(z) \] (14)

where \( N(z) \in \mathbb{R}^{n \times Tr} \), \( D(z) \in \mathbb{R}^{Tr \times Tr} \) are right coprime matrix polynomials in \( z \), and \( H(z) \in \mathbb{R}^{n \times Tm} \), \( L(z) \in \mathbb{R}^{Tm \times Tm} \) are the same. If we denote

\[ D(z) = [d_{ij}(z)]_{Tr \times Tr}, N(z) = [n_{ij}(z)]_{n \times Tr} \]

\[ H(z) = [h_{ij}(z)]_{Tm \times Tm}, L(z) = [l_{ij}(z)]_{n \times Tm} \]

and \( \alpha = \max \{ \alpha_1, \alpha_2 \}, \beta = \max \{ \beta_1, \beta_2 \} \), where

\[ \alpha_1 = \max_{i,j \in 1,Tr} \{ \deg(d_{ij}(z)) \} \]

\[ \alpha_2 = \max_{i \in T, \pi, j = 1, Tr} \{ \deg(n_{ij}(z)) \} \]

\[ \beta_1 = \max_{i,j \in 1,Tm} \{ \deg(h_{ij}(z)) \} \]

\[ \beta_2 = \max_{i \in T, \pi, j = 1, Tm} \{ \deg(l_{ij}(z)) \} \]

then \( N(z) \) and \( D(z) \) can be rewritten as

\[ \begin{cases} N(z) = \sum_{i=0}^{\alpha} N_iz^i, N_i \in \mathbb{C}^{n \times Tr} \\ D(z) = \sum_{i=0}^{\alpha} D_iz^i, D_i \in \mathbb{C}^{Tr \times Tr} \end{cases} \] (15)
$H(z)$ and $L(z)$ can be rewritten as

$$
\begin{align*}
H(z) &= \sum_{i=0}^{\beta} H_i z^i, \quad H_i \in \mathbb{C}^{n \times T_m} \\
L(z) &= \sum_{i=0}^{\beta} L_i z^i, \quad L_i \in \mathbb{C}^{T_m \times T_m}
\end{align*}
$$

(16)

Denote

$$
\begin{align*}
V_K(Z_1) &= N_0 Z_1 + N_1 Z_1 F + \cdots + N_\alpha Z_1 F^\alpha \\
W_K(Z_1) &= D_0 Z_1 + D_1 Z_1 F + \cdots + D_\alpha Z_1 F^\alpha \\
V_L(Z_2) &= H_0 Z_2 + H_1 Z_2 G + \cdots + H_\beta Z_2 G^\beta \\
W_L(Z_2) &= L_0 Z + L_1 Z_2 G + \cdots + L_\beta Z_2 G^\beta
\end{align*}
$$

(17)

and

$$
\begin{align*}
Z_1 &= \left\{ Z_1 \mid \det \left( \sum_{i=0}^{\alpha} N_i Z_1 F^i \right) \neq 0 \right\} \\
Z_2 &= \left\{ Z_2 \mid \det \left( \sum_{i=0}^{\beta} H_i Z_2 G^i \right) \neq 0 \right\}
\end{align*}
$$

(19)

(20)

where $Z_1$ and $Z_2$ are arbitrary parameter matrices with compatible dimensions.

Let

$$
\begin{align*}
X(Z_1) &= W_K(Z_1) V_K^{-1}(Z_1) = \begin{bmatrix} X_0^T & X_1^T & \cdots & X_{T-1}^T \end{bmatrix}^T \\
Y(Z_2) &= W_L(Z_2) V_L^{-1}(Z_2) = \begin{bmatrix} Y_0^T & Y_1^T & \cdots & Y_{T-1}^T \end{bmatrix}^T
\end{align*}
$$

(21)

(22)

where $Z_1 \in Z_1$ and $Z_2 \in Z_2$.

According to theorem 1 in this paper and the theorem 1 of literature [23], we have the following conclusion.

**Theorem 2** For given LDP system (1) and stable real constant matrices $F, G$ with compatible dimensions and the desired poles, if $V_K(Z_1)$ and $W_K(Z_1)$ are given by (17), $V_L(Z_2)$ and $W_L(Z_2)$ are given by (18), $X_i$, $i \in 0, T - 1$ and $Y_i$, $i \in 0, T - 1$ are given by (21) and (22) respectively, then the whole set of solutions to Problem 1 can be given by (23) and (24).

$$
K = \begin{bmatrix}
K(0) \\
K(1) \\
\vdots \\
K(T - 1)
\end{bmatrix}, \quad X(Z_1) = W_K(Z_1) V_K^{-1}(Z_1), \quad Z_1 \in Z_1 \\
K(0) = [X_0]^T, \\
K(t) = \left[ X_{t+1} \prod_{j=0}^{t-1} (A(j) + B(j)K(j))^{-1} \right]^T, \quad t \in 1, T - 1
$$

(23)

$$
L = \begin{bmatrix}
L(0) \\
L(1) \\
\vdots \\
L(T - 1)
\end{bmatrix}, \quad Y(Z_2) = W_L(Z_2) V_L^{-1}(Z_2), \quad Z_2 \in Z_2 \\
L(0) = [Y_0]^T, \\
L(t) = \left[ Y_{t+1} \prod_{j=0}^{t-1} (A^T(j) + C^T(j)L^T(j))^{-1} \right]^T, \quad t \in 1, T - 1
$$

(24)

Based upon theorem 2, an algorithm for solving problem 1 follows.

**Algorithm 1** *(Stabilization of LDP systems)*

1. Select constant matrices $F$ and $G$ such that all of their poles lie in the unit circle.
2. Solve the right coprime polynomial matrices $N(z), D(z)$ satisfying factorization (13) and the right coprime polynomial matrices $H(z), L(z)$ satisfying factorization (14).
According to formula (15), compute matrices \( N_i, D_i, i \in \{1, \alpha \} \); According to formula (16), compute matrices \( H_i, L_i, i \in \{0, \beta \} \).

4. Compute \( V_K(Z_1) \) and \( W_K(Z_1) \) by formula (17); Compute \( V_L(Z_2) \) and \( W_L(Z_2) \) by formula (18).

5. According to formulae (21) and (23), compute periodic state feedback matrices \( K(t) \), \( t \in 0, T - 1 \); According to formulae (22) and (24), compute periodic observer gains \( L(t) \), \( t \in 0, T - 1 \).

Because of the arbitrariness of the choose of parameter matrices \( Z_1 \) and \( Z_2 \) in the design process, the above parametric design algorithm can provide numerous solutions to problem 1. This makes multi-object design possible for LDP systems. Here, we only consider robustness. According to literature [23], the following robustness performance index can be adopted:

\[
J_1(Z_1) \triangleq \kappa_F(V_K) \sum_{t=0}^{T-1} \|A(t) + B(t)K(t)\|^T_{F^{-1}},
\]

\[
J_2(Z_2) \triangleq \kappa_F(V_L) \sum_{t=0}^{T-1} \|A(t) + L(t)C(t)\|^T_{F^{-1}},
\]

where \( \kappa_F(V_K) \triangleq \|V_K^{-1}\|_F \|V_K\|_F \) and \( \kappa_F(V_L) \triangleq \|V_L^{-1}\|_F \|V_L\|_F \) are the Frobenius-norm conditional numbers of matrix \( V_K \) and matrix \( V_L \) respectively. Thus, we can summarize the robust stabilization algorithm based on observers as follows.

**Algorithm 2** (Robust stabilization algorithm of LDP systems)

1. Select constant matrices \( F \) and \( G \) such that all of their poles lie in the unit circle.

2. Solve the right coprime polynomial matrices \( N(z), D(z) \) satisfying factorization (13) and the right coprime polynomial matrices \( H(z), L(z) \) satisfying factorization (14).

3. According to formulae (15), compute matrices \( N_i, D_i, i \in \{0, \alpha \} \); According to formulae (16), compute matrices \( H_i, L_i, i \in \{0, \beta \} \).

4. Construct general expressions for matrices \( V_K \) and \( K(t) \), \( t \in 0, T - 1 \) according to formulae (17), (21) and (23), construct general expressions for matrices \( V_L \) and \( L(t) \), \( t \in 0, T - 1 \) according to formulae (18), (22) and (24).

5. Solving optimization problems

\[
\text{Minimize } J_1(Z_1)
\]

and

\[
\text{Minimize } J_2(Z_2)
\]

by using gradient based searching method. The optimal decision matrix is denoted by \( Z_1^{opt} \) and \( Z_2^{opt} \) respectively.

6. Compute matrices \( K^{opt}(t), t \in 0, T - 1 \) according to (17), (21) and (23) by using optimal decision matrix \( Z_1^{opt} \); Compute matrices \( L^{opt}(t), t \in 0, T - 1 \) according to (18), (22) and (24) by using optimal decision matrix \( Z_2^{opt} \).

4 Numerical example

Consider LDP system (1) with parameters as follows:

\[
A(0) = \begin{bmatrix} -4.5 & -1 \\ 2.5 & 0.5 \end{bmatrix}, \quad A(1) = \begin{bmatrix} 0 & 1 \\ 1 & 2 \end{bmatrix},
\]

\[
A(2) = \begin{bmatrix} 0 & 2 \\ 1 & 1 \end{bmatrix}, \quad B(0) = B(1) = B(2) = \begin{bmatrix} 1 \\ 1 \end{bmatrix},
\]

\[
C(0) = \begin{bmatrix} 2 \\ 1 \end{bmatrix}, \quad C(1) = \begin{bmatrix} -1 \\ 1 \end{bmatrix},
\]

\[
C(2) = \begin{bmatrix} 0 \\ 1 \end{bmatrix}.
\]
It is an oscillation system possessing performances of complete reachability and complete observability. In the following, we will design a robust stabilization law for this system.

For convenience, we can choose matrices $F$ and $G$ as

$$
F = \begin{bmatrix}
-0.3 & 0 \\
0 & 0.3
\end{bmatrix},
G = \begin{bmatrix}
-0.5 & 0 \\
0 & 0.5
\end{bmatrix}
$$

According to algorithm 1, by randomly choosing parameter matrices $Z_1$ and $Z_2$, we obtain a group of solutions as follows:

$$
K_{\text{rand}}(0) = \begin{bmatrix}
0.7900 & 0.3400 \\
\end{bmatrix},
K_{\text{rand}}(1) = \begin{bmatrix}
2.0000 & 2.2857 \\
\end{bmatrix},
K_{\text{rand}}(2) = \begin{bmatrix}
-0.6667 & -1.2593 \\
\end{bmatrix},
$$

$$
L_{\text{rand}}(0) = \begin{bmatrix}
1.6377 \\
-0.8841
\end{bmatrix},
L_{\text{rand}}(1) = \begin{bmatrix}
0.3871 \\
-0.0645
\end{bmatrix},
L_{\text{rand}}(2) = \begin{bmatrix}
-33.0000 \\
-67.3333
\end{bmatrix}.
$$

Applying algorithm 2 gives solutions to problem 2 with the following gains:

$$
K_{\text{robu}}(0) = \begin{bmatrix}
1.0448 & 0.0428
\end{bmatrix},
K_{\text{robu}}(1) = \begin{bmatrix}
-0.6217 & -1.3782
\end{bmatrix},
K_{\text{robu}}(2) = \begin{bmatrix}
-0.6217 & -1.6218
\end{bmatrix},
$$

$$
L_{\text{robu}}(0) = \begin{bmatrix}
2.0876 \\
-0.8805
\end{bmatrix},
L_{\text{robu}}(1) = \begin{bmatrix}
-0.7062 \\
-0.3082
\end{bmatrix},
L_{\text{robu}}(2) = \begin{bmatrix}
-2.4536 \\
-1.3617
\end{bmatrix}.
$$

Denote

$$
K_{\text{rand}} = (K_{\text{rand}}(0), K_{\text{rand}}(1), K_{\text{rand}}(2)),
L_{\text{rand}} = (L_{\text{rand}}(0), L_{\text{rand}}(1), L_{\text{rand}}(2)),
K_{\text{robu}} = (K_{\text{robu}}(0), K_{\text{robu}}(1), K_{\text{robu}}(2)),
L_{\text{robu}} = (L_{\text{robu}}(0), L_{\text{robu}}(1), L_{\text{robu}}(2)).
$$

Choose the sine signal $v(t) = 0.1 \cdot \sin(t + \pi/2)$ as reference input and $x_0 = \begin{bmatrix} -1 & 1 \end{bmatrix}^T$, $\hat{x}_0 = \begin{bmatrix} 0 & 0 \end{bmatrix}^T$ as the initial states of systems (1) and (4), respectively. We give the state histories of the system (1) in Figure 1. With $(K_{\text{rand}}, L_{\text{rand}})$, Figure 2 shows the state $x(t)$ of system (7). From this figure, we can see the good control effectiveness of Algorithm 1 when there is no uncertainty in system data.

To verify the effectiveness of the robust controller, let the system matrices be perturbed as follows:

$$
A(t) \mapsto A(t) + \mu \Delta_{at}, t \in [0, 2]
$$

$$
B(t) \mapsto B(t) + \mu \Delta_{bt}, t \in [0, 2]
$$

$$
C(t) \mapsto C(t) + \mu \Delta_{ct}, t \in [0, 2]
$$
Figure 1: State $x(t)$ of the original system

Figure 2: $x(t)$ and $\hat{x}(t)$ with $(K_{\text{rand}}, L_{\text{rand}})$ when $\mu = 0$

Figure 3: $x(t)$ with $(K_{\text{rand}}, L_{\text{rand}})$ when $\mu = 0.015$
where \( \Delta_{at} \in \mathbb{R}^{2 \times 2} \), \( \Delta_{bt} \in \mathbb{R}^{2 \times 1} \), \( \Delta_{ct} \in \mathbb{R}^{1 \times 2} \), \( t \in [0, 2] \) are random perturbations normalized such that \( \| \Delta_{at} \|_F = 1 \), \( \| \Delta_{bt} \|_F = 1 \), \( \| \Delta_{ct} \|_F = 1 \), \( t \in [0, 2] \) and \( \mu > 0 \) is a parameter controlling the level of perturbations.

Let \( \mu = 0.015 \), we depict the response histories of \( x(t) \) and \( \hat{x}(t) \) with gains \((K_{rand}, L_{rand})\) in figure. 3, where the solid line denotes \( x(t) \) and the dotted line denotes \( \hat{x}(t) \). It is obvious that system (7) with gains \((K_{rand}, L_{rand})\) is not stable even the perturbation level is reduced to \( \mu = 0.015 \). To measure robustness of the designed robust controller based on periodic observers, we continuously increase the perturbation controlling level until \( \mu = 0.35 \) and depict the results in figure. 4. From simulation results, we can see the designed robust controller has strong anti-interference ability. In addition, we notice that \((K_{robu}, L_{robu})\) has a very small norm compared with \((K_{rand}, L_{rand})\). This means that the robust controllers and observers can possess less energy consumption, since small gains lead to small control signals.

From the simulation results, we can see the approaches proposed in this paper are very effective.

5 Conclusion

In this paper, the observer-based robust stabilization problem for LDP systems is considered. It is proofed that the principle of separating exists in this type of systems. Thus, periodic controllers and periodic observers can be designed separately. By using poles assignment technique, numerous periodic controllers and observers are obtained in the form of iteration and parametrization. Combined with our recent result about robustness, robust stabilization problem based on observers is solved. Two detailed algorithms are presented. The proposed approaches are checked by a numerical example and the simulation results are of great satisfaction. A possible future study is to combine the developed approach with the truncated predictor feedback [14, 24, 25] and constrained control theory [26, 27] to investigate the observer-based robust stabilization problem for LDP systems with time delays and input saturation.
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1 Introduction

Many classical results in Fourier analysis have been generalized by weakening the condition imposed on the coefficients of trigonometric series from MS to RBVS, GBVS and, finally, to MVBVS(see [26] for more details). In [15], Leindler defined the class of sequences of rest bounded variation, in symbol: RBVS, and showed that it is not comparable to the classical quasi monotone sequences, in symbol: CQMS. In [6], Le and Zhou defined the class GBVS containing both RBVS and CQMS. In [10], Leindler introduced a new class of sequences, the class \( \gamma \)RBVS.

Definition 1.1. Let \( \gamma := \{\gamma_n\} \) be a positive sequence. A null-sequence \( A := \{a_n\}(a_n \to 0) \) of real number satisfying the inequalities

\[
\sum_{i=n}^{\infty} |\Delta a_i| \leq K(A)\gamma_n \quad (\Delta a_i := a_i - a_{i+1}), \quad n = 1, 2, \ldots
\]

with a positive constant \( K(A) \) is said to be a sequence of \( \gamma \) rest bounded variation, in symbol: \( A \in \gamma \)RBVS.

If \( \gamma \equiv A \) and \( a_n > 0 \), then \( \gamma \)RBVS \( \equiv \) RBVS. It is easy to see that if \( A \in \) RBVS, then it is also almost monotone, in symbol: \( A \in \) AMS, that is for all \( n \geq m \), we have

\[
a_n \leq K(A)a_m.
\]

In [11] and [10], Leindler introduced the class of mean rest bounded variation sequences, where \( \gamma \) is defined by a certain arithmetical mean of the coefficients, e.g.,

\[
\gamma_n^* := \frac{1}{n} \sum_{i=n/2}^{n} a_i \quad \text{or} \quad \gamma_n^- := \frac{1}{n} \sum_{i=n}^{2n-1} a_i.
\]
It is easy to see that the class $\gamma^*\text{MRBVS}$ includes the class RBVS, consequently the almost monotone and monotone sequences, too; but $\overline{\gamma}\text{MRBVS}$ does not, in general. In [21], B. Szal proved that RBVS $\neq \gamma^*\text{MRBVS}$. Namely, he showed that the sequence

$$d_n := \begin{cases} 1, & n = 1, \\ \frac{1 + m - (-1)^m}{2m^2}, & \mu_m < n < \mu_{m+1} \end{cases}$$

where $\mu_m = 2^m$ for $m = 1, 2, 3, \ldots$, belongs to the class $\gamma^*\text{MRBVS}$ but it does not belong to the class RBVS. In [23], B. Szal showed that $\overline{\gamma}\text{MRBVS} \subset \gamma^*\text{MRBVS}$ and $\overline{\gamma}\text{MRBVS} \neq \gamma^*\text{MRBVS}$. Namely, he showed that the above sequence $d_n$ belongs to the class $\gamma^*\text{MRBVS}$ but it does not belong to the class $\overline{\gamma}\text{MRBVS}$. In [22], B. Szal introduced the class of infinity mean rest bounded variation, briefly $A \in \text{MRBVS}$, if $\sum_{n=1}^{\infty} \frac{a_n}{n} < \infty$ and $\gamma_n = \sum_{i=n}^{\infty} \frac{a_i}{i}$. Moreover, he showed that $\overline{\gamma}\text{MRBVS} \neq \text{MRBVS}$ and $\gamma^*\text{MRBVS} \neq \overline{\gamma}\text{MRBVS}$.

In [6], Le and Zhou first defined the class GBVS as follows:

**Definition 1.2.** A positive sequence $A := \{a_n\}_{n=1}^{\infty}$ satisfying the inequalities

$$\sum_{i=n}^{2n-1} |a_i| \leq K(A) a_n, \quad n = 1, 2, \cdots$$

with a positive constant $K(A)$ is said to be a sequence of group bounded variation, in symbol: $A \in \text{GBVS}$.

Moreover, they proved that RBVS $\subseteq \text{GBVS}$. If $A \in \text{GBVS}$, then for all $m \leq n \leq 2m$, we have $a_n \leq K(A) a_m$. Thus, GBVS also named general monotone sequences in [16] and [24] (in symbol: GMS). In [11], Leindler proved that MRBVS $\neq \text{GBVS}$.

Many classical theorems were generalized under RBV condition or GBV condition in [9], [5], [8], [7] and so on. The properties of the Besov classes have been studied by many authors (see [22], [10], [14], [18], [19]). Their major work studied three theorems in connection with Besov classes of functions $f \in L^p_{[\pi, \pi]}$ under coefficient sequence satisfying restricted condition. In [22], [23], [10], [14], [18] and [19] studied them under IMRBV condition, $\gamma^*\text{MRBVS}$ condition, $\overline{\gamma}\text{MRBVS}$ condition, RBV condition, M condition, respectively. In view of the relation between GBVS and other RBVS, we make further efforts to generalize the three theorems under GBV.

The rest of the paper is organized as follows. In Section 2 we give notions and notations used in the paper. In Section 3 we give our main results. In Section 4 we introduce some lemmas to prove our results. In Section 5 we prove the main results.

## 2 Notions and notations

Let $L^p_{[\pi, \pi]}(1 \leq p \leq \infty)$ be the space of all $p$-power integrable real functions of period $2\pi$ with the norms

$$\|f\|_p := \left\{ \begin{array}{ll} \left( \int_{-\pi}^{\pi} |f(t)|^p dt \right)^{\frac{1}{p}}, & 1 \leq p < \infty, \\ \text{ess sup} |f(t)|, & p = \infty. \end{array} \right.$$  

The best trigonometric approximation $E_n(f)_p$ and the modulus of smoothness $\omega_k(f; \delta)_p$ are defined as follows:

$$E_n(f)_p = \min \{ \|f - T\|_p : T \in T_n \}, \quad T_n = \text{span} \{ \cos mx, \sin mx : |m| \leq n \}.$$
and
\[ \omega_k(f; \delta) = \sup_{|h| < \delta} \| \Delta_h f(x) \|_p \]
\[ \Delta_h f(x) = \Delta_h^{(n-1)}(\Delta_h f(x)) \Delta_h f(x) = f(x + h) - f(x), \]
respectively.

A function \( \alpha(t) \) is called \( \sigma \)-type if it is measurable on \([0, 1]\), integrable on \([\delta, 1]\) for every \( \delta \in (0, 1) \), and there exist positive constants \( C_1 \) and \( C_2 \) such that

(i) \( \alpha(t) \geq C_1 \) for all \( t \in [0, 1] \),
(ii) \( \int_0^1 \alpha(t) t^\sigma \, dt \leq C_2 \sigma^\gamma \delta^2 \alpha(t) \, dt \) for all \( \delta \in (0, \delta_0) \), where \( 0 < \delta_0 \leq \frac{1}{2} \) is given.

A positive function \( \alpha(t) \) is said to satisfy the \( \lambda \)-condition, \( \lambda > 0 \), if there exists a positive constant \( C_3 \) such that
\[ \int_0^1 \alpha(t) t^\lambda \, dt \leq C_3 \delta^\sigma \int_0^\delta \alpha(t) \, dt, \text{ for all } \delta \in (0, \delta_0). \]

We say that \( f \in B(p, \gamma, \alpha) \) if

(i) \( f \in L_{[-\pi, \pi]}^p \),
(ii) \( 0 < \gamma < \infty \),
(iii) \( \alpha(t) \) is \( \sigma \)-type,
(iv) \( \int_0^1 \omega_k^\gamma(f; t) \, dt < \infty, k \geq \frac{\gamma}{\sigma} \).

We use the notation \( L \ll R \) at inequalities if there exists a positive constant \( K \) such that \( L \leq KR \); and if \( L \ll R \) and \( R \ll L \) hold simultaneously, then we shall write \( L \approx R \).

3 Main results

We formulate our results as follow:

**Theorem 3.1.** If \( 1 < p < q \leq \infty \), the function \( \alpha(t) \) satisfies \( \lambda \)-condition with
\[ \lambda = \left( \frac{1}{p} - \frac{1}{q} \right) \gamma, \text{ } 0 < \gamma < \infty, \text{ } \alpha^*(t) := \alpha(t)t^\lambda, \]
\[ A := \{ a_n \}_{n=1}^\infty \in GBVS, \text{ and } f \text{ has the Fourier expansion} \]
\[ (3.1) \quad f(x) \sim \sum_{n=1}^\infty a_n \cos nx, \]
then the Besov classes \( B(p, \gamma, \alpha) \) and \( B(p, \gamma, \alpha^*) \) coincide. Furthermore, for any
\[ k_1 \geq \frac{\sigma}{\gamma}, k_2 \geq \frac{\sigma^*}{\gamma}, k_3 \geq \frac{\sigma^*}{\gamma}, \sigma^* = \sigma - \lambda, \]
we have
\[ (3.2) \quad \int_0^1 \alpha^*(t) \omega_{k_1}^\gamma(f; t) \, dt \ll \int_0^1 \alpha(t) \omega_{k_2}^\gamma(f; t) \, dt \ll \int_0^1 \alpha^*(t) \omega_{k_3}^\gamma(f; t) \, dt. \]

**Theorem 3.2.** If \( f \in L_{[-\pi, \pi]}^p \), \( 1 < p < \infty \), \( f \) has the Fourier expansion \((3.1)\) with \( A := \{ a_n \} \in GBVS \), then
\[ (3.3) \quad S(A, p, k, n) \ll \omega_k \left( f; \frac{1}{n} \right)_p \ll S(A, p, k, n), \]
where
\[
S(A, q, k, n) := \begin{cases} 
\frac{a_n}{n^k} & \text{if } q = 1, \\
\frac{n^k}{(k+1)^{q-r}} \left( \sum_{i=0}^{\infty} a_i i^{q-2} \right)^{1/q} + \left( \sum_{i=n+1}^{\infty} a_i i^{q-2} \right)^{1/q} & \text{if } 1 < q < \infty, \\
\frac{n^k}{(k+1)^{q-r}} \left( \sum_{i=0}^{\infty} a_i i^{q-2} \right)^{1/q} & \text{if } q = \infty.
\end{cases}
\]

Theorem 3.3. If \( f \in L^p_{[-\pi, \pi]}, \) \( 1 < p < \infty, \) \( f \) has the Fourier expansion (3.1) with \( A := \{a_n\} \in GBVS, \) \( \alpha(t) = t^{-r-1} \) and \( k > r. \) If \( \gamma \geq 1, \) then \( f \in B(p, \gamma, \alpha) \) if and only if
\[
J_1 := \sum_{n=1}^{\infty} a_n^{\gamma} n^{r\gamma+1} < \infty.
\]

If \( 0 < \gamma \leq 1, \) then a sufficient condition for \( f \in B(p, \gamma, \alpha) \) is
\[
J_2 := \sum_{n=1}^{\infty} a_n^{\gamma} n^{r\gamma/p} < \infty,
\]
and a necessary condition is
\[
J_1 := \sum_{n=1}^{\infty} a_n^{\gamma} n^{r\gamma+1} < \infty.
\]

4 Auxiliary lemmas

In order to verify our theorems we need several lemmas: most of them are the analogues of the lemmas used in the proofs of the theorems with monotone coefficients or other conditions.

Lemma 4.1. (13), Corollary 1) If \( \lambda_n > 0 \) and \( a_n \geq 0, \) then
\[
\sum_{n=1}^{\infty} \lambda_n \left( \sum_{k=1}^{n} a_k \right)^p \leq p^p \sum_{n=1}^{\infty} \lambda_n^{1-p} \left( \sum_{k=1}^{n} a_k \right)^p
\]
(4.1)
\[
\sum_{n=1}^{\infty} \lambda_n \left( \sum_{k=n}^{\infty} a_k \right)^p \leq p^p \sum_{n=1}^{\infty} \lambda_n^{1-p} \left( \sum_{k=1}^{n} a_k \right)^p
\]
(4.2)
hold for any \( p \geq 1; \) while if \( 0 < p < 1, \) then the inequality in (4.1) and (4.2) hold with opposite direction.

Lemma 4.2. (2), Theorem 19) If \( a_n \geq 0 \) and \( 0 < p_1 < p_2 < \infty, \) then
\[
\left( \sum_{n=1}^{\infty} a_n^{p_2} \right)^{1/p_2} \leq \left( \sum_{n=1}^{\infty} a_n^{p_1} \right)^{1/p_1}.
\]
(4.3)

Lemma 4.3. (11), p. 293) If \( f \in L^p_{[-\pi, \pi]} \equiv C_{[-\pi, \pi]} \) and \( a_n \geq 0, \)
\[
f(x) = \sum_{n=1}^{\infty} a_n \cos nx, \ x \in [-\pi, \pi],
\]
then
\[
\sum_{k=2n}^{\infty} a_k \leq 4E_n(f)C.
\]
Lemma 4.4. If \( f \in L^p_{[-\pi, \pi]} \), \( 1 < p \leq 2 \), then

\[
\omega_k \left( f; \frac{1}{n} \right)_p \ll n^{-k} \left( \sum_{i=1}^{n} \lambda^{p-1} E^p_i(f)_p \right)^{\frac{1}{2}};
\]

while if \( p > 2 \), then the reverse inequality holds.

Lemma 4.5. (19, pp. 847–848) If \( f \in L^p_{[-\pi, \pi]} \), \( 1 \leq p \leq \infty \), \( 0 < \gamma < \infty \), \( \alpha \) is a \( \sigma \)-type function and \( k \geq \frac{\pi}{\gamma} \), then

\[
E^p_0(f)_p + E^p_1(f)_p + \sum_{i=1}^{\infty} \mu(i) E^p_i(f)_p \geq \int_{0}^{1} \alpha(t) \omega^p_k(f; t)_p dt,
\]

where

\[
\mu(n) : = \int_{2^n}^{2^{n+1}} \alpha(t) dt, \quad n \geq 1 \text{ and } \mu(0) = 1.
\]

Lemma 4.6. (23, Lemma 6) If \( \alpha \) is a \( \sigma \)-type function, then

\[
\mu(n + 1) \ll \mu(n)
\]

hold for all \( n \).

Lemma 4.7. (20, Theorem 1) If \( f \in L^p_{[-\pi, \pi]} \), \( 1 \leq p \leq \infty \), \( f \) has the Fourier expansion (3.1), and 
\( P_1 : = \text{min} \{2, p\}, P_2 : = \text{max} \{2, p\} \), then

\[
S(A, P_1, k, n) \ll \omega_k \left( f; \frac{1}{n} \right)_p \ll S(A, P_2, k, n).
\]

Lemma 4.8. (18, Theorem 1) If \( f \in B(p, \gamma, \alpha) \), \( 1 < p < q \leq \infty \) and \( \alpha \) satisfies \( \lambda \)-condition with 
\( \lambda = \left( \frac{1}{p} - \frac{1}{q} \right) \gamma \), then \( f \in B(q, \gamma, \alpha^*) \), where 
\( \alpha^*(t) : = \alpha(t)t^\gamma \), that is, \( B(p, \gamma, \alpha) \subset B(q, \gamma, \alpha^*) \):

furthermore,

\[
\int_{0}^{1} \alpha^*(t) \omega^\gamma_{k_2}(f; t)_q dt \ll \int_{0}^{1} \alpha(t) \omega^\gamma_{k_1}(f; t)_p dt
\]

for any \( k_1 \geq \frac{\pi}{\gamma}, k_2 \geq \frac{\sigma^*}{\gamma} \) and \( \sigma^* : = \sigma - \left( \frac{1}{p} - \frac{1}{q} \right) \epsilon, \epsilon > 0 \).

Lemma 4.9. Let \( \{a_n\} \in \text{GBVS} \), then for all \( n \geq 1 \), the following inequalities hold

\[
\sum_{i=1}^{\infty} a_{2n} \ll \sum_{i=n}^{\infty} \frac{a_i}{i}.
\]

(4.5)

\[
a_{n+1} \ll \sum_{i=[n/2]+1}^{2n} \frac{a_i}{i}.
\]

(4.6)

Lemma 4.10. If \( 1 < p < \infty \), and \( f \) has the Fourier expansion (3.1) with \( \{a_n\} \in \text{GBVS} \), then \( f \in L^p_{[-\pi, \pi]} \) if and only if

\[
\sum_{n=1}^{\infty} n^{p-2} a^p_n < \infty
\]

or, more precisely

\[
\|f\|_p^p \ll \sum_{n=1}^{\infty} n^{p-2} a^p_n.
\]

(4.7)

(4.8)
Lemma 4.11. Assume that $f$ has the Fourier expansion (3.1) with \( \{a_n\} \in \text{GBVS} \). If \( 1 < p < \infty \) and (4.7) holds, then

\[
E_p(f) \ll a_{n+1}(n + 1)^{1 - \frac{1}{p}} + \left( \sum_{i=n+1}^{\infty} i^{p-2} a_i^p \right)^{\frac{1}{p}}.
\]

Lemma 4.12. (47), Theorem 5) If \( f \in L_p^{\pi, \pi}[., \pi] \), \( 1 < p < \infty \), and \( f \) has the Fourier expansion (3.1) with \( a_n \geq 0 \), then for \( \eta > \frac{1}{p} \)

\[
\sum_{i=n}^{\infty} a_i \frac{1}{i^\eta} \leq n^{-\eta+\frac{1}{p}} E_p(f).
\]

Lemma 4.13. If \( f \in L_p^{\pi, \pi}[., \pi] \), \( 1 < p < \infty \), \( f \) has the Fourier expansion (3.1) with \( \{a_n\} \in \text{GBVS} \), then

\[
E_p(f) \gg \sum_{i=2n}^{\infty} a_i^p i^{p-2}.
\]

**Proof.** We want to apply Lemma 4.10 to the following function:

\[
f_0(x) := f(x) - \sum_{i=1}^{2n-1} a_i \cos ix + a_{2n} \sum_{i=1}^{2n-1} \cos ix.
\]

First, we show that the \( A^0 := \{a_0^n\} \) of coefficients of \( f_0 \) belongs to GBVS, that is, that

\[
\sum_{i=m}^{2m-1} |\Delta a_i^0| \ll a_m^0, m = 1, 2, \ldots.
\]

We consider three cases:

(i) If \( m \geq 2n \), then \( a_i^0 = a_i \) for all \( i \geq m \), we easily know

\[
\sum_{i=m}^{2m-1} |\Delta a_i^0| = \sum_{i=m}^{2m-1} |\Delta a_i| \ll a_m^0.
\]

(ii) If \( m \leq n \), then \( a_i^0 = a_{2n} \) for all \( 1 \leq i \leq 2m \), we easily know

\[
\sum_{i=m}^{2m-1} |\Delta a_i^0| = 0 < a_m^0.
\]

(iii) If \( n < m < 2n \), then \( a_i^0 = a_{2n} \) for all \( m \leq i \leq 2n \) and \( a_i^0 = a_k \) for all \( i \geq 2n \), we easily know

\[
\sum_{i=m}^{2m-1} |\Delta a_i^0| = \sum_{i=m}^{2m-1} |\Delta a_i^0| + \sum_{i=2m}^{2m-1} |\Delta a_i^0| < 0 + \sum_{i=2n}^{4n-1} |\Delta a_i| \ll a_{2n}^0 = a_m^0.
\]

That means \( A^0 \in \text{GBVS} \), we can apply Lemma 4.10 to \( f_0 \), thus we obtain

\[
\|f - S_{2n-1}(f)\|_p^p + a_{2n}^p \left\| \sum_{i=1}^{2n-1} \cos ix \right\|_p^p \gg \|f_0\|_p^p \gg \sum_{i=2n}^{\infty} a_i^p i^{p-2}.
\]
Since
\[
\left\| \sum_{i=1}^{2n-1} \cos ix \right\|^p_p = 2 \int_0^\pi \left| \sum_{i=1}^{2n-1} \cos ix \right|^p_p = 2 \left( \int_0^{\pi/2} + \int_{\pi/2}^\pi \right) \left| \cos nx \sin \frac{2n-1}{2}x \right|^p_p \, dx
\]
\[
\ll n^p \int_0^{\pi/2} \, dx + \int_{\pi/2}^\pi \frac{1}{x^p} \, dx \ll n^{p-1},
\]
by a theorem of M. Riesz ([17], Theorem 3, p. 221), we obtain
\[
\sum_{i=2n}^{\infty} a_i^p i^{p-2} \ll E_{2n-1}^p (f) + a_{2n}^p n^{p-1} < E_n^p (f) + a_{2n}^p n^{p-1}.
\]

Applying Lemma 4.12 with \( \eta = 1 \) and (4.5), we obtain
\[
a_{2n}^p n^{p-1} \leq n^{p-1} \left( \sum_{i=1}^{\infty} a_{2n}^p \right)^p \ll n^{p-1} \left( \sum_{i=1}^{\infty} d_i \right)^p \ll E_n^p (f).
\]

The inequalities (4.11) and (4.12) imply the assertion. \( \square \)

**Lemma 4.14.** If \( f \in L_p^r [-\pi, \pi], 1 < p < q \leq \infty \), and \( f \) has the Fourier expansion (3.1) with \( A := \{a_n\}_{n=1}^\infty \in GBVS \). If \( q < \infty \), then
\[
S_1 := \sum_{i=8n}^{\infty} i^{\pi-2} E_i^q (f) \ll E_n^q (f);
\]
while if \( q = \infty \), then
\[
S_2 := \sum_{i=8n}^{16n} i^{\pi-2} E_i (f) \ll E_n (f).
\]

**Proof.** By Lemma 4.11 we have
\[
S_1 \ll \sum_{i=8n}^{\infty} i^{\pi-2} a_i^q (i+1)^{q(1-\frac{1}{p})} + \sum_{i=8n}^{\infty} i^{\pi-2} \left( \sum_{i=8n}^{\infty} a_i^p \right)^{\frac{q}{p}}.
\]
Using the inequalities of Lemma 4.1 and Lemma 4.13, we obtain
\[
S_1 \ll \sum_{i=8n}^{\infty} a_i^q (i+1)^{q-2} + \sum_{i=8n}^{\infty} a_i^q (i+1)^{q-2 \frac{p}{q} - \frac{q}{p} + \frac{q}{p}} \left( \sum_{i=1}^{i+1} i^{\pi-2} \right)^{\frac{q}{p}}
\]
\[
\leq \sum_{i=8n}^{\infty} a_i^q i^{q-2} \ll E_n^q (f).
\]

To estimate \( S_2 \), we apply Lemma 4.11 again. Thus
\[
S_2 \ll \sum_{i=8n}^{\infty} i^{\pi-1} a_{i+1} (i+1)^{1-\frac{1}{p}} + \sum_{i=8n}^{\infty} i^{\pi-1} \left( \sum_{i=1}^{\infty} a_i^p i^{p-2} \right)^{\frac{1}{p}}
\]
\[
:= S_{21} + S_{22}.
\]
First, we you
\[ S_{21} \ll \sum_{i=2n}^{\infty} a_{i+1} < \sum_{i=2n}^{\infty} a_i \ll E_n(f)_q \]

and since \( A \in \text{GBVS} \), for all \( m \leq i \leq 2m \), we have \( a_i \ll a_m \), if \( 2^i/n \leq i < 2^{i+1}/n \),
\[ a_i \ll a_{2^n/n} \ll \sum_{i=2^n/n}^{\infty} |\Delta a_i| \ll \sum_{i=2^n/n}^{\infty} a_i \ll \sum_{i=2^n/n}^{\infty} a_{v}/v < \sum_{i=2^n/n}^{\infty} a_{v}/v+1 \]

we obtain
\[ S_{22} \leq \sum_{i=8n}^{16n} i^{\frac{1}{2}} \left( \sum_{i=8n}^{\infty} a_i^{p-2} \right)^{\frac{1}{2}} \ll \sum_{i=8n}^{16n} l^{\frac{1}{2}} \left( \sum_{i=8n}^{\infty} a_i^{l-2} \sum_{i=8n}^{\infty} a_i^{l-1} \right)^{\frac{1}{2}} \ll \sum_{i=2n}^{16n} a_i \sum_{i=8n}^{16n} l^{\frac{1}{2}} \ll \sum_{i=2n}^{16n} a_i \sum_{i=8n}^{16n} l^{\frac{1}{2}} \ll \sum_{i=2n}^{16n} a_i . \]

Collecting our estimates, by Lemma 4.3 we obtain that \( S_2 \ll E_n(f)_n \), herewith the proof of lemma is complete.

\section{Proofs of the theorems}

\subsection{Proof of Theorem 3.1}

By Lemma 4.8 the first inequality in (3.2) is proved, whence
\[ (5.1) \quad B(p, \gamma, \alpha) \subset B(q, \gamma, \alpha') \]
also holds. To prove the second inequality of (3.2), we use Lemma 4.5. Assume \( f \in B(q, \gamma, \alpha') \), then
\[ I_q := E_0^Y(f)_q + E_1^Y(f)_q + \sum_{n=1}^{\infty} \mu^*(n)E_n^Y(f)_q \ll \int_0^1 \alpha^*(t)\omega_k^Y(f; t)_q \mathrm{d}t < \infty, \]
where \( k_3 \geq \frac{\omega}{\gamma} \) and
\[ \mu^*(n) := \int_{2^{-\alpha}}^{2^{-\alpha-n}} \alpha^*(t)\mathrm{d}t, \quad n > 1 \text{ and } \mu^*(0) = 1. \]

Since \( 1 < p < q \), by Lemma 4.5 and Lemma 4.6 we have
\[ \mu(n) \ll \mu^*(n)2^{n(1/p-1/q)\gamma}, \quad \mu(4) \ll \mu(3) \ll \mu(2) \ll \mu(1) \ll 1 \text{ and } \mu(n+4) \ll \mu(n). \]
It is clear that
\[ I_p := E_0^\gamma(f)_q + E_1^\gamma(f)_q + \sum_{n=1}^{\infty} \mu(n)E_{2n}^\gamma(f)_q \]
\[ \ll E_0^\gamma(f)_q + E_1^\gamma(f)_q + \sum_{n=1}^{4} \mu(n)E_{2n}^\gamma(f)_q + \sum_{n=1}^{\infty} \mu(n + 4)E_{2n+4}^\gamma(f)_q \]
\[ \ll E_0^\gamma(f)_q + E_1^\gamma(f)_q + \sum_{n=1}^{\infty} \mu(n)E_{2n+4}^\gamma(f)_q \]
\[ \ll E_0^\gamma(f)_q + E_1^\gamma(f)_q + \sum_{n=1}^{\infty} \mu'(n)2^{n(1/p-1/q)}E_{2n+4}^\gamma(f)_q \]
\[ \ll E_0^\gamma(f)_q + E_1^\gamma(f)_q + \sum_{n=1}^{\infty} \mu'(n)\left(2^{n(1/p-1/q)}E_{2n+4}^\gamma(f)_q\right)^\gamma \]
\[ \ll E_0^\gamma(f)_q + E_1^\gamma(f)_q + \sum_{n=1}^{\infty} \mu'(n)\left(\sum_{i=2n+3}^{2n+4} i^{1/p-1/q-1} E_i(f)_q\right)^\gamma. \]

Hence, if \( q = \infty \), by Lemma 4.14 we obtain
\[ I_p \ll E_0^\gamma(f)_q + E_1^\gamma(f)_q + \sum_{n=1}^{\infty} \mu'(n)E_{2n}^\gamma(f)_q \]
and immediately \( I_p \ll I_\gamma \). If \( 1 < q < \infty \), then applying Hölder’s inequality and Lemma 4.14, we have
\[ \sum_{i=2n+3}^{2n+4} i^{1/p-1/q-1} E_i(f)_q = \sum_{i=2n+3}^{2n+4} i^{1/p-2/q} E_i(f)_q i^{1/q-1} \]
\[ \leq \left( \sum_{i=2n+3}^{2n+4} i^{q/p-2} E_i^q(f)_q \right)^{1/q} \left( \sum_{i=2n+3}^{2n+4} (i^{1/q-1})^{q/(q-1)} \right)^{1-1/q} \]
\[ \ll \left( \sum_{i=2n+3}^{2n+4} i^{q/p-2} E_i^q(f)_q \right)^{1/q}. \]

From this and Lemma 4.5 we can obtain
\[ I_p \ll E_0^\gamma(f)_q + E_1^\gamma(f)_q + \left( \sum_{i=2n+3}^{2n+4} i^{q/p-2} E_i^q(f)_q \right)^\gamma \]
\[ \ll E_0^\gamma(f)_q + E_1^\gamma(f)_q + \sum_{n=1}^{\infty} \mu'(n)E_{2n}^\gamma(f)_q \]
then by Lemma 4.14 \( I_p \ll I_\gamma \) is visible.

Finally, by Lemma 4.5, we obtain that
\[ \int_0^1 \alpha(t)\omega_{k_1}^\gamma(f; t)_p dt \ll I_p \ll I_\gamma \ll \int_0^1 \alpha^*(t)\omega_{k_1}^\gamma(f; t)_p dt < \infty \]
follows with \( k_1 \geq \frac{\alpha}{\gamma} \).

This proves the second inequality of (3.2), consequently
(5.2) \[ B(q, \gamma, \alpha^*) \subset B(p, \gamma, \alpha). \]

Thus, (5.1) and (5.2) completes the proof of Theorem 3.1 with \( \{a_n\} \in \text{GBVS}. \)
5.2 Proof of Theorem 3.2

First, we prove $S(A, p, k, n) \ll \omega_k \left( f; \frac{1}{n} \right)_p$. We separate two cases:

(i) If $1 < p \leq 2$, by Lemma 4.7, we easily know $S(A, p, k, n) \ll \omega_k \left( f; \frac{1}{n} \right)_p$ holds.

(ii) If $p \geq 2$, then by Lemma 4.13 Jackson’s theorem and the properties of $\omega_k(f; \delta)_p$, we obtain

\begin{equation}
S_k \left( a \right) \ll \omega_k \left( f; \frac{1}{n} \right)_p,
\end{equation}

where

\[ n^* = \begin{cases} 
  m, & \text{if } n = 2m, \\
  m, & \text{if } n = 2m - 1.
\end{cases} \]

By (4.6) and Lemma 4.13, we easily obtain

\[ a_i^p \ll \left( \sum_{j=1}^{2(i-1)/4+1} a_j \right)^p \approx \left( \sum_{j=1}^{2(i-1)/4+1} a_j \right)^p \approx \left( \sum_{j=1}^{2(i-1)/4+1} a_j \right)^p \approx \left( \sum_{j=1}^{2(i-1)/4+1} j^{-1/p} a_j \right)^p. \]

Putting this into the following sum and applying Lemma 4.4, we find the following estimates:

\begin{equation}
S_k \left( a \right) \ll \omega_k \left( f; \frac{1}{n} \right)_p.
\end{equation}

The inequalities (5.3) and (5.4) verify $S(A, p, k, n) \ll \omega_k \left( f; \frac{1}{n} \right)_p$ for $2 \leq p < \infty$, thus it is proved for any $1 < p < \infty$.

Next, we prove that $\omega_k \left( f; \frac{1}{n} \right)_p \ll S(A, p, k, n)$. We consider two cases:

(i) If $2 \leq p < \infty$, by Lemma 4.7, we easily know $\omega_k \left( f; \frac{1}{n} \right)_p \ll S(A, p, k, n)$ holds.

(ii) If $1 < p \leq 2$, then we use Lemma 4.4 and Lemma 4.2, thus an elementary calculation, we obtain that

\begin{equation}
\omega_k \left( f; \frac{1}{n} \right)_p \ll n^{-k} \left( \sum_{i=1}^{n} \sum_{j=1}^{k-1} j^{-1/p} a_i^p \right)^{1/p}.
\end{equation}

W. T. CHENG et al 499-513
This proves \( \omega_k \left( \frac{f}{n} \right) \ll S(A, p, k, n) \) for \( 1 < p \leq 2 \), and consequently for any \( 1 < p < \infty \).

Herewith the proof of Theorem 3.2 is complete. \( \blacksquare \)

5.3 Proof of Theorem 3.3

By the following inequality

\[
J := \int_0^1 t^{-\gamma-1} \omega_k^\gamma \left( \frac{f}{t} \right) dt = \sum_{n=1}^\infty n^{\gamma-1} \omega_k^\gamma \left( \frac{f}{n} \right)
\]

and Theorem 3.2 we can obtain

\[
J \ll \sum_{n=1}^\infty n^{\gamma-1} \omega_k^\gamma \left( \frac{f}{n} \right)
\]

\[
\ll \sum_{n=1}^\infty n^{\gamma-1} \left( \sum_{j=1}^n (j(k+1)p-2) a_j^p \right)^{1/p} + \left( \sum_{j=n+1}^\infty (j-2) a_j^p \right)^{1/p} \gamma
\]

\[
\ll \sum_{n=1}^\infty n^{\gamma-1} \left( \sum_{j=1}^n (j(k+1)p-2) a_j^p \right)^{1/p} + \sum_{n=1}^\infty n^{\gamma-1} \left( \sum_{j=n+1}^\infty (j-2) a_j^p \right)^{1/p} \gamma
\]

Case (i): \( \gamma \geq 1 \)

Sufficiency. We distinguish two cases listed under (A) and (B):

Case (A): \( \gamma / p \geq 1 \), by Lemma 4.1, we can obtain

\[
J \ll \sum_{n=1}^\infty n^{\gamma+\gamma-p-1} \frac{a_n^\gamma}{\gamma} \left( \sum_{j=1}^n (j(k+1)p-2) a_j^p \right)^{1/p} + \sum_{n=1}^\infty n^{\gamma+\gamma-p-1} \frac{a_n^\gamma}{\gamma} \left( \sum_{j=n+1}^\infty (j-2) a_j^p \right)^{1/p} \gamma
\]

(5.8)

From the above estimate we get that \( J \ll J_1 \) under \( \gamma / p \geq 1 \).

Case (B): \( \gamma / p < 1 \), by (5.6), we can yields that

\[
J \asymp \sum_{n=0}^\infty 2^{n\gamma} \omega_k^\gamma \left( \frac{f}{2^n} \right)
\]

then using again Theorem 3.2 we obtain that

\[
J \ll \sum_{n=0}^\infty 2^{n\gamma} \left( \sum_{j=1}^{2^n} j(k+1)p-2 a_j^p \right)^{1/p} + \sum_{n=0}^\infty 2^{n\gamma} \left( \sum_{j=2^n+1}^\infty (j-2) a_j^p \right)^{1/p} \gamma
\]

(5.10)

Applying Lemma 4.1, Lemma 4.2, Lemma 4.9 and Hölder’s inequality, we can obtain that

\[
J_{11} = \sum_{n=0}^\infty 2^{n\gamma} \left( \sum_{j=0}^{2^n} (j(k+1)p-2) a_j^p \right)^{1/p} \ll \sum_{n=0}^\infty 2^{n\gamma} \left( \sum_{j=0}^{2^n} (j(k+1)p-2) a_j^p \right)^{1/p} \gamma
\]

\[
\ll \sum_{n=0}^\infty 2^{n\gamma} \gamma \left( \sum_{j=0}^{2^n} 2^{j(k+1)p-1} a_j^p \right)^{1/p} \gamma
\]

\[
\ll \sum_{j=0}^\infty 2^{j(k+1)p} \gamma a_j^p \ll \sum_{j=0}^\infty 2^{j(k+1)p} \gamma a_j^p \gamma
\]

\[
\ll \sum_{j=0}^\infty 2^{j(k+1)p} \gamma a_j^p \ll \sum_{j=0}^\infty 2^{j(k+1)p} \gamma a_j^p \gamma
\]

\[
\ll \sum_{j=0}^\infty 2^{j(k+1)p} \gamma a_j^p \ll \sum_{j=0}^\infty 2^{j(k+1)p} \gamma a_j^p \gamma
\]

(5.11)
From the above two estimates we get that
\[ J_{12} = \sum_{n=0}^{\infty} 2^{n^r} \left( \sum_{i=2^n+1}^{\infty} i^{p-2} a_i^p \right)^{y/p} \leq \sum_{n=0}^{\infty} 2^{n^r} \left( \sum_{i=2^n}^{\infty} i^{p-2} a_i^p \right)^{y/p} \]
\[ \leq \sum_{n=0}^{\infty} 2^{n^r} \left( \sum_{j=0}^{2^{n^r}} \left( \sum_{k=2^j+1}^{\infty} \frac{\alpha_k}{r} \right) \right)^{y/p} \leq \sum_{n=0}^{\infty} 2^{n^r} \left( \sum_{j=0}^{2^{n^r}} \left( \sum_{k=2^j+1}^{\infty} \frac{\alpha_k}{r} \right) \right)^{y/p} \]
\[ \leq \sum_{j=0}^{\infty} 2^{j^{y/r} - y - (p-1) \sum_{t=[2^{j+1}]}^{\infty} a_t^r} \leq \sum_{n=1}^{\infty} n^{y + y - (p-1) a_n^r}. \]

The inequalities (5.11) and (5.12) verify \( J \ll J_1 \) for \( \gamma/p \leq 1 \), and consequently we complete the proof of sufficiency under \( \gamma \geq 1 \).

**Necessity.** Now, we prove that \( J \gg J_1 \), we start again with (5.9) and use Theorem 5.2 thus we get that
\[ J \gg \sum_{n=0}^{\infty} 2^{n(r-k)\gamma} \left( \sum_{i=1}^{n} i^{(k+1)p-2} a_i^p \right)^{y/p} + \sum_{n=0}^{\infty} 2^{n^r} \left( \sum_{i=2^n+1}^{\infty} i^{p-2} a_i^p \right)^{y/p}. \]

Similarly, we distinguish two cases listed under (C) and (D):

Case (C): If \( \gamma/p \geq 1 \), since \( A \in GBVS \), we know that \( a_n \leq a_m \) when \( m \leq n \leq 2m \). From this the property, we can deduce that
\[ 2^{j^{y/r}} a_{2^{j+1}} \gg \sum_{i=2^{j+1}}^{2^{j+1}} a_i^r. \]

Combining Lemma 4.1, Lemma 4.2, Lemma 4.9 and Hölder’s inequality, we can obtain that
\[ J_{21} \gg \sum_{n=0}^{\infty} 2^{n(r-k)\gamma} \left( \sum_{i=1}^{n} i^{(k+1)p-2} a_i^p \right)^{y/p} \gg \sum_{n=0}^{\infty} 2^{n(r-k)\gamma} \left( \sum_{j=0}^{2^{n^r}} \left( \sum_{i=2^j+1}^{\infty} a_i^p \right) \right)^{y/p} \]
\[ \gg \sum_{n=0}^{\infty} 2^{n(r-k)\gamma} \left( \sum_{j=0}^{2^{n^r}} \left( \sum_{i=2^j+1}^{\infty} a_i^p \right) \right)^{y/p} \gg \sum_{n=0}^{\infty} 2^{n(r-k)\gamma} \left( \sum_{j=0}^{2^{n^r}} \left( \sum_{i=2^j+1}^{\infty} a_i^p \right) \right)^{y/p} \]
\[ \gg \sum_{n=0}^{\infty} 2^{n(r-k)\gamma} \left( \sum_{j=0}^{2^{n^r}} \left( \sum_{i=2^j+1}^{\infty} a_i^p \right) \right)^{y/p} \gg \sum_{n=0}^{\infty} 2^{n(r-k)\gamma} \left( \sum_{j=0}^{2^{n^r}} \left( \sum_{i=2^j+1}^{\infty} a_i^p \right) \right)^{y/p} \]
\[ \gg \sum_{j=0}^{\infty} 2^{j^{y/r} - y - (p-1) \sum_{t=[2^{j+1}]}^{\infty} a_t^r} \gg \sum_{j=0}^{\infty} 2^{j^{y/r} - y - (p-1) \sum_{t=[2^{j+1}]}^{\infty} a_t^r} \gg \sum_{n=1}^{\infty} n^{y + y - (p-1) a_n^r}. \]

Similarly, we can get that
\[ J_{22} \gg \sum_{n=1}^{\infty} n^{y + y - (p-1) a_n^r}. \]

From the above two estimates we get that \( J \gg J_1 \) under \( \gamma/p \geq 1 \).
Case (D): If \( \gamma/p < 1 \), using (5.6), Theorem 3.2 and Lemma 4.1, we can obtain that

\[
J \gg \sum_{n=1}^{\infty} n^{r-k+1} \left( \sum_{i=1}^{n} i^{p-2} a_i^p \right)^{\gamma/p} + \sum_{n=1}^{\infty} n^{r\gamma-1} \left( \sum_{j=n+1}^{\infty} j^{p-2} a_j^p \right)^{\gamma/p} \]

(5.15)

\[
\sum_{n=1}^{\infty} n^{r\gamma-1} \left( \sum_{j=n+1}^{\infty} j^{p-2} a_j^p \right)^{\gamma/p} \]

The inequality (5.15) verify \( J \gg J_1 \) for \( \gamma/p < 1 \), and consequently we complete the proof of necessity under \( \gamma \geq 1 \).

Case (ii): \( 0 < \gamma < 1 \), in this case, we easily know that \( \gamma/p < 1 \).

**Necessity.** Necessity can be proved by (5.15).

**Sufficiency.** Applying (5.10), Lemma 4.1, Lemma 4.2 and Lemma 4.9, we can obtain that

\[
J \ll \sum_{n=0}^{\infty} 2^{n(r-k)\gamma} \left( \sum_{i=1}^{n} i^{p-2} a_i^p \right)^{\gamma/p} + \sum_{n=0}^{\infty} 2^{n\gamma r} \left( \sum_{i=1}^{n} i^{p-2} a_i^p \right)^{\gamma/p} \]

\[
\sum_{n=0}^{\infty} 2^{n\gamma r} \left( \sum_{i=1}^{n} i^{p-2} a_i^p \right)^{\gamma/p} \]

This ends our proof of Theorem 3.3.
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Abstract

In this paper, we discuss the existence of solutions for a new boundary value problem of nonlinear q-fractional integral equations involving fractional orders 0 < β ≤ 1, 1 < γ ≤ 2 and nonlocal q-integral boundary conditions. Our results rely on classical tools of fixed point theory. We demonstrate the application of our work with the aid of an example.
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1 Introduction

Fractional calculus has developed into a useful mathematical tool for modelling of several real world phenomena occurring in applied and technical sciences ([1]-[3]). As a matter of fact, fractional-order models are replacing their integer-order counterparts due to the ability of fractional-order operators to describe the hereditary properties of processes and phenomena involved in the models under consideration. For examples and details, we refer to a series of papers [4]-[10]) and the references cited therein.

Motivated by the popularity of fractional differential equations, q-difference equations of fractional-order are also attracting a considerable attention. Fractional q-difference equations may be regarded as fractional analogue of q-difference equations. For earlier work on the topic, we refer to ([11]-[12]), while some recent development of fractional q-difference equations, for instance, can be found in ([13]-[21]). The basic concepts of q-fractional calculus can be found in a recent text [22].

In this paper, we consider a nonlocal fractional q-difference integral boundary value problem of sequential orders given by

\[ cD_q^\beta(cD_q^\gamma + \lambda)x(t) = pf(t, x(t)) + kI_q^\xi g(t, x(t)), \quad 0 \leq t \leq 1, \quad 0 < q < 1, \]

\[ x(0) = aI_q^{\alpha-1}x(\eta) = a \int_0^\eta (\eta - qs)^{(\alpha-2)} \Gamma_q(\alpha-1)x(s)d_qs, \]

\[ x(1) = bI_q^{\alpha-1}x(\sigma) = b \int_0^\sigma (\sigma - qs)^{(\alpha-2)} \Gamma_q(\alpha-1)x(s)d_qs, \quad \alpha > 2, \quad 0 < \eta, \sigma < 1, \]

\[ D_qx(1) = 0, \]

where \( cD_q^\beta \) and \( cD_q^\gamma \) denote the fractional q-derivative of the Caputo type, 0 < β ≤ 1, 1 < γ ≤ 2, \( I_q^\xi(.) = I_q^\xi(.) \) denotes Riemann-Liouville integral with 0 < ξ < 1, \( f, g \) are given continuous functions, and \( \lambda, p, k \) are real constants.
The paper is organized as follows. Section 2 contains some necessary background material on the topic, while the main results are presented in Section 3. We make use of Banach’s contraction principle, Krasnoselskii’s fixed point theorem and Leray-Schauder nonlinear alternative to establish the existence results for the problem at hand. Although these tools are standard, yet their exposition in the framework of the present problem is new.

2 Preliminaries on fractional \( q \)-calculus

This section is devoted to the notations of and basic concepts of \( q \)-fractional calculus [23]-[24].

A \( q \)-real number for a real parameter \( q \in \mathbb{R}^+ \setminus \{1\} \), denoted by \([u]_q\), is defined by

\[ [u]_q = \frac{1 - q^u}{1 - q}, \quad u \in \mathbb{R}. \]

The \( q \)-analogue of the Pochhammer symbol (\( q \)-shifted factorial) is defined as

\[ (u; q)_0 = 1, \quad (u; q)_k = \prod_{i=0}^{k-1} (1 - uq^i), \quad k \in \mathbb{N} \cup \{\infty\}. \]

The \( q \)-analogue of the exponent \((u - v)^k\) is

\[ (u - v)^{(0)} = 1, \quad (u - v)^{(k)} = \prod_{j=0}^{k-1} (u - vq^j), \quad k \in \mathbb{N}, \quad u, v \in \mathbb{R}. \]

The \( q \)-gamma function \( \Gamma_q(u) \) is defined as

\[ \Gamma_q(u) = (1 - q) \frac{(u - 1)(1 - q)}{\beta}, \]

where \( u \in \mathbb{R} \setminus \{0, -1, -2, \ldots\} \). Observe that \( \Gamma_q(v + 1) = [v]_q \Gamma_q(v) \).

**Definition 2.1** ([23]) Let \( f \) be a function defined on \([0, 1]\). The fractional \( q \)-integral of the Riemann-Liouville type of order \( \beta \geq 0 \) is \( (I_0^q f)(t) = f(t) \) and

\[ I_0^q f(t) := \int_0^t \frac{(t - qs)^{(\beta - 1)}}{\Gamma_q(\beta)} f(s) ds = t^\beta (1 - q)^{\beta} \sum_{k=0}^{\infty} q^k \frac{(q; q)_k}{(q; q)_n} f(tq^k), \quad \beta > 0, \quad t \in [0, 1]. \]

Observe that \( \beta = 1 \) in the Definition 2.1 yields \( q \)-integral

\[ I_q f(t) := \int_0^t f(s) ds = t(1 - q) \sum_{k=0}^{\infty} q^k f(tq^k). \]

For more details on \( q \)-integral and fractional \( q \)-integral, see Section 1.3 and Section 4.2 respectively in [22].

**Remark 2.2** The \( q \)-fractional integration possesses the semigroup property (Proposition 4.3 [22]):

\[ I_q^\gamma I_q^\beta f(t) = I_q^{\beta + \gamma} f(t); \quad \gamma, \beta \in \mathbb{R}^+. \]

Further, it has been shown in Lemma 6 of [24] that

\[ I_q^\beta (x)^{(\sigma)} = \frac{\Gamma_q(\sigma + 1)}{\Gamma_q(\beta + \sigma + 1)} (x)^{(\beta + \sigma)}, \quad 0 < x < a, \beta, \sigma \in \mathbb{R}^+, \sigma \in (-1, \infty). \]
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Before giving the definition of fractional $q$-derivative, we recall the concept of $q$-derivative. We know that the $q$-derivative of a function $f(t)$ is defined as

$$(D_qf)(t) = \frac{f(t) - f(qt)}{t - qt}, \ t \neq 0,$$ $(D_qf)(0) = \lim_{t \to 0}(D_qf)(t).$ 

Furthermore,

$$D_q^0f = f, \ D_q^n f = D_q(D_q^{n-1} f), \ n = 1, 2, 3, \ldots.$$ (3)

**Definition 2.3** ([22]) The Caputo fractional $q$-derivative of order $\beta > 0$ is defined by

$${}^c D_q^\beta f(t) = I_0^{|\beta|} D_q^{|\beta|} f(t),$$ where $[\beta]$ is the smallest integer greater than or equal to $\beta$.

Next we recall some properties involving Riemann-Liouville $q$-fractional integral and Caputo fractional $q$-derivative (Theorem 5.2 [22]):

$$I_q^\beta {}^c D_q^\beta f(t) = f(t) - \sum_{k=0}^{[\beta]-1} \frac{t^k}{\Gamma_q(k+1)} (D_q^k f)(0^+), \ \forall \ t \in (0, a], \ \beta > 0;$$ (4)

$${}^c D_q^\beta I_q^\beta f(t) = f(t), \ \forall \ t \in (0, a], \ \beta > 0.$$ (5)

In order to define the solution of the problem (1)-(2), we need the following lemma.

**Lemma 2.4** For a given $h \in C([0, 1], \mathbb{R})$, the unique solution of the linear boundary value problem:

$${}^c D_q^\beta ({}^c D_q^\gamma + \lambda) x(t) = h(t), \ 0 \leq t \leq 1, \ 0 < q < 1,$$ (6)

$$x(0) = aI_q^{\alpha-1} x(q) = a \int_0^q \frac{\eta^{(\alpha-2)}}{\Gamma_q(\alpha-1)} x(s) ds q^s, \ x(1) = bI_q^{\alpha-1} x(\sigma) = b \int_0^\sigma \frac{\sigma^{(\alpha-2)}}{\Gamma_q(\alpha-1)} x(s) ds q^s, \ \alpha > 0, \ 0 < q < 1,$$ (7)

is given by

$$x(t) = \int_0^t \left( \frac{(t - qu)^{(\gamma-1)}}{\Gamma_q(\gamma)} \left( I_q^\beta h(u) - \lambda x(u) \right) d_q u \right)$$
$$+ A(t) \int_0^\eta \frac{\eta^{(\alpha-2)}}{\Gamma_q(\alpha-1)} \int_0^\eta \frac{s^{(\gamma-1)}}{\Gamma_q(\gamma)} \left( I_q^\beta h(u) - \lambda x(u) \right) d_q u d_q s$$
$$- bB(t) \int_0^\sigma \frac{\sigma^{(\alpha-2)}}{\Gamma_q(\alpha-1)} \int_0^\sigma \frac{s^{(\gamma-1)}}{\Gamma_q(\gamma)} \left( I_q^\beta h(u) - \lambda x(u) \right) d_q u d_q s$$
$$+ B(t) \int_0^1 \frac{(1 - qu)^{(\gamma-1)}}{\Gamma_q(\gamma)} \left( I_q^\beta h(u) - \lambda x(u) \right) d_q u$$
$$- C(t) \int_0^1 \frac{(1 - qu)^{(\gamma-2)}}{\Gamma_q(\gamma-1)} \left( I_q^\beta h(u) - \lambda x(u) \right) d_q u d_q s,$$ (8)

where

$$A(t) = \frac{1}{\Delta} \left[ \left( \mu_5 \gamma - 2 \eta_6 - \mu_6 \gamma - 1 \eta_6 \right) t^\gamma - \left( \mu_3 \gamma - 2 \eta_4 - \mu_4 \gamma - 1 \eta_4 \right) t^{\gamma-1} + \left( \mu_1 \gamma - 1 \eta - \mu_2 \gamma \eta \right) t^{\gamma-2} \right],$$ (9)

$$B(t) = \frac{1}{\Delta} \left[ \left( \mu_2 \gamma - 2 \eta_4 - \mu_3 \gamma - 1 \eta_4 \right) t^\gamma - \left( \mu_1 \gamma - 2 \eta_4 - \mu_3 \gamma \eta_4 \right) t^{\gamma-1} + \left( \mu_1 \gamma - 1 \eta - \mu_2 \gamma \eta \right) t^{\gamma-2} \right],$$ (10)
Solving $q$ Using the boundary conditions (7) in (12), we have

$$C(t) = \frac{1}{\Delta} \left[ \left( \mu_3 \mu_5 - \mu_2 \mu_6 \right) t^\gamma - \left( \mu_3 \mu_4 - \mu_1 \mu_6 \right) t^{\gamma-1} + \left( \mu_2 \mu_4 - \mu_1 \mu_5 \right) t^{\gamma-2} \right], \quad \text{(11)}$$

$$\mu_1 = \left( \frac{a \eta^2}{\Gamma_q(\gamma + 1)} \right), \quad \mu_2 = \left( \frac{a \eta^2}{\Gamma_q(\gamma + \alpha - 1)} \right),$$

$$\mu_3 = \left( \frac{b \sigma^2}{\Gamma_q(\gamma + 1)} \right), \quad \mu_4 = \left( \frac{b \sigma^2}{\Gamma_q(\gamma + \alpha - 1)} \right) - 1,$$

$$\mu_5 = \left( \frac{b \sigma^2}{\Gamma_q(\gamma + \alpha - 2)} \right) - 1,$$

$$\Delta = \left( \mu_1 \mu_5 - \mu_2 \mu_4 \right) [\gamma - 2]_q \mu_1 \mu_6 [\gamma - 1]_q + \left( \mu_2 \mu_6 - \mu_3 \mu_5 \right)[\gamma]_q \neq 0.$$  

**Proof.** Using (4), the solution $x(t)$ of (6) can be written as

$$x(t) = \frac{\int_0^t (t - qu)^{(\gamma-1)} (I_q^h(u) - \lambda x(u)) \, dq \, u}{\Gamma_q(\gamma + 1)} - t^{\gamma-1}c_1 - t^{\gamma-2}c_2. \quad \text{(12)}$$

$q$-differentiating both sides of (12), we obtain

$$D_qx(t) = \frac{\int_0^t (t - qu)^{(\gamma-2)} (I_q^h(u) - \lambda x(u)) \, dq \, u}{\Gamma_q(\gamma + 1)} c_0 - [\gamma - 1]_q t^{\gamma-2}c_1 - [\gamma - 2]_q t^{\gamma-3}c_2, \quad t \in [0, 1]. \quad \text{(13)}$$

Using the boundary conditions (7) in (12), we have

$$\frac{1}{\Gamma_q(\gamma + 1)} \left( \frac{a \eta^2}{\Gamma_q(\gamma + \alpha)} \right) c_0 + \left( \frac{b \sigma^2}{\Gamma_q(\gamma + \alpha - 1)} \right) c_1 + \left( \frac{b \sigma^2}{\Gamma_q(\gamma + \alpha - 2)} \right) c_2 = a \int_0^\eta (\eta - qs)(\alpha-2) \frac{(s - qu)^{(\gamma-1)}}{\Gamma_q(\gamma)} (I_q^h(u) - \lambda x(u)) \, dqs,$$

$$\frac{1}{\Gamma_q(\gamma + 1)} \left( \frac{b \sigma^2}{\Gamma_q(\gamma + \alpha)} \right) c_0 + \left( \frac{b \sigma^2}{\Gamma_q(\gamma + \alpha - 1)} \right) c_1 + \left( \frac{b \sigma^2}{\Gamma_q(\gamma + \alpha - 2)} \right) c_2 = b \int_0^\sigma (\sigma - qs)(\alpha-2) \frac{(s - qu)^{(\gamma-1)}}{\Gamma_q(\gamma)} (I_q^h(u) - \lambda x(u)) \, dqs,$$

Solving the above system of equations for $c_0, c_1, c_2$, we get

$$c_0 = \frac{\Gamma_q(\gamma + 1)}{\Delta} \left[ (\mu_5 [\gamma - 2]_q - \mu_6 [\gamma - 1]_q) a \int_0^\eta (\eta - qs)(\alpha-2) \frac{(s - qu)^{(\gamma-1)}}{\Gamma_q(\gamma)} (I_q^h(u) - \lambda x(u)) \, dqs \right. \left. \times \left( I_q^h(u) - \lambda x(u) \right) \, dqs \right]$$

$$- \left( \mu_3 [\gamma - 2]_q - \mu_3 [\gamma - 1]_q \right) b \int_0^\sigma (\sigma - qs)(\alpha-2) \frac{(s - qu)^{(\gamma-1)}}{\Gamma_q(\gamma)} (I_q^h(u) - \lambda x(u)) \, dqs \times \left( I_q^h(u) - \lambda x(u) \right) \, dqs.$$
EXISTENCE AND UNIQUENESS RESULTS FOR A q-FRACTIONAL INTEGRAL BVP

\[ \begin{align*}
&+ \left( \mu_2[\gamma - 2]q - \mu_3[\gamma - 1]q \right) \int_0^1 \frac{(1 - qu)^{(\gamma - 1)}}{\Gamma(q)} (I_q^{\beta} h(u) - \lambda x(u)) d_q u \\
&- \left( \mu_1 \mu_5 - \mu_2 \mu_6 \right) \int_0^1 \frac{(1 - qu)^{(\gamma - 2)}}{\Gamma(q)} (I_q^{\beta} h(u) - \lambda x(u)) d_q u, \\
&c_1 = \frac{-1}{\Delta} \left[ \left( \mu_4[\gamma - 2]q - \mu_0[\gamma]q \right) a \int_0^1 \frac{(\eta - qs)^{(\alpha - 2)}}{\Gamma(\alpha - 1)} \left( \int_0^s \frac{(s - qu)^{(\gamma - 1)}}{\Gamma(q)} \right) \right] \\
&\times \left( I_q^{\beta} h(u) - \lambda x(u) \right) d_q u d_s \\
&- \left( \mu_1[\gamma - 2]q - \mu_3[\gamma]q \right) \int_0^1 \frac{(1 - qu)^{(\gamma - 1)}}{\Gamma(q)} (I_q^{\beta} h(u) - \lambda x(u)) d_q u \\
&\times \left( I_q^{\beta} h(u) - \lambda x(u) \right) d_q u.
\end{align*} \]

\[ \begin{align*}
&+ \left( \mu_1[\gamma - 1]q - \mu_3[\gamma]q \right) \int_0^1 \frac{(1 - qu)^{(\gamma - 1)}}{\Gamma(q)} (I_q^{\beta} h(u) - \lambda x(u)) d_q u \\
&- \left( \mu_1 \mu_5 - \mu_1 \mu_6 \right) \int_0^1 \frac{(1 - qu)^{(\gamma - 2)}}{\Gamma(q)} (I_q^{\beta} h(u) - \lambda x(u)) d_q u, \\
c_2 = \frac{1}{\Delta} \left[ \left( \mu_4[\gamma - 1]q - \mu_0[\gamma]q \right) a \int_0^1 \frac{(\eta - qs)^{(\alpha - 2)}}{\Gamma(\alpha - 1)} \left( \int_0^s \frac{(s - qu)^{(\gamma - 1)}}{\Gamma(q)} \right) \right] \\
&\times \left( I_q^{\beta} h(u) - \lambda x(u) \right) d_q u d_s \\
&- \left( \mu_1[\gamma - 1]q - \mu_2[\gamma]q \right) b \int_0^s \frac{\alpha - 1}{\Gamma(\alpha - 1)} \left( \int_0^s \frac{(s - qu)^{(\gamma - 1)}}{\Gamma(q)} \right) \right] \\
&\times \left( I_q^{\beta} h(u) - \lambda x(u) \right) d_q u d_s \\
&+ \left( \mu_1[\gamma - 1]q - \mu_2[\gamma]q \right) \int_0^1 \frac{(1 - qu)^{(\gamma - 1)}}{\Gamma(q)} (I_q^{\beta} h(u) - \lambda x(u)) d_q u \\
&- \left( \mu_2 \mu_4 - \mu_1 \mu_5 \right) \int_0^1 \frac{(1 - qu)^{(\gamma - 2)}}{\Gamma(q)} (I_q^{\beta} h(u) - \lambda x(u)) d_q u.
\end{align*} \]

Substituting the values of \( c_0, c_1 \) and \( c_2 \) in (12) yields the solution (8). This completes the proof. \( \Box \)

3 Main results

Let \( C = C([0, 1], \mathbb{R}) \) denote the Banach space of all continuous functions from \([0, 1]\) into \( \mathbb{R} \) endowed with the usual norm defined by \( \| x \| = \sup \{|x(t)|, t \in [0, 1]\} \).

In the sequel, we need the following assumptions:

(A1) \( f, g : [0, 1] \times \mathbb{R} \rightarrow \mathbb{R} \) are continuous functions such that \( |f(t, x) - f(t, y)| \leq L_1|x - y| \) and \( |g(t, x) - g(t, y)| \leq L_2|x - y| \), \( \forall t \in [0, 1], \) \( \forall x, y \in \mathbb{R}; \)

(A2) there exist \( \delta_1, \delta_2 \in \mathbb{C}(0, 1], \mathbb{R}^+ \) with \( |f(t, x)| \leq \delta_1(t) \), \( |g(t, x)| \leq \delta_2(t) \), \( \forall t, x \in [0, 1] \times \mathbb{R} \), where \( \sup_{t \in [0, 1]} |\delta_i(t)| = ||\delta_i||, i = 1, 2. \)

For the sake of computational convenience, let us set the following notations:

\[ \omega_1 = \frac{1}{\Gamma(q)(\beta + \gamma + 1)} + \frac{1}{\Gamma(q)(\beta + \gamma + \alpha)} \left( |a| A_1 \eta^{(\beta + \gamma + \alpha - 1)} + |b| B_1 \sigma^{(\beta + \gamma + \alpha - 1)} \right) + \frac{C_1}{\Gamma(q)(\beta + \gamma)}, \]
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Observe that problem (1)-(2) has solutions only if the operator equation $A \times \omega \in Q$.

**Lemma 2.4** Let $A \times \omega \in Q$.

In view of Lemma 2.4, we define an operator $F: Q \to Q$ as

$$(\mathcal{F}x)(t) = \int_0^t \int_0^1 \left[ \begin{array}{l} (t - qu)^{\gamma - 1} \frac{1}{\Gamma_\gamma} \left( p \int_0^u (u - qm)^{\beta - 1} \frac{f(m, x(m))}{\Gamma_\beta} \right) q_m \right. \\
+ k \int_0^u \frac{u - qm}{\Gamma_\gamma} \left( f(m, x(m)) \right) q_m \\
+ aA(t) \int_0^t \frac{u - qm}{\Gamma_\gamma} \left( f(m, x(m)) \right) q_m \\
+ k \int_0^u \frac{u - qm}{\Gamma_\gamma} \left( f(m, x(m)) \right) q_m \\
- bB(t) \int_0^u \frac{u - qm}{\Gamma_\gamma} \left( f(m, x(m)) \right) q_m \\
+ k \int_0^u \frac{u - qm}{\Gamma_\gamma} \left( f(m, x(m)) \right) q_m \\
- C(t) \int_0^u \frac{u - qm}{\Gamma_\gamma} \left( f(m, x(m)) \right) q_m \\
+ k \int_0^u \frac{u - qm}{\Gamma_\gamma} \left( f(m, x(m)) \right) q_m \\
\end{array} \right] q_m d_m d_q.$$

Observe that problem (1)-(2) has solutions only if the operator equation $x = \mathcal{F}x$ has fixed points.

Our first existence result is based on Krasnoselskii’s fixed point theorem.

**Lemma 3.1** (Krasnoselskii) [25]: Let $Y$ be a closed, convex, bounded and nonempty subset of a Banach space $X$. Let $Q_1, Q_2$ be the operators such that (a) $Q_1x + Q_2y \in Y$ whenever $x, y \in Y$; (b) $Q_1$ is compact and continuous and (c) $Q_2$ is a contraction mapping. Then there exists $z \in Y$ such that $z = Q_1z + Q_2z$. 
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Theorem 3.2 Let \( f, g : [0, 1] \times \mathbb{R} \to \mathbb{R} \) be continuous functions satisfying the assumption \((A_1) - (A_2)\). Furthermore \( \Omega < 1 \), where \( \Omega \) is given by (17) Then the problem (1)-(2) has at least one solution on \([0, 1]\).

Proof. Let us fix

\[
\varepsilon \geq \frac{|p|\|\delta_1\|\omega_1 + |k|\|\delta_2\|\omega_2}{1 - |\lambda|\omega_3},
\]

where \( \omega_1, \omega_2, \omega_3 \) are respectively given by (14), (15), (16), and consider \( B_\varepsilon = \{ x \in \mathcal{C} : \|x\| \leq \varepsilon \} \). We define operators \( S_1 \) and \( S_2 \) on \( B_\varepsilon \) as

\[
(S_1 x) (t) = \int_0^t \frac{(t - qu)^{(\gamma - 1)}}{\Gamma_q(\gamma)} \left( \int_0^s \frac{(s - qu)^{(\gamma - 1)}}{\Gamma_q(\gamma)} \left( \int_0^u \frac{(u - qm)^{(\beta - 1)}}{\Gamma_q(\beta)} f(m, x(m)) d_m \right) d_q s \right) d_q u + k \int_0^t \frac{(u - qm)^{(\beta + \xi - 1)}}{\Gamma_q(\beta + \xi)} g(m, x(m)) d_q m - \lambda x(u) d_q u, \quad t \in [0, 1],
\]

\[
(S_2 x) (t) = a A(t) \int_0^t \frac{(u - qm)^{(\alpha - 2)}}{\Gamma_q(\alpha - 1)} \left( \int_0^s \frac{(s - qu)^{(\gamma - 1)}}{\Gamma_q(\gamma)} \left( \int_0^u \frac{(u - qm)^{(\beta - 1)}}{\Gamma_q(\beta)} f(m, x(m)) d_m \right) d_q s \right) d_q u + B(t) \int_0^t \frac{u - qm)^{(\gamma - 1)}}{\Gamma_q(\gamma)} \left( \int_0^u \frac{(u - qm)^{(\beta - 1)}}{\Gamma_q(\beta)} f(m, x(m)) d_m \right) d_q u + C(t) \int_0^t \frac{(1 - qu)^{(\gamma - 2)}}{\Gamma_q(\gamma - 1)} \left( \int_0^u \frac{(u - qm)^{(\beta - 1)}}{\Gamma_q(\beta)} f(m, x(m)) d_m \right) d_q u + k \int_0^t \frac{(u - qm)^{(\beta + \xi - 1)}}{\Gamma_q(\beta + \xi)} g(m, x(m)) d_q m - \lambda x(u) d_q u, \quad t \in [0, 1].
\]

For \( x, y \in B_\varepsilon \), we find that

\[
\|S_1 x + S_2 y\| \leq |p|\|\delta_1\|\omega_1 + |k|\|\delta_2\|\omega_2 + |\lambda|\omega_3 \leq \varepsilon.
\]

Thus, \( S_1 x + S_2 y \in B_\varepsilon \). Continuity of \( f \) and \( g \) imply that the operator \( S_1 \) is continuous. Also, \( S_1 \) is uniformly bounded on \( B_\varepsilon \) as

\[
\|S_1 x\| \leq \frac{|p|\|\delta_1\|\omega_1}{\Gamma_q(\beta + \gamma + 1)} + \frac{|k|\|\delta_2\|\omega_2}{\Gamma_q(\beta + \xi + \gamma + 1)} + \frac{|\lambda|\varepsilon}{\Gamma_q(\gamma + 1)}.
\]

Now we prove the compactness of the operator \( S_1 \). In view of \((A_1)\), we define

\[
\sup_{(t, x) \in [0, 1] \times B_\varepsilon} |f(t, x)| = \overline{f}, \quad \sup_{(t, x) \in [0, 1] \times B_\varepsilon} |g(t, x)| = \overline{g}.
\]

Consequently we have

\[
\| (S_1 x) (t_2) - (S_1 x) (t_1) \| \leq \int_0^{t_2} \frac{(t_2 - s)^{\gamma - 1}}{\Gamma_q(\gamma)} \left[ \overline{f} \int_0^u \frac{(u - qm)^{(\beta - 1)}}{\Gamma_q(\beta)} d_m \right] d_q s + |k| \int_0^{t_2} \frac{(u - qm)^{(\beta + \xi - 1)}}{\Gamma_q(\beta + \xi)} d_q m + |\lambda|\varepsilon \int_0^{t_2} d_q u
\]
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\[ + \int_{t_1}^{t_2} \frac{(t_2 - qu)^{(\gamma - 1)}}{\Gamma_q(\gamma)} \left[ |p| \int_0^u \frac{(u - qm)^{(\beta - 1)}}{\Gamma_q(\beta)} d_q m + |k| \int_0^u \frac{(u - qm)^{(\beta + \xi - 1)}}{\Gamma_q(\beta + \xi)} d_q m + |\lambda| \varepsilon \right] d_q u, \]

which is independent of \( x \) and tends to zero as \( t_2 \to t_1 \). Thus, \( S_1 \) is relatively compact on \( B_x \). Hence, by the Arzelá-Ascoli Theorem, \( S_1 \) is compact on \( B_x \). Now, we shall show that \( S_2 \) is a contraction. From (A1) and for \( x, y \in B_x \), we have

\[ \|S_2 x - S_2 y\| \leq \sup \left\{ \|A(t)\| \left[ \int_0^u \frac{\eta - q s)^{(\alpha - 2)}}{\Gamma_q(\alpha - 1)} \left( \int_0^s \frac{(s - qu)^{(\gamma - 1)}}{\Gamma_q(\gamma)} \left( |p| \int_0^u \frac{(u - qm)^{(\beta - 1)}}{\Gamma_q(\beta)} d_q m + |k| \int_0^u \frac{(u - qm)^{(\beta + \xi - 1)}}{\Gamma_q(\beta + \xi)} d_q m + |\lambda| \varepsilon \right) d_q s \right. \right\}, \]

\[ + [k] \int_0^u \frac{(u - qm)^{(\beta + \xi - 1)}}{\Gamma_q(\beta + \xi)} \left( \int_0^u \frac{(u - qm)^{(\beta - 1)}}{\Gamma_q(\beta)} d_q m + |\lambda| \varepsilon \right) d_q u \]
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Let

Theorem 3.4

subset of

E, W

1 are satisfied. So, by the conclusion of Lemma 3

\begin{equation}
\text{II} = \Omega
\end{equation}

In the next result, we make use of Leray-Schauder Alternative.

Lemma 3.3 (Nonlinear alternative for single valued maps)\cite{26}. Let E be a Banach space, C a closed, convex subset of E, W an open subset of C and 0 ∈ W. Suppose that F : W → C is a continuous, compact (that is, F(W) is a relatively compact subset of C) map. Then either

(i) F has a fixed point in W, or

(ii) there is a x ∈ ∂W (the boundary of W in C) and τ ∈ (0, 1) with x = τF(x).

Theorem 3.4 Let f, g : [0, 1] × R → R be continuous functions and the following assumptions hold:

(A3) there exist functions φ1, φ2 ∈ C([0, 1], R+), and nondecreasing functions Ψ1, Ψ2 : R+ → R+ such that

\[ |f(t, x)| \leq φ1(t)|Ψ1(|x|)|, \quad |g(t, x)| \leq φ2(t)|Ψ2(|x|)|, \quad \forall (t, x) \in [0, 1] \times R. \]

(A4) There exists a constant H > 0 such that

\[ H > \frac{|k|\||\phi_1|Ψ_1(H)\omega_1 + |k|\||\phi_2|Ψ_2(H)\omega_2}{1 - |\lambda|\omega_3}, \]

where |\lambda| < \frac{1}{\omega_3}.

Then the boundary value problem (1) – (2) has at least one solution on [0, 1].

Proof. Consider the operator F : C → C defined by (18). The proof consists of several steps.

(i) F is continuous.

It is easy to show that F is continuous.

(ii) F maps bounded sets into bounded sets in C([0, 1] × R).

For a positive number τ, let B_τ = {x ∈ C : ||x|| ≤ τ} be a bounded set in C([0, 1] × R) and x ∈ B_τ. Then, we have

\[ \left\| \int_{[0, 1]} \int_{0}^{(t - qu)^{\gamma - 1}} \text{g}(t, x(m))|Ψ2(|x|)|dm \right\| \]

\[ + |k|\int_{0}^{(u - qm)^{\beta - \xi - 1}} |\phi_2|Ψ2(|x|)|dm \]

\[ + |a||\lambda|\int_{0}^{(s - qw)^{(\gamma - 1)}} t\int_{0}^{s} \text{g}(t, x(m))|Ψ2(|x|)|dm \]

\[ \left\| \int_{[0, 1]} \int_{0}^{(t - qu)^{\gamma - 1}} \text{g}(t, x(m))|Ψ2(|x|)|dm \right\| \]

\[ + |k|\int_{0}^{(u - qm)^{\beta - \xi - 1}} |\phi_2|Ψ2(|x|)|dm \]

\[ + |a||\lambda|\int_{0}^{(s - qw)^{(\gamma - 1)}} t\int_{0}^{s} \text{g}(t, x(m))|Ψ2(|x|)|dm \]
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\begin{align*}
&+ |k| \int_0^u \frac{(u-qm)^{\beta+\xi-1}}{\Gamma_\gamma(\beta+\xi)} \left[ |g(m, x(m))| d_q m + |\lambda| \| x(u) \| \right] d_q u \\
&+ |b| |B(t)| \int_0^1 \left( \frac{u-qm}{\Gamma_\gamma(\alpha-1)} \left( \int_0^u \frac{(u-qm)^{\gamma-1}}{\Gamma_\gamma(\gamma)} \left( \int_0^u \frac{(u-qm)^{\beta-1}}{\Gamma_\gamma(\beta)} |f(m, x(m))| d_q m \right) d_q u \right) d_q s \\
&+ |k| \int_0^u \frac{(u-qm)^{\beta+\xi-1}}{\Gamma_\gamma(\beta+\xi)} \left[ |g(m, x(m))| d_q m + |\lambda| \| x(u) \| \right] d_q u \\
&+ |B(t)| \int_0^1 \left( \frac{1-qm}{\Gamma_\gamma(\gamma)} \left( \int_0^u \frac{(u-qm)^{\beta-1}}{\Gamma_\gamma(\beta)} |f(m, x(m))| d_q m \right) d_q u \right) d_q s \\
&+ |k| \int_0^u \frac{(u-qm)^{\beta+\xi-1}}{\Gamma_\gamma(\beta+\xi)} \left[ |g(m, x(m))| d_q m + |\lambda| \| x(u) \| \right] d_q u \\
&+ |C(t)| \int_0^1 \left( \frac{1-qm}{\Gamma_\gamma(\gamma-1)} \left( \int_0^u \frac{(u-qm)^{\beta-1}}{\Gamma_\gamma(\beta)} |f(m, x(m))| d_q m \right) d_q u \right) d_q s \\
&+ |k| \int_0^u \frac{(u-qm)^{\beta+\xi-1}}{\Gamma_\gamma(\beta+\xi)} \phi_2 (m) \| x(u) \| d_q u \\
&+ |a| |A(t)| \int_0^u \frac{(q-qm)^{\alpha-2}}{\Gamma_\gamma(\alpha-1)} \left( \int_0^u \frac{(s-qm)^{\gamma-1}}{\Gamma_\gamma(\gamma)} \left( \int_0^u \frac{(u-qm)^{\beta-1}}{\Gamma_\gamma(\beta)} \phi_1 (m)(\| x \|) d_q m \right) d_q u \right) d_q s \\
&+ |k| \int_0^u \frac{(u-qm)^{\beta+\xi-1}}{\Gamma_\gamma(\beta+\xi)} \phi_2 (m) \| x(u) \| d_q u \\
&+ |B(t)| \int_0^1 \left( \frac{1-qm}{\Gamma_\gamma(\gamma-1)} \left( \int_0^u \frac{(u-qm)^{\beta-1}}{\Gamma_\gamma(\beta)} \phi_1 (m)(\| x \|) d_q m \right) d_q u \right) d_q s \\
&+ |C(t)| \int_0^1 \left( \frac{1-qm}{\Gamma_\gamma(\gamma-1)} \left( \int_0^u \frac{(u-qm)^{\beta-1}}{\Gamma_\gamma(\beta)} \phi_1 (m)(\| x \|) d_q m \right) d_q u \right) d_q s \\
&+ |C(t)| \int_0^1 \left( \frac{1-qm}{\Gamma_\gamma(\gamma-1)} \left( \int_0^u \frac{(u-qm)^{\beta-1}}{\Gamma_\gamma(\beta)} \phi_1 (m)(\| x \|) d_q m \right) d_q u \right) d_q s \\
&+ |k| \int_0^u \frac{(u-qm)^{\beta+\xi-1}}{\Gamma_\gamma(\beta+\xi)} \phi_2 (m) \| x(u) \| d_q u \\
&+ |a| |A(t)| \int_0^u \frac{(q-qm)^{\alpha-2}}{\Gamma_\gamma(\alpha-1)} \left( \int_0^u \frac{(s-qm)^{\gamma-1}}{\Gamma_\gamma(\gamma)} \left( \int_0^u \frac{(u-qm)^{\beta-1}}{\Gamma_\gamma(\beta)} d_q m \right) d_q u \right) d_q s \\
&\leq |a| |A(t)| \int_0^u \frac{(q-qm)^{\alpha-2}}{\Gamma_\gamma(\alpha-1)} \left( \int_0^u \frac{(s-qm)^{\gamma-1}}{\Gamma_\gamma(\gamma)} \frac{1}{\Gamma_\gamma(\beta)} \phi_1 (m)(\| x \|) d_q m \right) d_q u \right) d_q s.
\end{align*}
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\begin{align*}
&+ \left| b \right| |B(t)| \int_0^s \frac{(s - q)u^{(\alpha - 2)}}{\Gamma_q(\alpha - 1)} \left[ \int_0^u \frac{(u - q)\gamma - 1)}{\Gamma_q(\gamma)} \left( \int_0^u \frac{(u - q)\gamma - 1)}{\Gamma_q(\gamma)} d_q m \right) d_q u \right] d_q s \\
&+ \left| b \right| |B(t)| \int_0^s \frac{(s - q)u^{(\alpha - 2)}}{\Gamma_q(\alpha - 1)} \left[ \int_0^u \frac{(u - q)\gamma - 1)}{\Gamma_q(\gamma)} \left( \int_0^u \frac{(u - q)\gamma - 1)}{\Gamma_q(\gamma)} d_q m \right) d_q u \right] d_q s \\
&+ \left| C(t) \right| \int_0^s \frac{(s - q)u^{(\alpha - 2)}}{\Gamma_q(\alpha - 1)} \left[ \int_0^u \frac{(u - q)\gamma - 1)}{\Gamma_q(\gamma)} \left( \int_0^u \frac{(u - q)\gamma - 1)}{\Gamma_q(\gamma)} d_q m \right) d_q u \right] d_q s \\
&+ \left| B(t) \right| \int_0^s \frac{(s - q)u^{(\alpha - 2)}}{\Gamma_q(\alpha - 1)} \left[ \int_0^u \frac{(u - q)\gamma - 1)}{\Gamma_q(\gamma)} \left( \int_0^u \frac{(u - q)\gamma - 1)}{\Gamma_q(\gamma)} d_q m \right) d_q u \right] d_q s \\
&+ \left| C(t) \right| \int_0^s \frac{(s - q)u^{(\alpha - 2)}}{\Gamma_q(\alpha - 1)} \left[ \int_0^u \frac{(u - q)\gamma - 1)}{\Gamma_q(\gamma)} \left( \int_0^u \frac{(u - q)\gamma - 1)}{\Gamma_q(\gamma)} d_q m \right) d_q u \right] d_q s \\
&+ \left| B(t) \right| \int_0^s \frac{(s - q)u^{(\alpha - 2)}}{\Gamma_q(\alpha - 1)} \left[ \int_0^u \frac{(u - q)\gamma - 1)}{\Gamma_q(\gamma)} \left( \int_0^u \frac{(u - q)\gamma - 1)}{\Gamma_q(\gamma)} d_q m \right) d_q u \right] d_q s \\
&+ \left| C(t) \right| \int_0^s \frac{(s - q)u^{(\alpha - 2)}}{\Gamma_q(\alpha - 1)} \left[ \int_0^u \frac{(u - q)\gamma - 1)}{\Gamma_q(\gamma)} \left( \int_0^u \frac{(u - q)\gamma - 1)}{\Gamma_q(\gamma)} d_q m \right) d_q u \right] d_q s \\
&\leq \left| p \right| \left\| \phi_2 \right\| \left\| \Psi_2(\|x\|) \right\| \omega_1 + \left| k \right| \left\| \phi_2 \right\| \left\| \Psi_2(\|x\|) \right\| \omega_2 + \left| \lambda \right| \left\| x \right\| \omega_3.
\end{align*}

(iii) \( F \) maps bounded sets into equicontinuous sets of \( C([0, 1] \times \mathbb{R}) \).

Let \( t_1, t_2 \in [0, 1] \) with \( t_1 < t_2 \) and \( x \in B_{\bar{T}} \), where \( B_{\bar{T}} \) is a bounded set of \( C([0, 1], \mathbb{R}) \). Then, we obtain
Suppose that the assumption

\[ \text{Theorem 3.5} \]

(iv) The third existence result is based on Banach's contraction principle (Banach fixed point theorem).

In view of \( F \) being bounded, we have \( x \in \mathfrak{R} \), \( \tau \in (0, 1) \). Then, for \( t \in [0, 1] \), and using the computations in proving that \( F \) is bounded, we have

\[ |x(t)| = |\tau F(x)(t)| \leq |p||\phi_1||\Psi_1(\|x\|)w_1 + |k||\phi_2||\Psi_2(\|x\|)w_2 + |\lambda||x|\omega_3, \]

which implies that

\[ \|x\| \leq \frac{|p||\phi_1||\Psi_1(\|x\|)w_1 + |k||\phi_2||\Psi_2(\|x\|)w_2}{1 - |\lambda|\omega_3}. \]

In view of (A₄), there exists \( H \) such that \( \|x\| \neq H \). Let us set

\[ W = \{ x \in \mathfrak{C} : \|x\| < H \}. \]

Note that the operator \( F : \overline{W} \to \mathfrak{C}(0, 1, \mathbb{R}) \) is continuous and completely continuous. From the choice of \( W \), there is no \( x \in \partial W \) such that \( x = \tau F(x) \) for some \( \tau \in (0, 1) \). Consequently, by the nonlinear alternative of Leray-Schauder type (Lemma 3.3), we deduce that \( F \) has a fixed point \( x \in \overline{W} \) which is a solution of the problem (1)-(2). This completes the proof.

The third existence result is based on Banach's contraction principle (Banach fixed point theorem).

**Theorem 3.5** Suppose that the assumption (A₄) holds and that

\[ \tilde{\Omega} = (L \Omega_1 + |\lambda|\omega_3) < 1, \quad \Omega_1 = |p|\omega_1 + |k|\omega_2, \]

where \( \omega_1, \omega_2, \omega_3 \) are respectively given by (14), (15), (16), and \( L = \max\{L_1, L_2\} \). Then the problem (1)-(2) has a unique solution on \([0, 1]\).
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Proof. Let us define $M = \max\{M_1, M_2\}$, where $M_1$, $M_2$ are finite numbers given by $\sup_{t \in [0,1]} |f(t, 0)| = M_1$, $\sup_{t \in [0,1]} |g(t, 0)| = M_2$. Selecting $\varepsilon \geq \frac{M_1 \Omega_1}{1 - \Omega}$, we show that $\mathcal{F}B_\varepsilon \subset B_\varepsilon$, where $B_\varepsilon = \{ x \in \mathbb{C} : ||x|| \leq \varepsilon \}$.

For $x \in B_\varepsilon$, we have

$$||f(x)|| \leq \sup_{t \in [0,1]} \left\{ \int_0^t \left( \frac{t - qu}{\Gamma_q(\gamma)} \right) (|p| \int_0^u \frac{(u - qm)^{\beta - 1}}{\Gamma_q(\beta)} |f(m, x(m))| dm m \right) dt + |k| \int_0^u \frac{(u - qm)^{\beta + \varepsilon - 1}}{\Gamma_q(\beta + \varepsilon)} |g(m, x(m))| dm m + |\lambda||x(u)| \right\}$$

$$+ |a| |A(t)| \int_0^u \frac{(\sigma - qs)^{\alpha - 2}}{\Gamma_q(\alpha - 1)} \left( \int_0^s \frac{(s - qu)^{\gamma - 1}}{\Gamma_q(\gamma)} (|p| \int_0^u \frac{(u - qm)^{\beta - 1}}{\Gamma_q(\beta)} |f(m, x(m))| dm m \right) ds$$

$$+ |b| |B(t)| \int_0^u \frac{(u - qm)^{\beta + \varepsilon - 1}}{\Gamma_q(\beta + \varepsilon)} |g(m, x(m))| dm m + |\lambda||x(u)| \right\}$$

$$+ |B(t)| \int_0^u \frac{(1 - qu)^{\gamma - 1}}{\Gamma_q(\gamma)} (|p| \int_0^u \frac{(u - qm)^{\beta - 1}}{\Gamma_q(\beta)} |f(m, x(m))| dm m$$

$$+ |C(t)| \int_0^u \frac{(1 - qu)^{\gamma - 2}}{\Gamma_q(\gamma - 1)} (|p| \int_0^u \frac{(u - qm)^{\beta - 1}}{\Gamma_q(\beta)} |f(m, x(m))| dm m$$

$$+ |k| \int_0^u \frac{(u - qm)^{\beta + \varepsilon - 1}}{\Gamma_q(\beta + \varepsilon)} |g(m, x(m))| dm m + |\lambda||x(u)| \right\}$$

$$\leq \sup_{t \in [0,1]} \left\{ \int_0^t \left( \frac{t - qu}{\Gamma_q(\gamma)} \right) (|p| \int_0^u \frac{(u - qm)^{\beta - 1}}{\Gamma_q(\beta)} |f(m, x(m)) - f(m, 0)| + |f(m, 0)|) \right\}$$

$$+ |k| \int_0^u \frac{(u - qm)^{\beta + \varepsilon - 1}}{\Gamma_q(\beta + \varepsilon)} \left( |g(m, x(m)) - g(m, 0)| + |g(m, 0)| \right) m m + |\lambda||x(u)| \right\}$$

$$+ |a| |A(t)| \int_0^u \frac{(\sigma - qs)^{\alpha - 2}}{\Gamma_q(\alpha - 1)} \left( \int_0^s \frac{(s - qu)^{\gamma - 1}}{\Gamma_q(\gamma)} (|p| \int_0^u \frac{(u - qm)^{\beta - 1}}{\Gamma_q(\beta)} |f(m, x(m)) - f(m, 0)|$$

$$+ |f(m, 0)|) \right) m m + |k| \int_0^u \frac{(u - qm)^{\beta + \varepsilon - 1}}{\Gamma_q(\beta + \varepsilon)} \left( |g(m, x(m)) - g(m, 0)| + |g(m, 0)| \right) m m$$

$$+ |\lambda||x(u)| \right\}$$

$$+ |b| |B(t)| \int_0^u \frac{(\sigma - qs)^{\alpha - 2}}{\Gamma_q(\alpha - 1)} \left( \int_0^s \frac{(s - qu)^{\gamma - 1}}{\Gamma_q(\gamma)} (|p| \int_0^u \frac{(u - qm)^{\beta - 1}}{\Gamma_q(\beta)} |f(m, x(m)) - f(m, 0)|$$

$$+ |f(m, 0)|) \right) m m + |k| \int_0^u \frac{(u - qm)^{\beta + \varepsilon - 1}}{\Gamma_q(\beta + \varepsilon)} \left( |g(m, x(m)) - g(m, 0)| + |g(m, 0)| \right) m m$$
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\[
\begin{align*}
&+ \ |\lambda| |x(u)| \, d_s u \, d_s m \\
&+ \ |B(t)| \int_0^1 \left( \frac{(1 - qu)^{\gamma - 1}}{\Gamma(\gamma)} \right) |p| \, \int_0^u \left( \frac{(u - q \gamma m)^{\beta - 1}}{\Gamma(\beta)} \right) \left| f(m, x(m)) - f(m, 0) \right| + |f(m, 0)| \, d_s m \\\n&+ \ |k| \int_0^u \left( \frac{(u - q \gamma m)^{\lambda + \xi - 1}}{\Gamma(\beta + \xi)} \right) \left| g(m, x(m)) - g(m, 0) \right| + |g(m, 0)| \, d_s m + |\lambda| |x(u)| \, d_s u \\
&+ \ |C(t)| \int_0^1 \left( \frac{(1 - qu)^{\gamma - 2}}{\Gamma(\gamma)} \right) \left[ \int_0^u \left( \frac{(u - q \gamma m)^{\lambda + \xi - 1}}{\Gamma(\beta + \xi)} \right) \left| f(m, x(m)) - f(m, 0) \right| + |f(m, 0)| \, d_s m \right] \\
&\leq \ |p| \left( L \varepsilon + M_1 \right) \sup_{\varepsilon \in \{0, 1\}} \left\{ \int_0^1 \left( \frac{(1 - qu)^{\gamma - 1}}{\Gamma(\gamma)} \right) \left[ \int_0^u \left( \frac{(u - q \gamma m)^{\lambda + \xi - 1}}{\Gamma(\beta + \xi)} \right) \, d_s m \right] \, d_s u \\
&+ \ |a| |A(t)| \int_0^\eta \left( \frac{(q - q) \gamma \alpha - 2}{\Gamma(\alpha - 1)} \right) \left[ \int_0^u \left( \frac{(u - q \gamma m)^{\lambda + \xi - 1}}{\Gamma(\beta + \xi)} \right) \, d_s m \right] \, d_s u \\
&+ \ |b| |B(t)| \int_0^\eta \left( \frac{(q - q) \gamma \alpha - 2}{\Gamma(\alpha - 1)} \right) \left[ \int_0^u \left( \frac{(u - q \gamma m)^{\lambda + \xi - 1}}{\Gamma(\beta + \xi)} \right) \, d_s m \right] \, d_s u \\
&+ \ |C(t)| \int_0^\eta \left( \frac{(q - q) \gamma \alpha - 2}{\Gamma(\alpha - 1)} \right) \left[ \int_0^u \left( \frac{(u - q \gamma m)^{\lambda + \xi - 1}}{\Gamma(\beta + \xi)} \right) \, d_s m \right] \, d_s u \\
&+ \ |\lambda| \sup_{\varepsilon \in \{0, 1\}} \left\{ \int_0^1 \left( \frac{(t - qu)^{\gamma - 1}}{\Gamma(\gamma)} \right) \, d_s u + |a| |A(t)| \int_0^\eta \left( \frac{(q - q) \gamma \alpha - 2}{\Gamma(\alpha - 1)} \right) \left[ \int_0^u \left( \frac{(u - q \gamma m)^{\lambda + \xi - 1}}{\Gamma(\beta + \xi)} \right) \, d_s m \right] \, d_s u \\
&+ \ |b| |B(t)| \int_0^\eta \left( \frac{(q - q) \gamma \alpha - 2}{\Gamma(\alpha - 1)} \right) \left[ \int_0^u \left( \frac{(u - q \gamma m)^{\lambda + \xi - 1}}{\Gamma(\beta + \xi)} \right) \, d_s m \right] \, d_s u + |C(t)| \int_0^1 \left( \frac{(t - qu)^{\gamma - 1}}{\Gamma(\gamma)} \right) \, d_s u \\
&\leq \ (L \varepsilon + M_2) \Omega_1 + |\lambda| \varepsilon \Omega_1 \leq \varepsilon.
\end{align*}
\]

This shows that \( \mathcal{F}B_\varepsilon \subseteq B_\varepsilon \). Now, for \( x, y \in \mathcal{C} \), we obtain

\[
\| \mathcal{F}x - \mathcal{F}y \| \leq \sup_{\varepsilon \in \{0, 1\}} \left\{ \int_0^1 \left( \frac{(t - qu)^{\gamma - 1}}{\Gamma(\gamma)} \right) \left[ |p| \int_0^u \left( \frac{(u - q \gamma m)^{\beta - 1}}{\Gamma(\beta)} \right) |f(m, x(m)) - f(m, y(m))| \, d_s m \right] \, d_s u \\
+ \ |k| \int_0^u \left( \frac{(u - q \gamma m)^{\lambda + \xi - 1}}{\Gamma(\beta + \xi)} \right) \left| g(m, x(m)) - g(m, y(m)) \right| \, d_s m + |\lambda| |x(u) - y(u)| \, d_s u \right\}
\]
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\[
\begin{align*}
&+ |a| |A(t)| \int_0^\eta (\eta - qs)^{(\alpha - 1)/2} \left( \int_0^s (s - qt)^{(\gamma - 1)/2} \Gamma(\gamma) f(t, x(t)) \, dt \right) \frac{1}{\Gamma(\gamma)} d\eta \, dt, \\
&+ |b| |B(t)| \int_0^\eta (\eta - qs)^{(\alpha - 1)/2} \left( \int_0^s (s - qt)^{(\gamma - 1)/2} \Gamma(\gamma) f(t, x(t)) \, dt \right) \frac{1}{\Gamma(\gamma)} d\eta \, dt, \\
&+ |C(t)| \int_0^\eta (\eta - qs)^{(\alpha - 1)/2} \left( \int_0^s (s - qt)^{(\gamma - 1)/2} \Gamma(\gamma) f(t, x(t)) \, dt \right) \frac{1}{\Gamma(\gamma)} d\eta \, dt \leq \Omega \|x - y\|,
\end{align*}
\]

which shows that \( \mathcal{F} \) is a contraction as \( \Omega < 1 \) by the given assumption. Therefore, it follows by Banach’s contraction principle that the problem (1)-(2) has a unique solution. \( \square \)

Example. Consider a boundary value problem of integro-differential equations of fractional order given by

\[
\begin{align*}
&cD_{\lambda}^{1/2}(cD_{\lambda}^{1/2} + \gamma)x(t) = \frac{1}{6} f(t, x(t)) + \frac{1}{2} t^{1/2} g(t, x(t)), \\&x(0) = \lambda^{-1} x(1/3), \quad x(1) = 1/21\lambda^{-1} x(2/3), \quad D_{\lambda} x(1) = 0,
\end{align*}
\]

Here \( f(t, x) = \frac{1}{(1+t^2)} \left( \sin t + \frac{|x|}{1+|x|} + |x| \right), \quad g(t, x) = \frac{1}{2} \tan^{-1} x + t^3 \). Clearly

\[
|f(t, x) - f(t, y)| \leq \frac{1}{8} |x - y|, \quad |g(t, x) - g(t, y)| \leq \frac{1}{2} |x - y|.
\]

With \( \beta = \xi = 1/2, \gamma = 3/2, \lambda = 1/5, p = 1/6, k = 1/9, q = 1/2, L_1 = 1/8, L_2 = 1/2 \), we find that

\[\Omega = L(p|\omega_1 + |k|\omega_2) + |\lambda|\omega_3 \approx 0.49725 < 1.\]

Clearly \( L = \max\{L_1, L_2\} = 1/2 \). Thus all the assumptions of Theorem 3.5 are satisfied. Hence, by the conclusion of Theorem 3.5, the problem (20) has a unique solution.
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Abstract. In application, one often expands the functions \( f \) on \([0,1]^2\) into Fourier sine series and uses few Fourier sine coefficients to reconstruct \( f \). In this paper, we give a decomposition formula of Fourier sine coefficients. Based on it, we discuss hyperbolic cross approximations of Fourier sine series and Fourier sine expansion with simple polynomial factors. In the end of this paper, we consider the three-dimensional case.

1. Introduction

In application, one often expands the functions \( f \) on \([0,1]^2\) into Fourier sine series and uses few Fourier sine coefficients to reconstruct \( f \). But the precise representation of Fourier sine coefficients does not available. In Section 2, we will give the following decomposition of Fourier sine coefficients.

Suppose that \( f \) is a bivariate function with \( \frac{\partial^4 f}{\partial x^2 \partial y^2} (x, y) \in C([0,1]^2) \). For its Fourier sine coefficients, we have

\[
c_{n_1,n_2}(f) = 4 \int_{[0,1]^2} f(x, y) \sin(\pi n_1 x) \sin(\pi n_2 y) \, dx \, dy
\]

\[
= \frac{4}{\pi n_1 n_2} \left( J_{n_1,n_2} - \frac{1}{\pi n_1} (c_{n_1}(g_1) - (-1)^{n_2+1} c_{n_2}(g_2)) - \frac{1}{\pi n_2} (c_{n_2}(g_3) + (-1)^{n_1+1} c_{n_1}(g_4)) + \frac{1}{\pi n_1 n_2} c_{n_1,n_2}(h) \right),
\]

where

\[
J_{n_1,n_2} = f(0,0) + (-1)^{n_1+1} f(1,0) + (-1)^{n_2+1} f(0,1) + (-1)^{n_1+n_2} f(1,1)
\]
is an algebraic sum of values of \( f \) at vertexes of the square \([0,1]^2\) and

\[
g_1(t) = \frac{\partial^2 f}{\partial t^2}(t,0), \quad g_2(t) = \frac{\partial^2 f}{\partial t^2}(t,1),
\]

\[
g_3(t) = \frac{\partial^2 f}{\partial t^2}(0,t), \quad g_4(t) = \frac{\partial^2 f}{\partial t^2}(1,t)
\]
are the second-order derivatives of \( f \) on boundary of \([0,1]^2\) and

\[
c_n(g_i) = 2 \int_0^1 g_i(t) \sin(\pi nt) \, dt
\]

*This research is supported by National Key Science Programs No.2013CB956604 and No.2010CB950504; Beijing Higher Education Young Elite Teacher Project, and Scientific Research Foundation for the Returned Overseas Chinese Scholars, State Education Ministry.
is Fourier sine coefficients of univariate functions \( g_i \), and 
\[
h = \frac{\partial^4 f}{\partial x^2 \partial y^2}
\]
is Fourier sine coefficient of bivariate function \( h(x, y) \).

It is well known that in order to reconstruct \( f \) by using fewer Fourier sine coefficients, we should replace full grid approximation by sparse grid approximation \([1,3,4]\). In Section 3, based on this decomposition, we prove that for the hyperbolic cross truncations
\[
S_N^{(h)}(f; x, y) = \sum_{1 \leq n_1, n_2 \leq N-1} c_{n_1, n_2}(f) \sin(\pi n_1 x) \sin(\pi n_2 y)
\]
of Fourier sine series of \( f \), the approximation errors satisfy
\[
\|f - S_N^{(h)}(f)\|^2 = \frac{4}{\pi^4} \left( f^2(0, 0) + f^2(0, 1) + f^2(1, 0) + f^2(1, 1) \right) \log \frac{N}{N_0} + O \left( \frac{1}{N} \right).
\]

Since the number of coefficients in \( S_N^{(h)}(f) \) is \( N_c \sim N \log N \). When we use the hyperbolic cross truncations to reconstruct \( f \), we need fewer Fourier sine coefficients than that by partial sums of Fourier sine series.

To obtain these results, we need to use a decomposition of bivariate functions in \([8]\).

Suppose that \( f \) is a second-order continuously differentiable on \([0, 1]^2\), denote by \( f \in W^{(2,2)}([0, 1]^2) \). Let
\[
P(x, y) = f(0, 0)(1 - x)(1 - y) + f(0, 1)(1 - x)y + f(1, 0)x(1 - y) + f(1, 1)xy
\]
which is a bivariate polynomial determined by the values of \( f \) at vertexes of \([0, 1]^2\), and let
\[
Q(x, y) = f_1(0, y)(1 - x) + f_1(1, y)x + f_1(x, 0)(1 - y) + f_1(x, 1)y \quad (f_1 = f - P).
\]
The bivariate function \( Q(x, y) \) is a sum of products of separated variable types. Denote the residual
\[
R = f - P - Q.
\]
It is easy to check that
\[
R(x, 0) = R(x, 1) = 0 \quad (0 \leq x \leq 1),
\]
\[
\frac{\partial^2 R}{\partial x^2}(x, y) = \frac{\partial^2 R}{\partial x^2}(x, y) - \frac{\partial^2 f_1}{\partial x^2}(x, 0)(1 - y) - \frac{\partial^2 f_1}{\partial x^2}(x, 1)y.
\]
So it follows that
\[
R(x, 0) = R(x, 1) = 0 \quad (0 \leq x \leq 1),
\]
\[
R(0, y) = R(1, y) = 0 \quad (0 \leq y \leq 1),
\]
\[
\frac{\partial^2 R}{\partial x^2}(x, 1) = \frac{\partial^2 R}{\partial x^2}(x, 0) = 0,
\]
and we have a decomposition formula:

\[ f(x, y) = P(x, y) + Q(x, y) + R(x, y), \quad (1.5) \]

where \( P, Q, \) and \( R \) are stated in (1.1)-(1.3).

In Section 4, by using the decomposition (1.5), we expand \( f \) into Fourier sine series with simple polynomial factors whose hyperbolic cross truncation can reconstruct \( f \) by using fewest Fourier sine coefficients. In order to extend the above results to stochastic processes in Section 5, we need some concepts in Calculus of stochastic processes [2,7].

If \( \{\xi_n\}_1^\infty \) is a sequence of stochastic variables and \( \xi \) is a stochastic variable, if the expectation

\[ E[|\xi_n - \xi|^2] \to 0 \quad (n \to \infty), \]

we say \( \xi \) is the limit of the sequence \( \{\xi_n\}_1^\infty \). Based on this concept, one defines concepts of continuity, derivatives, and integrals. If \( f(t) \) is a stochastic variable for each \( t \in [0,1]^d \), we say \( f(t) \) is a stochastic process on \([0,1]^d\). If \( f(t) \) is a stochastic process on \([0,1]^d\) and \( E \left[ \int_{[0,1]^d} f^2(t) \, dt \right] < \infty \), then \( f \) can be expanded a Fourier sine series:

\[ f(t) = \sum_{n \in \mathbb{Z}_+^d} c_n(f) \left( \prod_{k=1}^d \sin(\pi n_k t_k) \right), \]

where the coefficients:

\[ c_n(f) = 2^d \int_{[0,1]^d} f(t_1, \ldots, t_d) \left( \prod_{k=1}^d \sin(\pi n_k t_k) \right) \, dt_1 \cdots dt_d. \]

For convenience, the notation \( f \in W^{(\alpha_1, \ldots, \alpha_d)}([0,1]^d) \) means

\[ \frac{\partial^{\alpha_1 + \cdots + \alpha_d}}{\partial t_1^{\alpha_1} \cdots \partial t_d^{\alpha_d}} f \in C([0,1]^d), \]

and the notation \( \alpha_{n_1, \ldots, n_d} = \alpha(1) \) means that \( \alpha_{n_1, \ldots, n_d} \to 0 \) as \( n_1^2 + \cdots + n_d^2 \to \infty \).

At the end of this paper (i.e. Section 6), we consider the three-dimensional case.

2. Fourier sine coefficient decomposition

From this decomposition formula (1.5), it follows that the Fourier sine coefficients of \( f \) satisfy

\[ c_{n_1, n_2}(f) = c_{n_1, n_2}(P) + c_{n_1, n_2}(Q) + c_{n_1, n_2}(R). \]

Suppose that \( f \in W^{(2,2)}([0,1]^2) \). Then

(i) \[ c_{n_1, n_2}(P) = \frac{4}{\pi^2 n_1 n_2} J_{n_1 n_2}, \]

where

\[ J_{n_1, n_2} = f(0, 0) + (-1)^{n_1+1} f(1, 0) + (-1)^{n_2+1} f(0, 1) + (-1)^{n_1+n_2} f(1, 1). \quad (2.1) \]

(ii) \[ c_{n_1, n_2}(Q) = \frac{4}{\pi n_1} \int_0^1 F_1(y) \sin(\pi n_2 y) \, dy + \frac{4}{\pi n_2} \int_0^1 F_2(x) \sin(\pi n_1 x) \, dx, \]

where

\[ F_1(y) = f_1(0, y) + f_1(1, y)(-1)^{n_1+1}, \]

\[ F_2(x) = f_2(x, 0) + f_2(x, 1)(-1)^{n_2+1}. \]
\[ F_2(x) = f_1(x,0) + f_1(x,1)(-1)^{n_2+1}. \]

By \( f_1 = f - P \), we have
\[ F_1(0) = F_1(1) = F_2(0) = F_2(1) = 0. \]

Since \( \frac{\partial^2 P}{\partial x^2} = \frac{\partial^2 P}{\partial y^2} = 0 \), we have
\[ F_1''(y) = \frac{\partial^2 f}{\partial y^2}(0,y) + \frac{\partial^2 f}{\partial y^2}(1,y)(-1)^{n_1+1}, \]
\[ F_2''(x) = \frac{\partial^2 f}{\partial x^2}(x,0) + \frac{\partial^2 f}{\partial x^2}(x,1)(-1)^{n_2+1}. \]

Let
\[ g_1(t) = \frac{\partial^2 f}{\partial t^2}(t,0), \quad g_2(t) = \frac{\partial^2 f}{\partial t^2}(t,1), \]
\[ g_3(t) = \frac{\partial^2 f}{\partial t^2}(0,t), \quad g_4(t) = \frac{\partial^2 f}{\partial t^2}(1,t). \quad (2.2) \]

Then
\[ F_1''(y) = g_3(y) + (-1)^{n_1+1}g_4(y), \]
\[ F_2''(x) = g_1(x) + (-1)^{n_2+1}g_2(x). \]

From this, we deduce that
\[
2 \int_0^1 F_1(y) \sin(\pi n_1 y) \, dy = - \frac{2}{(\pi n_1)^2} \int_0^1 F_1''(y) \sin(\pi n_1 y) \, dy \\
= - \frac{c_{n_1}(g_3) + (-1)^{n_1+1}c_{n_1}(g_4)}{(\pi n_1)^2},
\]
\[
2 \int_0^1 F_2(x) \sin(\pi n_2 x) \, dx = - \frac{2}{(\pi n_2)^2} \int_0^1 F_2''(x) \sin(\pi n_2 x) \, dx \\
= - \frac{c_{n_2}(g_1) + (-1)^{n_2+1}c_{n_2}(g_2)}{(\pi n_2)^2},
\]

where \( c_n(g_i) = 2 \int_0^1 g_i(x) \sin(n \pi x) \, dx \), and so
\[
c_{n_1,n_2}(Q) = - \frac{1}{\pi n_1 n_2} \left( \frac{c_{n_1}(g_3) + (-1)^{n_1+1}c_{n_1}(g_4)}{n_1} + \frac{c_{n_2}(g_1) + (-1)^{n_2+1}c_{n_2}(g_2)}{n_2} \right) \\
= \frac{1}{n_1 n_2} \left( o \left( \frac{1}{n_1} \right) + o \left( \frac{1}{n_2} \right) \right).
\]

(iii)
\[
\frac{1}{4} c_{n_1,n_2}(R) = \int_0^1 \int_0^1 R(x,y) \sin(\pi n_1 x) \sin(\pi n_2 y) \, dx \, dy.
\]
Since \( R \in W^{(2,2)}([0,1]^2) \), using integration by parts, it follows by (1.4) that
\[
\int_0^1 R(x, y) \sin(\pi n_1 x) \, dx
\]
\[
= -\frac{R(x,y)}{\pi n_1} \cos(\pi n_1 x) \bigg|_0^1 + \frac{1}{\pi n_1} \int_0^1 \frac{\partial R}{\partial x}(x, y) \cos(\pi n_1 x) \, dx
\]
\[
= \frac{1}{\pi n_1} \left( \frac{1}{\pi n_1} \frac{\partial R}{\partial x}(x, y) \sin(\pi n_1 x) \right) \bigg|_0^1 - \frac{1}{\pi n_1} \int_0^1 \frac{\partial^2 R}{\partial x^2}(x, y) \sin(\pi n_1 x) \, dx
\]
\[
= -\frac{1}{(\pi n_1)^2} \int_0^1 \frac{\partial^2 R}{\partial x^2}(x, y) \sin(\pi n_1 x) \, dx.
\]
So
\[
\frac{1}{4} c_{n_1,n_2}(R) = \frac{1}{(\pi n_1)^2} \int_0^1 \sin(\pi n_1 x) \left( \int_0^1 \frac{\partial^2 R}{\partial x^2}(x, y) \sin(\pi n_2 y) \, dy \right) \, dx.
\]
By (1.4), we get
\[
\int_0^1 \frac{\partial^2 R}{\partial x^2}(x, y) \sin(\pi n_2 y) \, dy = -\frac{1}{(\pi n_2)^2} \int_0^1 \frac{\partial^4 R}{\partial x^2 \partial y^2}(x, y) \sin(\pi n_2 y) \, dy.
\]
From this, we get
\[
c_{n_1,n_2}(R) = \frac{4}{\pi^4 n_1 n_2} \int_0^1 \int_0^1 \frac{\partial^4 f}{\partial x^2 \partial y^2}(x, y) \sin(\pi n_1 x) \sin(\pi n_2 y) \, dx \, dy
\]
\[
= \frac{c_{n_1,n_2}(\frac{\partial^4 f}{\partial x^2 \partial y^2})}{\pi^4 n_1 n_2} = o \left( \frac{1}{n_1 n_2} \right).
\]
(2.3)

Summarizing up all results, we get the following theorem.

**Theorem 2.1.** Let \( f \in W^{(2,2)}([0,1]^2) \). Then its Fourier sine coefficients have the decomposition formula:
\[
c_{n_1,n_2}(f)
\]
\[
= \frac{4}{\pi^2 n_1 n_2} \left( J_{n_1,n_2} - \frac{c_{n_1}(g_1)+(-1)^{n_1+1} c_{n_1}(g_2)}{\pi n_1} - \frac{c_{n_2}(g_3)+(-1)^{n_2+1} c_{n_2}(g_4)}{\pi n_2} + \frac{c_{n_1,n_2}(\frac{\partial^4 f}{\partial x^2 \partial y^2})}{\pi^4 n_1 n_2} \right),
\]
(2.4)
where \( J_{n_1,n_2} \) is stated in (2.1) and \( g_i \) \((i = 1, 2, 3, 4)\) are stated in (2.2), and
\[
c_n(g_i) = 2 \int_0^1 g_i(t) \sin(\pi n t) \, dt, \quad n \in \mathbb{Z}_+ \quad (i = 1, 2, 3, 4).
\]
By the Riemann-Lebesgue lemma [5],
\[
c_{n_1,n_2}(f) = \frac{4}{\pi^2 n_1 n_2} \left( J_{n_1,n_2} + o \left( \frac{1}{n_1} \right) + o \left( \frac{1}{n_2} \right) \right).
\]
(2.5)
In detail, we have the following asymptotic formulas:

\[ c_{2n_1,2n_2}(f) = \frac{1}{\pi n_1 n_2} \left( f(0,0) - f(0,1) - f(1,0) + f(1,1) + o\left(\frac{1}{n_1}\right) + o\left(\frac{1}{n_2}\right) \right), \]

\[ c_{2n_1+1,2n_2+1}(f) = \frac{1}{\pi^2 n_1 n_2} \left( f(0,0) + f(0,1) + f(1,0) + f(1,1) + o\left(\frac{1}{n_1}\right) + o\left(\frac{1}{n_2}\right) \right), \]

\[ c_{2n_1+1,2n_2}(f) = \frac{1}{\pi^2 n_1 n_2} \left( f(0,0) - f(0,1) + f(1,0) - f(1,1) + o\left(\frac{1}{n_1}\right) + o\left(\frac{1}{n_2}\right) \right), \]

\[ c_{2n_1,2n_2+1}(f) = \frac{1}{\pi^2 n_1 n_2} \left( f(0,0) + f(0,1) - f(1,0) - f(1,1) + o\left(\frac{1}{n_1}\right) + o\left(\frac{1}{n_2}\right) \right). \]

Consider the sum of their squares:

\[ \sum_{i,j=0}^{1} c_{2n_1+i,2n_2+j}(f)^2 = \frac{4}{\pi^4 n_1^2 n_2^2} \left( f^2(0,0) + f^2(0,1) + f^2(1,0) + f^2(1,1) + o\left(\frac{1}{n_1}\right) + o\left(\frac{1}{n_2}\right) \right) \tag{2.6} \]

This implies that the equality:

\[ \sum_{i,j=0}^{1} c_{2n_1+i,2n_2+j}(f)^2 = o\left(\frac{1}{n_1}\right) + o\left(\frac{1}{n_2}\right) \]

holds if and only if

\[ f(0,0) = f(0,1) = f(1,0) = f(1,1) = 0. \tag{2.7} \]

This is equivalent to the equality:

\[ c_{n_1,n_2}(f) = o\left(\frac{1}{n_1}\right) + o\left(\frac{1}{n_2}\right) \]

holds if and only if (2.7) holds. However, similar to an argument of (2.3), we can derive that \( c_{n_1,n_2} = o\left(\frac{1}{n_1 n_2}\right) \) if and only if \( f(x, y) = 0 \) for all \((x, y) \in \partial([0, 1]^2)) \).

If \( f \in W^{(1,2)}([0, 1]^2) \), \( f \in W^{(2,1)}([0, 1]^2) \), and \( f \in W^{(1,1)}([0, 1]^2) \), then we have the corresponding results.

**Theorem 2.2.** Let \( f \in W^{(l_1,l_2)}([0, 1]^2) \). Then Fourier sine coefficients of \( f \) satisfy asymptotic formulas:

(i) \( c_{n_1,n_2}(f) = \frac{4}{\pi^2 n_1 n_2} \left( J_{n_1,n_2} + o\left(\frac{1}{n_1}\right) + o\left(\frac{1}{n_2}\right) \right) \), where \( l_1 = l_2 = 2; \)

(ii) \( c_{n_1,n_2}(f) = \frac{4}{\pi^2 n_1 n_2} \left( J_{n_1,n_2} + \eta_1 + \eta_2 \right) \), where \( l_1 = l_2 = 1; \)

(iii) \( c_{n_1,n_2}(f) = \frac{4}{\pi^2 n_1 n_2} \left( J_{n_1,n_2} + \eta_1 + o\left(\frac{1}{n_2}\right) \right) \), where \( l_1 = 1, l_2 = 2; \)

(iv) \( c_{n_1,n_2}(f) = \frac{4}{\pi^2 n_1 n_2} \left( J_{n_1,n_2} + o\left(\frac{1}{n_1}\right) + \eta_2 \right) \), where \( l_1 = l_2 = 1. \)

Here \( J_{n_1,n_2} \) is stated in (2.1) and \( \eta_i \to 0 \) as \( n_i \to \infty \).

### 3. Approximation of hyperbolic cross truncations

Suppose that \( f \in W^{(2,2)}([0, 1]^2) \). We expand it into a Fourier sine series:

\[ f(x, y) = \sum_{n \in \mathbb{Z}^2} c_{n_1,n_2}(f) \sin(\pi n_1 x) \sin(\pi n_2 y) \quad (L^2). \]
Consider its hyperbolic cross truncations:

\[ S_N^{(h)}(f; x, y) = \sum_{1 \leq n_1, n_2 \leq N-1} c_{n_1, n_2}(f) \sin(\pi n_1 x) \sin(\pi n_2 y). \]

Then

\[ f(x, y) - S_N^{(h)}(f; x, y) = \left( \sum_{n_1=1}^{N-1} \sum_{n_2=\left[\frac{n_1}{N}\right]+1}^{\infty} + \sum_{n_1=N}^{\infty} \sum_{n_2=1}^{\infty} \right) c_{n_1, n_2}(f) \sin(\pi n_1 x) \sin(\pi n_2 y). \]

By the Parseval identity,

\[ 4 \| f - S_N^{(h)}(f) \|^2 = \sum_{n_1=1}^{N} \sum_{n_2=\left[\frac{n_1}{N}\right]+1}^{\infty} |c_{n_1, n_2}(f)|^2 + \sum_{n_1=N}^{\infty} \sum_{n_2=1}^{\infty} |c_{n_1, n_2}(f)|^2 = I_N^{(1)} + I_N^{(2)}. \quad (3.1) \]

By (2.5),

\[ |c_{n_1, n_2}(f)|^2 = \frac{16}{\pi^2 n_1^2 n_2^2} \left( J_{n_1, n_2}^2 + o \left( \frac{1}{n_1} \right) + o \left( \frac{1}{n_2} \right) \right). \]

So

\[ I_N^{(2)} = O \left( \frac{1}{N} \right) \]

and

\[ I_N^{(1)} = \frac{16}{\pi^2} \sum_{n_1=1}^{N} \sum_{n_2=\left[\frac{n_1}{N}\right]+1}^{\infty} J_{n_1, n_2}^2 n_1^2 n_2^2 + \frac{1}{n_1^2 n_2^2} \]

\[ + o(1) \sum_{n_1=1}^{N} \sum_{n_2=\left[\frac{n_1}{N}\right]+1}^{\infty} \frac{1}{n_1^2 n_2^2} + o(1) \sum_{n_1=N}^{\infty} \sum_{n_2=\left[\frac{n_1}{N}\right]+1}^{\infty} \frac{1}{n_1^2 n_2^2} \quad (3.2) \]

\[ = \frac{16}{\pi^4} \sum_{n_1=1}^{N-1} \sum_{n_2=\left[\frac{n_1}{N}\right]+1}^{\infty} J_{n_1, n_2}^2 n_1^2 n_2^2 + o \left( \frac{1}{N} \right). \]

By (3.1), we get

\[ 4 \| f - S_N^{(h)}(f) \|^2 = K_N + o \left( \frac{1}{N} \right), \quad (3.3) \]

where

\[ K_N = \frac{16}{\pi^4} \sum_{n_1=1}^{N-1} \sum_{n_2=\left[\frac{n_1}{N}\right]+1}^{\infty} J_{n_1, n_2}^2 n_1^2 n_2^2. \]

A direct computation shows that

\[ K_N = \frac{4M}{\pi^4} \sum_{n_1=1}^{\left[\frac{N-1}{M}\right]} \sum_{n_2=\left[\frac{n_1}{M}\right]+1}^{\infty} \frac{1}{n_1^2 n_2^2} \left( J_{2n_1, 2n_2}^2 + J_{2n_1-1, 2n_2}^2 + J_{2n_1, 2n_2-1}^2 + J_{2n_1-1, 2n_2-1}^2 \right) + O \left( \frac{1}{N} \right) \]

\[ = \frac{4M}{\pi^4} \sum_{n_1=1}^{\left[\frac{N-1}{M}\right]} \sum_{n_2=\left[\frac{n_1}{M}\right]+1}^{\infty} \frac{1}{n_1^2 n_2^2} + O \left( \frac{1}{N} \right), \]

\[ \text{at } \frac{536}{Zihua Zhang 530-547}. \]
where \( M = f^2(0,0) + f^2(0,1) + f^2(1,0) + f^2(1,1) \). Notice that

\[
\sum_{n_2 = \lfloor \frac{x-1}{\pi n_1} \rfloor} \frac{1}{n_1^2 n_2^2} = \frac{1}{n_1^2} \left( \int_{-\infty}^{\infty} \frac{dt}{t^2} + O\left( \frac{n_1^2}{N^2} \right) \right).
\]

Then

\[
K_N = \frac{16M}{\pi^4 N} \sum_{n_1 = 1}^{[x-1]} \frac{1}{n_1} + O\left( \frac{1}{N} \right) = \frac{16M \log N}{\pi^4 N} + O\left( \frac{1}{N} \right).
\]

From this and (3.1)-(3.3), it follows that

\[
\| f - S_N^{(h)}(f) \|^2 = \frac{4M \log N}{\pi^4} + O\left( \frac{1}{N} \right). \quad (3.4)
\]

The number of Fourier sine coefficients in the \( N \)th hyperbolic cross truncation \( S_N^{(h)}(f) \) is

\[
N_c = \sum_{n_1 = 1}^{N-1} \sum_{n_2 = 1}^{[x-1]} 1 = \sum_{n_1 = 1}^{N-1} \left[ \frac{N-1}{n_1} \right] = \int_1^N \frac{N}{t} dt + O(N) = N \log N + O(N).
\]

Then (3.4) can be written into

\[
\| f - S_N^{(h)}(f) \|^2 = \frac{4M \log^2 N_c}{\pi^4} + O\left( \frac{\log N_c}{N_c} \right). \quad (3.5)
\]

**Theorem 3.1.** Let \( f \in W^{(l_1,l_2)}([0,1]^2) \). Then the hyperbolic cross truncations of Fourier sine series of \( f \) satisfy the asymptotic formulas:

(i) \( \| f - S_N^{(h)}(f) \|^2 = \frac{4M \log N}{\pi^4} + O\left( \frac{1}{N} \right) \) \( l_1 = l_2 = 2 \);

(ii) \( \| f - S_N^{(h)}(f) \|^2 = \frac{4M \log N}{\pi^4} + o\left( \frac{\log N}{N_c} \right) \) \( l_1 = l_2 \) or \( l_1 = 2, l_2 = 1 \) or \( l_1 = 1, l_2 = 2 \),

where the constant \( M = f^2(0,0) + f^2(0,1) + f^2(1,0) + f^2(1,1) \).

### 4. Fourier sine expansion with polynomial factors

Suppose that \( f \in W^{(2,2)}([0,1]^2) \). Then, by decomposition formula:

\[
f(x, y) = P(x, y) + f_1(0, y)(1-x) + f_1(1, y)x + f_1(x, 0)(1-y) + f_1(x, 1)y + R(x, y),
\]

denote

\[
\alpha_1(y) = f_1(0, y), \quad \alpha_2(y) = f_1(1, y),
\]

\[
\alpha_3(x) = f_1(x, 0), \quad \alpha_4(x) = f_1(x, 1).
\]

then \( \alpha_1(0) = \alpha_2(1) = 0 \) and \( \alpha_i \in W([0,1]) (i = 1, 2, 3, 4) \).

Expanding each \( \alpha_i \) into a univariate Fourier sine series and \( R(x, y) \) into a bivariate Fourier sine series, we
get a Fourier sine expansion of $f$ with polynomial factors:

$$f(x, y) = P(x, y)$$

$$+ (1 - x) \sum_{m=1}^{\infty} c_m(\alpha_1) \sin(\pi my) + x \sum_{m=1}^{\infty} c_m(\alpha_2) \sin(\pi my)$$

$$+ (1 - y) \sum_{m=1}^{\infty} c_m(\alpha_3) \sin(\pi mx) + y \sum_{m=1}^{\infty} c_m(\alpha_4) \sin(\pi mx)$$

$$+ \sum_{n_1, n_2=1}^{\infty} c_{n_1, n_2}(R) \sin(\pi n_1 x) \sin(\pi n_2 y),$$

where

$$c_m(\alpha_i) = 2 \int_0^1 \alpha_i(t) \sin(\pi m t) \, dt$$

$$= -2 \int_0^{\frac{1}{\pi m \alpha_i}} \alpha_i(t) \sin(\pi m t) \, dt$$

$$= -\frac{1}{\pi m \alpha_i} c_m(\alpha_i'' \mid i = 1, 2, 3, 4),$$

$$c_{n_1, n_2}(R) = \frac{c_{n_1, n_2}(\partial^2 f / \partial x \partial y)}{\pi^4 n_1^2 n_2^2}.$$

By the definition of $f_1$, we have $\alpha_i''(t) = h_i''(t) \mid i = 1, 2, 3, 4$, where

$$h_1(t) = f(0, t), \quad h_2(t) = f(1, t),$$

$$h_3(t) = f(t, 0), \quad h_4(t) = f(t, 1).$$

Consider the hyperbolic cross truncations of the series (4.1):

$$\tilde{S}_N^{(h)}(x, y) = P(x, y)$$

$$+ (1 - x) \sum_{m=1}^{N-1} c_m(\alpha_1) \sin(\pi my) + x \sum_{m=1}^{N-1} c_m(\alpha_2) \sin(\pi my)$$

$$+ (1 - y) \sum_{m=1}^{N-1} c_m(\alpha_3) \sin(\pi mx) + y \sum_{m=1}^{N-1} c_m(\alpha_4) \sin(\pi mx)$$

$$+ \sum_{1 \leq n_1, n_2 \leq N-1 \atop 1 \leq n_1, n_2 \leq N-1} c_{n_1, n_2}(R) \sin(\pi n_1 x) \sin(\pi n_2 y).$$

By using Parseval identity, it follows from (4.1) and (4.3) that

$$\| f - \tilde{S}_N^{(h)}(f) \|_2^2 = O(1) \left( \sum_{i=1}^{4} \sum_{m=N}^{\infty} |c_m(\alpha_i)|^2 + \sum_{n_1=1}^{N-1} \sum_{n_2=\lceil \frac{n_1}{N} \rceil}^{\infty} |c_{n_1, n_2}(R)|^2 \right).$$

Finally, by the estimates (4.2) and (2.3), we get

$$\| f - \tilde{S}_N^{(h)}(f) \|_2^2 = O \left( \frac{\log N}{N^3} \right).$$
The number of Fourier sine coefficients in the series (4.3) satisfies \( N_c \sim N \log N \). Therefore,

\[
\| f - S_N^{(h)}(f) \|_2^2 = O \left( \frac{\log^4 N_c}{N^3 c} \right).
\]

**Theorem 4.1.** Let \( f \in W^{(l_1, l_2)}(0, 1]^2 \) (\( l_1 = 1 \) or \( 2 \), \( l_2 = 1 \) or \( 2 \)). Then the hyperbolic cross truncations of the series (4.1) satisfy

\[
\| f - S_N^{(h)}(f) \|_2^2 = O \left( \frac{\log N}{N^3} \right).
\]

5. Uncertainty analysis

Suppose that \( f \) is a stochastic process and \( f \in W^{(2,2)}([0, 1]^2) \). Then the coefficient decomposition formula still holds:

\[
c_{n_1, n_2}(f) = \frac{4}{\pi^4 n_1^4 n_2^4} \int_{[0, 1]^2} f(x, y) \sin(\pi n_1 x) \sin(\pi n_2 y) \, dx \, dy.
\]

(5.1)

where the error \( r_{n_1, n_2} \) is equal to

\[
r_{n_1, n_2} = \frac{c_{n_1, n_2}(\partial^4 f / \partial x \partial y)^2}{\pi^4 n_1^4 n_2^4} = \frac{4}{\pi^4 n_1^4 n_2^4} \int_{[0, 1]^2} \partial^4 f / \partial x^2 \partial y^2(x, y) \sin(\pi n_1 x) \sin(\pi n_2 y) \, dx \, dy.
\]

(5.2)

Consider the expectation of \( r_{n_1, n_2} \). The expectation and integral can be exchanged, so

\[
E[r_{n_1, n_2}] = \frac{4}{\pi^4 n_1^4 n_2^4} \int_{[0, 1]^2} E \left[ \partial^4 f / \partial x^2 \partial y^2(x, y) \right] \sin(\pi n_1 x) \sin(\pi n_2 y) \, dx \, dy.
\]

(5.3)

The expectation and limit can be exchanged, so it follows from \( \partial^4 f / \partial x \partial y^2 \in C([0, 1]^2) \) that \( E \left[ \partial^4 f / \partial x^2 \partial y^2 \right] \in C([0, 1]^2) \). By the Riemann-Lebesgue lemma,

\[
E[r_{n_1, n_2}] = \frac{c_{n_1, n_2}}{\pi^4 n_1^4 n_2^4}(E \left[ \partial^4 f / \partial x^2 \partial y^2 \right]) = o \left( \frac{1}{n_1^4 n_2^4} \right).
\]

(5.4)

Consider the variance of \( r_n \). By (5.2), we have

\[
r_{n_1, n_2}^2 = \frac{16}{\pi^4 n_1^4 n_2^4} \int_{[0, 1]^4} \partial^4 f / \partial x^4 \partial y^2(x, y, t, s) \sin(\pi n_1 x) \sin(\pi n_2 y) \sin(\pi n_1 t) \sin(\pi n_2 s) \, dx \, dy \, dt \, ds.
\]

From this and (5.4),

\[
E[r_{n_1, n_2}^2] = \frac{16}{\pi^4 n_1^4 n_2^4} \int_{[0, 1]^4} E \left[ \partial^4 f / \partial x^4 \partial y^2(x, y, t, s) \right] \sin(\pi n_1 x) \sin(\pi n_1 t) \sin(\pi n_2 x) \sin(\pi n_2 s) \, dx \, dy \, dt \, ds
\]

(5.5)

\[
= c_{n_1, n_2, n_1, n_2}(E \left[ \partial^4 f / \partial x^4 \partial y^2(x, y, t, s) \right]) = o \left( \frac{1}{n_1^4 n_2^4} \right).
\]
By (5.3),
\[
(E[r_{n_1,n_2}])^2 = \frac{16}{\pi^2 n_1 n_2^2} \int_{[0,1]^4} \text{Cov} \left( \frac{\partial^4 f}{\partial x^4 \partial y^2}(x,y), \frac{\partial^4 f}{\partial x^2 \partial s^2}(t,s) \right) \sin(\pi n_1 x) \sin(\pi n_2 y) \sin(\pi n_1 t) \sin(\pi n_2 s) \, dx \, dy \, dt \, ds.
\]

Notice that
\[
\text{Var}(r_{n_1,n_2}) = E[r_{n_1,n_2}^2] - (E[r_{n_1,n_2}])^2,
\]
\[
\text{Cov} \left( \frac{\partial^4 f}{\partial x^4 \partial y^2}(x,y), \frac{\partial^4 f}{\partial x^2 \partial s^2}(t,s) \right) = E \left[ \frac{\partial^4 f}{\partial x^4 \partial y^2} \frac{\partial^4 f}{\partial x^2 \partial s^2} \right] - E \left[ \frac{\partial^4 f}{\partial x^4 \partial y^2} \right] E \left[ \frac{\partial^4 f}{\partial x^2 \partial s^2} \right].
\]

Then, by (5.4) and (5.5), the variance of \( r_{n_1,n_2} \):
\[
\text{Var}(r_{n_1,n_2}) = \frac{16}{\pi^2 n_1 n_2^2} \int_{[0,1]^4} \text{Cov} \left( \frac{\partial^4 f}{\partial x^4 \partial y^2}(x,y), \frac{\partial^4 f}{\partial x^2 \partial s^2}(t,s) \right) \sin(\pi n_1 x) \sin(\pi n_2 y) \sin(\pi n_1 t) \sin(\pi n_2 s) \, dx \, dy \, dt \, ds
\]
\[
= \frac{c_{n_1,n_2,1,2} n_1 n_2}{\pi^2 n_1 n_2^2} \left( \text{Cov} \left( \frac{\partial^4 f}{\partial x^4 \partial y^2}, \frac{\partial^4 f}{\partial x^2 \partial s^2} \right) \right) = o \left( \frac{1}{n_1 n_2^2} \right).
\]

Similarly, for \( i = 1, 2, 3 \), as \( n_i \to \infty \), we have
\[
E[c_{n_i}(g_i)] = c_{n_i}(E[g_i]) = o(1);
\]
\[
E[c_{n_i}^2(g_i)] = c_{n_i,n_i}(E[g_i(x)g_i(y)]) = o(1);
\]
\[
\text{Var}(c_{n_i}(g_i)) = c_{n_i,n_i}(\text{Cov}(g_i(x), g_i(y))) = o(1).
\]

By (5.1), we get
\[
E[c_{n_1,n_2}(f)] = \frac{4}{\pi^2 n_1 n_2} \left( E[J_{n_1,n_2}] + o \left( \frac{1}{n_1} \right) + o \left( \frac{1}{n_2} \right) \right).
\]

For convenience, denote
\[
\tau_{n_1,n_2} = -\frac{2}{\pi^2 n_1 n_2} \left( c_{n_2}(g_1) + (-1)^{n_2+1}g_2 \right) + \frac{c_{n_1}(g_3) + (-1)^{n_1+1}g_4}{n_2}.
\]
\[
\mu_{n_1,n_2} = \frac{4}{\pi^2 n_1 n_2} J_{n_1,n_2}.
\]

So \( c_{n_1,n_2}(f) = \mu_{n_1,n_2} + \tau_{n_1,n_2} + r_{n_1,n_2} \), and so
\[
E[c_{n_1,n_2}^2(f)] = E[\mu_{n_1,n_2}^2] + A_{n_1,n_2},
\]
where
\[
A_{n_1,n_2} = E[r_{n_1,n_2}^2] + 2E[\mu_{n_1,n_2} \tau_{n_1,n_2}] + 2E[\mu_{n_1,n_2} r_{n_1,n_2}] + 2E[\tau_{n_1,n_2} r_{n_1,n_2}]
\]
\[
= \frac{1}{n_1 n_2} \left( o \left( \frac{1}{n_1} \right) + o \left( \frac{1}{n_2} \right) \right).
\]
Therefore, 
\[ E[c_{n_1, n_2}^2(f)] = \frac{16}{\pi^4 n_1^2 n_2^2} \left( E[f^2_{n_1, n_2}] + o \left( \frac{1}{n_1} \right) + o \left( \frac{1}{n_2} \right) \right). \] 
(5.6)

Denote 
\[ \tilde{M} = E[f^2(0, 0)] + E[f^2(0, 1)] + E[f^2(1, 0)] + E[f^2(1, 1)]. \]

Similar to the argument from (3.1) to (3.4), we can deduce from (5.6) that 
\[ E \left[ \| f - S_N^{(b)}(f) \|_2^2 \right] = \frac{4\tilde{M} \log N}{N} + O \left( \frac{1}{N} \right). \]

**Theorem 5.1.** Let \( f \) be a stochastic process and \( f \in W^{(2,2)}([0,1]^2) \). Then 
(i) Fourier sine coefficients of \( f \) satisfy 
\[ c_{n_1, n_2}(f) = \frac{4}{\pi^2 n_1 n_2} \int_{-\infty}^{\infty} \left( \frac{\cos(g_1 + (-1)^{n_1+1} g_2)}{n_1} + \frac{\cos(g_3 + (-1)^{n_1+1} g_4)}{n_2} \right) + r_{n_1, n_2}, \]
where 
\[ E[r_{n_1, n_2}] = \frac{c_{n_1, n_2}}{\pi^4 n_1^2 n_2^2} \left( E \left[ \frac{\partial^4 f}{\partial x^2 \partial y^2} \right] \right), \]
\[ \text{Var}(r_{n_1, n_2}) = \frac{c_{n_1, n_2}}{\pi^4 n_1^2 n_2^2} \left( \text{Cov} \left( \frac{\partial^4 f}{\partial x^2 \partial y^2}, \frac{\partial^4 f}{\partial x^2 \partial z^2} \right) \right), \]
where \( c_{n_1, n_2, n_3, n_4}(\text{Cov} \left( \frac{\partial^4 f}{\partial x^2 \partial y^2}, \frac{\partial^4 f}{\partial x^2 \partial z^2} \right) ) \) is the four-variate Fourier sine coefficient of the covariance of \( \frac{\partial^4 f}{\partial x^2 \partial y^2} \) and \( \frac{\partial^4 f}{\partial x^2 \partial z^2} \) at \( n = (n_1, n_2, n_3, n_4) \).

(ii) the hyperbolic cross truncations of Fourier sine series of \( f \) satisfy 
\[ E \left[ \| f - S_N^{(h)}(f) \|_2^2 \right] = \frac{4\tilde{M} \log N}{N} + O \left( \frac{1}{N} \right), \]
where \( \tilde{M} = E[f^2(0, 0)] + E[f^2(0, 1)] + E[f^2(1, 0)] + E[f^2(1, 1)]. \)

6. The three-dimensional case
For a three-dimensional function \( f \) on \([0,1]^3\), we can decompose \( f \) as follows: 
\[ f(x, y, z) = P(x, y, z) + Q(x, y, z) + R(x, y, z) + T(x, y, z), \] 
(6.1)
where 
\[ P(x, y, z) = f(0, 0, 0)(1-x)(1-y)(1-z) + f(0, 1, 0)(1-x)y(1-z) + f(1, 0, 0)(1-x)(1-y)z + f(1, 0, 1)(1-x)(1-y)z + f(1, 1, 0)x(1-y)(1-z) + f(1, 1, 1)x(1-y)z \] 
(6.2)
is a three-variate polynomial:

\[ Q(x, y, z) = f_1(x, 0, 0)(1 - y)(1 - z) + f_1(x, 0, 1)(1 - y)z + f_1(x, 1, 0)y(1 - z) + f_1(x, 1, 1)yz + f_1(1, y, 0)(1 - x)(1 - z) + f_1(0, y, 1)(1 - x)z + f_1(1, y, 0)x(1 - z) + f_1(1, y, 1)zx + f_1(0, 0, z)(1 - x)(1 - y) + f_1(0, 1, z)(1 - x)y + f_1(1, 0, z)x(1 - y) + f(1, 1, z)xy \]  

\[ (f_1 = f - P) \]

is a sum of products of separated variable types, where one factor is the restriction of \( f_1 \) is each edge, the other factor is a bivariate polynomial;

\[ R(x, y, z) = f_2(x, y, 0)(1 - z) + f_2(x, 0, z)(1 - y) + f_2(0, y, z)(1 - x) + f_2(x, y, 1)z + f_2(x, 1, z)y + f_2(1, y, z)x \]

\[ (f_2 = f - P - Q) \]

is a sum of products of separated variable types, where one factor is the restriction of \( f_2 \), the other factor is a univariate polynomial and

\[ T(x, y, z) = f(x, y, z) - P(x, y, z) - Q(x, y, z) - R(x, y, z). \]

It is easy to check the following proposition.

**Proposition 6.1.** \( f_1(x, y, z) = 0 \) for each vertex of \([0, 1]^3\) and \( f_2(x, y, z) = 0 \) for each edge of \([0, 1]^3\), and \( T(x, y, z) = 0 \) for each face of \([0, 1]^3\).

Consider the Fourier sine coefficients \( c_{n_1,n_2,n_3}(f) \). From the decomposition formula, it follows that

\[ c_{n_1,n_2,n_3}(f) = c_{n_1,n_2,n_3}(P) + c_{n_1,n_2,n_3}(Q) + c_{n_1,n_2,n_3}(R) + c_{n_1,n_2,n_3}(T). \]

Since the Fourier sine coefficients:

\[ c_{n_1,n_2,n_3}(f) = 8 \int_{[0,1]^3} f(x,y,z) \sin(\pi n_1 x) \sin(\pi n_2 y) \sin(\pi n_3 z) \, dx \, dy \, dz, \]

we obtain that

\[ (i) \]

\[ c_{n_1,n_2,n_3}(P) = \frac{8U_{n_1,n_2,n_3}}{\pi^3 n_1 n_2 n_3}, \]

where

\[ U_{n_1,n_2,n_3} = f(0,0,0) + (-1)^{n_2+1} f(0,1,0) + (-1)^{n_2+n_3} f(0,1,1) + (-1)^{n_3+1} f(0,0,1) + (-1)^{n_1+1} f(1,0,0) + (-1)^{n_1+n_2} f(1,1,0) + (-1)^{n_1+n_2+n_3+1} f(1,1,1) + (-1)^{n_1+n_2+n_3} f(1,0,1); \]
(ii) 
\[ c_{n_1,n_2,n_3}(Q) = \frac{V_{n_1,n_2,n_3}^{(1)}}{\pi^4 n_1^2 n_2^3} - \frac{V_{n_1,n_2,n_3}^{(2)}}{\pi^4 n_1 n_2^2 n_3} - \frac{V_{n_1,n_2,n_3}^{(3)}}{\pi^4 n_1 n_2 n_3^2}, \]

where
\[ V_{n_1,n_2,n_3}^{(1)} = c_{n_1} \left( \frac{\partial^2 f}{\partial x^2}(0,0,0) \right) + (-1)^{n_3+1} c_{n_1} \left( \frac{\partial^2 f}{\partial y^2}(0,0,1) \right) + (-1)^{n_2+1} c_{n_1} \left( \frac{\partial^2 f}{\partial z^2}(0,1,0) \right), \]
\[ V_{n_1,n_2,n_3}^{(2)} = c_{n_2} \left( \frac{\partial^2 f}{\partial x^2}(0,0,0) \right) + (-1)^{n_3+1} c_{n_2} \left( \frac{\partial^2 f}{\partial y^2}(0,0,1) \right) + (-1)^{n_2+1} c_{n_2} \left( \frac{\partial^2 f}{\partial z^2}(0,1,0) \right), \]
\[ V_{n_1,n_2,n_3}^{(3)} = c_{n_3} \left( \frac{\partial^2 f}{\partial y^2}(0,0,0) \right) + (-1)^{n_3+1} c_{n_3} \left( \frac{\partial^2 f}{\partial x^2}(0,0,1) \right) + (-1)^{n_2+1} c_{n_3} \left( \frac{\partial^2 f}{\partial z^2}(0,1,0) \right). \]

(iii) 
\[ c_{n_1,n_2,n_3}(R) = \frac{M_{n_1,n_2,n_3}^{(1)}}{\pi^4 n_1^2 n_2^2 n_3} + \frac{M_{n_1,n_2,n_3}^{(2)}}{\pi^4 n_1^2 n_2^2 n_3} + \frac{M_{n_1,n_2,n_3}^{(3)}}{\pi^4 n_1 n_2^2 n_3^2}, \]

where
\[ M_{n_1,n_2,n_3}^{(1)} = c_{n_1,n_2} \left( \frac{\partial^4 f}{\partial x^2 \partial y^2}(\cdot,0,0) \right) + (-1)^{n_3+1} c_{n_1,n_2} \left( \frac{\partial^4 f}{\partial x^2 \partial z^2}(\cdot,0,1) \right), \]
\[ M_{n_1,n_2,n_3}^{(2)} = c_{n_1,n_3} \left( \frac{\partial^4 f}{\partial x^2 \partial y^2}(0,\cdot,0) \right) + (-1)^{n_2+1} c_{n_1,n_3} \left( \frac{\partial^4 f}{\partial x^2 \partial z^2}(0,1,\cdot) \right), \]
\[ M_{n_1,n_2,n_3}^{(3)} = c_{n_2,n_3} \left( \frac{\partial^4 f}{\partial y^2 \partial z^2}(0,\cdot,0) \right) + (-1)^{n_3+1} c_{n_2,n_3} \left( \frac{\partial^4 f}{\partial y^2 \partial z^2}(1,\cdot,\cdot) \right). \]

(iv) 
\[ c_{n_1,n_2,n_3}(T) = \frac{c_{n_1,n_2,n_3} \left( \frac{\partial^3 f}{\partial x \partial y \partial z} \right)}{\pi^6 n_1^2 n_2^2 n_3^2}. \]

From this and Proposition 6.1, we get the following theorem.

**Theorem 6.2.** Suppose that \( f \in W^{(2,2,2)}([0,1]^3) \), i.e., \( \frac{\partial^4 f}{\partial x^2 \partial y^2 \partial z^2}(x,y,z) \in C([0,1]^3) \). Then
\[ c_{n_1,n_2,n_3}(f) = \frac{8}{\pi^4 n_1 n_2 n_3} \left( U_{n_1,n_2,n_3} + o \left( \frac{1}{n_1} \right) + o \left( \frac{1}{n_2} \right) + o \left( \frac{1}{n_3} \right) \right), \]
where \( U_{n_1,n_2,n_3} \) is stated in (6.5).

Let \( n_i = 2p_i + q_i \) \((i = 1, 2, 3)\). Then
\[ c_{2p_1+q_1,2p_2+q_2,2p_3+q_3}(f) = \frac{1}{\pi^4 p_1 p_2 p_3} \left( U_{2p_1+q_1,2p_2+q_2,2p_3+q_3} + o \left( \frac{1}{p_1} \right) + o \left( \frac{1}{p_2} \right) + o \left( \frac{1}{p_3} \right) \right), \]
where \( U_{n_1,n_2,n_3} \) is stated in (6.5). It is clear from (6.5) that \( U_{2p_1+q_1,2p_2+q_2,2p_3+q_3} = U_{q_1,q_2,q_3} \). So
\[ c_{2p_1+q_1,2p_2+q_2,2p_3+q_3}(f) = \frac{1}{\pi^2 p_1 p_2 p_3} \left( U_{q_1,q_2,q_3} + o \left( \frac{1}{p_1} \right) + o \left( \frac{1}{p_2} \right) + o \left( \frac{1}{p_3} \right) \right). \]
and
\[
\sum_{(q_1, q_2, q_3) \in \{0, 1\}^3} c^2_{p_1+q_1, 2p_2+q_2, 3p_3+q_3}(f) = \frac{1}{\pi^6 p_1^2 p_2^2 p_3^2} \left( \sum_{(q_1, q_2, q_3) \in \{0, 1\}^3} U^2_{q_1, q_2, q_3} + o\left(\frac{1}{p_1}\right) + o\left(\frac{1}{p_2}\right) + o\left(\frac{1}{p_3}\right) \right).
\]

By (6.5),
\[
U_{q_1, q_2, q_3} = f(0, 0, 0) + (-1)^{q_2} f(0, 1, 0) + (-1)^{q_3} f(1, 0, 0)
\]
\[
+ (-1)^{q_1} f(1, 0, 1) + (-1)^{q_1+q_2} f(1, 1, 0)
\]
\[
+ (-1)^{q_1+q_2+q_3} f(1, 1, 1) + (-1)^{q_1+q_2} f(1, 0, 0).
\]

A direct computation shows that
\[
\sum_{(q_1, q_2, q_3) \in \{0, 1\}^3} U_{q_1, q_2, q_3} = 8(f^2(0, 0, 0) + f^2(0, 1, 0) + f^2(0, 1, 1) + f^2(0, 0, 1))
\]
\[
+ f^2(1, 0, 0) + f^2(1, 1, 0) + f^2(1, 1, 1) + f^2(1, 0, 1))
\]
\[
= 8 \sum_{\lambda \in \{0, 1\}^3} f^2(\lambda).
\]

Therefore,
\[
\sum_{(q_1, q_2, q_3) \in \{0, 1\}^3} c^2_{p_1+q_1, 2p_2+q_2, 3p_3+q_3}(f) = \frac{1}{\pi^6 p_1^2 p_2^2 p_3^2} \left( 8 \sum_{\lambda \in \{0, 1\}^3} f^2(\lambda) + o\left(\frac{1}{p_1}\right) + o\left(\frac{1}{p_2}\right) + o\left(\frac{1}{p_3}\right) \right).
\]

From this, we deduce the following proposition.

**Proposition 6.3.** Let \(f \in W^{(2, 2, 2)}([0, 1]^3)\). Then its Fourier sine coefficients
\[
c_{n_1, n_2, n_3}(f) = o\left(\frac{1}{n_1 n_2 n_3}\right) \left( o\left(\frac{1}{n_1}\right) + o\left(\frac{1}{n_2}\right) + o\left(\frac{1}{n_3}\right) \right)
\]
if and only if \(f(\lambda) = 0\) for all \(\lambda \in \{0, 1\}^3\).

Suppose that \(f \in W^{(2, 2, 2)}([0, 1]^3)\). Then the hyperbolic cross truncation of its Fourier sine series:
\[
S^{(6)}_N(f; x, y, z)
\]
\[
= \sum_{1 \leq n_1, n_2, n_3 \leq N-1} c_{n_1, n_2, n_3}(f) \sin(\pi n_1 x) \sin(\pi n_2 y) \sin(\pi n_3 z)
\]
\[
= \sum_{1 \leq p_1, p_2, p_3 \leq \frac{N-1}{p_1}} \sum_{(q_1, q_2, q_3) \in \{0, 1\}^3} c_{2p_1+q_1, 2p_2+q_2, 3p_3+q_3}(f) \sin(2p_1 + q_1)x \sin(2p_2 + q_2)y \sin(2p_3 + q_3)z.
\]
By the Parseval identity and (6.3), it follows that
\[
8 \parallel f - S_N^{(h)}(f) \parallel_2^2 = \left( \sum_{p_1,p_2,p_3=1}^{\infty} \sum_{1 \leq p_1,p_2,p_3 \leq \frac{N-1}{2}}^{N-1} \frac{\sum_{q_1,q_2,q_3 \in \{0,1\}}^{i2} q_1^2 q_1 q_2 q_2 q_3 q_3 (f)}{p_1 p_2 p_3} \right)^2.
\]

\[
= \frac{1}{\pi^4} \left( \sum_{p_1,p_2,p_3=1}^{\infty} \sum_{1 \leq p_1,p_2,p_3 \leq \frac{N-1}{2}}^{N-1} \frac{\sum_{\lambda \in \{0,1\}^3}^{f^2(\lambda) + o(1)}}{p_1 p_2 p_3} \right)^2.
\]

Notice that
\[
\sum_{p_3=1}^{\infty} \frac{1}{p_1 p_2 p_3} = \int_{1}^{\infty} \frac{d\tau}{\tau^{1/2}} + O\left(\frac{1}{N}\right) = \frac{8}{p_1 p_2 N} + O\left(\frac{1}{N}\right)
\]
and
\[
\sum_{p_2=1}^{\infty} \frac{1}{p_1 p_2} = \int_{1}^{\infty} \frac{d\tau}{\tau^{1/2}} = \frac{8}{p_1 N} \int_{1}^{\infty} \frac{d\tau}{\tau} + O\left(\frac{1}{N p_1}\right) = \frac{8}{N p_1} (\log N - \log p_1) + O\left(\frac{1}{N p_1}\right).
\]

Since
\[
\sum_{p_1=1}^{\infty} \frac{1}{p_1} = \log N + O(1)
\]
and
\[
\sum_{p_1=1}^{\infty} \frac{\log p_1}{p_1} = \int_{1}^{\infty} \frac{\log t}{t} dt + O(1) = \frac{1}{2} \int_{1}^{\infty} d\log^2 t + O(1) = \frac{1}{2} \log^2 N + O(1),
\]
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Therefore, we have

\[
\frac{1}{p_1 p_2 p_3} \sum_{p_1=1}^{\lfloor \frac{N}{p_1} \rfloor} \sum_{p_2=1}^{\lfloor \frac{N}{p_2} \rfloor} \sum_{p_3=1}^{\lfloor \frac{N}{p_3} \rfloor} \frac{1}{p_1 p_2 p_3} = \frac{8}{N} \log N \sum_{p_1=1}^{\lfloor \frac{N}{p_1} \rfloor} \frac{1}{p_1} - \frac{8}{N} \sum_{p_1=1}^{\lfloor \frac{N}{p_1} \rfloor} \frac{\log p_1}{p_1} + O \left( \frac{\log N}{N} \right)
\]

Finally, we have

\[
\| f - \mathcal{S}^{(h)}_N(f) \|_2^2 = \frac{4}{\pi^6} \sum_{\lambda \in \{0,1\}^3} f^2(\lambda) \frac{\log^2 N}{N} (1 + o(1)) \quad (N \to \infty).
\]

For stochastic processes, we have the corresponding result.

**Theorem 6.4.** Suppose that \( f \) is a stochastic process and \( f \in W^{(2,2,2)}([0,1]^3) \). Then

\[
E\left[ \| f - \mathcal{S}^{(h)}_N(f) \|_2^2 \right] = \frac{4}{\pi^6} \sum_{\lambda \in \{0,1\}^3} E[f^2(\lambda)] \frac{\log^2 N}{N} (1 + o(1)) \quad (N \to \infty).
\]

For a three-variate function \( f \) on \([0,1]^3\), in its decomposition formula (6.1)-(6.4), we expand univariate functions \( f_1(x,0,0), \ldots, f_1(1,y,1) \), bivariate functions \( f_2(x,y,0), \ldots, f_2(x,y,1) \), and three-variate function \( T(x,y,z) \) into Fourier sine series, we get the Fourier sine series with polynomial factors. We again define the corresponding hyperbolic cross truncations as follows:

\[
(\mathcal{S}^{(h)}_N f)(x,y,z) = P(x,y,z) + Q_N(x,y,z) + R_N(x,y,z) + T_N(x,y,z), \quad (6.6)
\]

where \( P(x,y,z) \) is stated in (6.2), \( Q_N(x,y,z) \) is obtained by replacing eight univariate functions by their \( N \)th partial sums in (6.3), \( R_N(x,y,z) \) is obtained by replacing four bivariate functions by their \( N \)th hyperbolic cross truncations in (6.4), and \( T_N^{(h)} \) is the \( N \)th hyperbolic cross truncation of \( T(x,y,z) \).

**Theorem 6.5.** Let \( f \in W^{(2,2,2)}([0,1]^3) \). Then hyperbolic cross truncations of the Fourier sine series of \( f \) with polynomial factors satisfy

\[
\| f - \mathcal{S}^{(h)}_N(f) \|_2^2 = O \left( \frac{\log^2 N}{N^3} \right),
\]

where \( \mathcal{S}^{(h)}_N(f) \) is defined in (6.6).

The number of Fourier sine coefficients in \( \mathcal{S}^{(h)}_N(f) \) satisfy \( N_c \sim N \log^2 N \). From this and (6.7), we have

\[
\| f - \mathcal{S}^{(h)}_N(f) \|_2^2 = O \left( \frac{\log^8 N_c}{N^3} \right).
\]

Therefore, we can use fewest Fourier sine coefficients to reconstruct \( f \). For stochastic processes, the corresponding result is

\[
E\left[ \| f - \mathcal{S}^{(h)}_N(f) \|_2^2 \right] = O \left( \frac{\log^8 N_c}{N^3} \right).
\]
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1. Introduction

In this paper, we consider the following MPCC:

$$
\begin{align*}
\min & \quad f(z) \\
\text{s.t.} & \quad g_i(z) \leq 0, \quad i \in I = \{1, \cdots, m\}, \\
& \quad h_i(z) = 0, \quad i \in I_e = \{1, \cdots, m_e\}, \\
& \quad G_i(z) \geq 0, \quad i \in I_c = \{1, \cdots, m_c\}, \\
& \quad H_i(z) \geq 0, \quad i \in I_e, \\
& \quad G_i(z)H_i(z) \leq 0, \quad i \in I_c,
\end{align*}
$$

(1.1)
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where $f$, $g_i$, $h_i$, $G_i$, $H_i : \mathbb{R}^n \to \mathbb{R}$ are all continuously differentiable. The MPCC (1.1) has many applications in game theory, traffic transportation, engineering design and so on. The interested reader is referred to the monograph [1] for more details.

As we know, the MPCC (1.1) is a highly difficult nonlinear program since the standard Mangasarian-Fromovitz constraint qualification (MFCQ) is violated at any feasible point (see [2]). This implies that the well-developed approaches for the standard nonlinear programs typically have severe difficulties if they are directly used to solve the MPCC (1.1). So MPCC-tailed algorithms have to be studied.

During last decade, several kinds of efficient methods for the MPCC (1.1) have been developed, such as relaxation (or regularization) ([4–8]), smoothing ([1, 9–17]), interior point method ([1, 18–20]) and penalization ([21]). In this paper, our focus is on relaxation method. The basic idea of the relaxation method is to relax the complicated complementarity constraints

$$G_i(z) \geq 0, \quad H_i(z) \geq 0, \quad G_i(z)H_i(z) \leq 0, \quad i \in I_c$$

in a suitable way. The interested reader is referred to the recent review paper on relaxation method [5] for more knowledge.

Kadrani et al. proposed a relaxation scheme in [8] as follows:

$$\begin{align*}
\min \quad & f(z) \\
\text{s.t.} \quad & g_i(z) \leq 0, \quad i \in I, \\
& h_i(z) = 0, \quad i \in I_e, \\
& G_i(z) \geq -t, \quad i \in I_c, \\
& H_i(z) \geq -t, \quad i \in I_c, \\
& (G_i(z) - t) (H_i(z) - t) \leq 0, \quad i \in I_c,
\end{align*}$$

(1.2)

where $t$ is a nonnegative parameter. It is shown that any accumulation point of the stationary point sequence of (1.2) converges to an M-stationary point of MPCC (1.1) when $t \to 0$ under the MPCC-linear independence constraint qualification (MPCC-LICQ) condition and some mild conditions. They also showed that existence of KKT multipliers for the relaxed problem (1.2) under the MPCC-LICQ assumption. Figure 1, however, shows that there exist two disadvantages: (1) the feasible region of the relaxed problem (1.2) is almost disconnected. Therefore, one has to meet severe difficulties when solving (1.2) by means of a standard NLP algorithm; (2) the feasible region of the MPCC (1.1) is not included in that of the relaxed problem (1.2), regardless of the choice of $t > 0$.

In order to overcome the above drawbacks, Kanzow et al. recently proposed a new relaxation
scheme in [5] as follows:

\[
\begin{align*}
\min & \quad f(z) \\
\text{s.t.} & \quad g_i(z) \leq 0, \ i \in I, \\
& \quad h_i(z) = 0, \ i \in I_c, \\
& \quad G_i(z) \geq -t, \ i \in I_c, \\
& \quad H_i(z) \geq -t, \ i \in I_c, \\
& \quad \Psi(z; t) = (\Psi_i(z; t), i \in I_c) \leq 0,
\end{align*}
\]  

(1.3)

where \( t \geq 0 \) is a parameter, \( \Psi_i(z; t) = \varphi(G_i(z) - t, H_i(z) - t) \), the complementarity function \( \varphi : \mathbb{R}^2 \to \mathbb{R} \) is defined by

\[
\varphi(x, y) = \begin{cases} 
xy, & x + y \geq 0, \\
-\frac{1}{2}(x^2 + y^2), & x + y < 0.
\end{cases}
\]

The geometric interpretation of the relaxation scheme (1.3) is given in Figure 2. It is shown that any accumulation point of the stationary point sequence of (1.3) converges to an M-stationary point of MPCC (1.1) when \( t \to 0 \) under much weaker MPCC-constant positive linear dependence (MPCC-CPLD) condition and some mild conditions. And they also showed the existence of the Lagrange multipliers for the relaxed problem (1.3) under the MPCC-LICQ assumption.

It is worth noting that the feasible region of the original problem (1.1) is part of the boundary of that of the relaxed problem (1.3). Consequently, some additional stricter conditions is required for the search directions when solving the relaxed problem (1.3) by a standard NLP algorithm.

In this paper, motivated from the ideas in [5, 8] and based on the Mangasarian complementarity
function ([25]) defined by

$$\phi(a, b) = \rho(a) + \rho(b) - \rho(|a - b|)$$  \hspace{1cm} (1.4)

with $\rho : \mathbb{R} \rightarrow \mathbb{R}$ being given by

$$\rho(\tau) = \begin{cases} 
\tau^2, & \text{if } \tau \geq 0 \\
-\tau^2, & \text{if } \tau < 0,
\end{cases}$$

we propose a new relaxation scheme:

$$\begin{align*}
\min & \quad f(z) \\
\text{s.t.} & \quad g_i(z) \leq 0, \; i \in I, \\
& \quad h_i(z) = 0, \; i \in I_e, \\
& \quad G_i(z) \geq -t, \; i \in I_c, \\
& \quad H_i(z) \geq -t, \; i \in I_c, \\
& \quad \Phi_i(z; t) \leq 0, \; i \in I_c, 
\end{align*}$$  \hspace{1cm} (1.5)

where $t$ is a nonnegative parameter and

$$\Phi_i(z; t) = \phi(G_i(z) - t, H_i(z) - t).$$  \hspace{1cm} (1.6)

The geometric interpretation of the relaxation scheme (1.5) is given in Figure 3.

We show that any accumulation point of the stationary point sequence of (1.5) converges to an M-stationary point of MPCC (1.1) when $t \rightarrow 0$ under much weaker MPCC-CPLD condition and some mild conditions, and converges to a strongly stationary point of MPCC (1.1) under additional conditions. We also show that the standard Guignard constraint qualification (GCQ) holds at every
feasible point of the relaxed problem (1.5) and the existence of Lagrange multipliers of the relaxed problem (1.5) is verified under some mild conditions.

The rest of the paper is organized as follows. Some definitions of different stationary points and constraint qualifications and preliminary results about MPCC are restated in Section 2. Section 3 contains the analysis and proof of the convergent results. The existence of Lagrange multipliers for the relaxed problem is analyzed and verified in Section 4 and some concluding remarks are given in the final section.

2. Preliminaries

As we know, except for Guignard CQ, all standard constraint qualifications are far too restrictive for MPCCs ([22]). Some MPCC-tailed CQs are introduced in the past. Furthermore, due to the fact that most standard CQs are likely to be violated at a local minimum of an MPCC, the KKT conditions can not be considered as the optimality conditions. Hence, several weaker stationarity notions have been proposed. For convenience and completeness, in this section we briefly restate some concepts and results about the MPCC (1.1) which are needed in the sequel analysis. The reader is also referred to [5, 22–24].

Let $S$ be the feasible set of the MPCC (1.1). For any $z^* \in S$, define different index sets for the MPCC (1.1) as follows:

\begin{align}
I_{0+}(z^*) &= \{i \in I_c \mid G_i(z^*) = 0, \ H_i(z^*) > 0\}, \\
I_{00}(z^*) &= \{i \in I_c \mid G_i(z^*) = 0, \ H_i(z^*) = 0\}, \\
I_{+0}(z^*) &= \{i \in I_c \mid G_i(z^*) > 0, \ H_i(z^*) = 0\}.
\end{align}

Definition 2.1 [5, 23] Let $z^*$ be a feasible point of the MPCC (1.1). Then $z^*$ is said to be (1) weakly stationary for the MPCC (1.1), if there exist multipliers $(\alpha^*, \beta^*, \gamma^*, \delta^*) \in \mathbb{R}^m \times \mathbb{R}^{me} \times \cdots$.
\( \mathbb{R}^{m_c} \times \mathbb{R}^{m_c} \) such that
\[
\nabla f(z^*) + \sum_{i \in I} \alpha_i^* \nabla g_i(z^*) + \sum_{i \in I_e} \beta_i^* \nabla h_i(z^*) - \sum_{i \in I_e} \gamma_i^* \nabla G_i(z^*) - \sum_{i \in I_e} \delta_i^* \nabla H_i(z^*) = 0,
\]
\[
\alpha_i^* \geq 0, \quad \alpha_i^* g_i(z^*) = 0 (i \in I), \quad \gamma_i^* = 0 (i \in I_{00}(z^*)), \quad \delta_i^* = 0 (i \in I_{0+}(z^*));
\]
(2) MPCC-CPLD holds at \( z^* \) if it is weakly stationarity and \( R \) are linearly dependent for all \( i \in I \);
(3) MPCC-LICQ holds at \( z^* \) if it is weakly stationarity and \( \gamma_i^* \delta_i^* \geq 0, \forall i \in I_{00}(z^*) \);
(4) MPCC-CPLD holds at \( z^* \) if it is weakly stationarity and \( \gamma_i^* \delta_i^* \geq 0, \forall i \in I_{00}(z^*) \);
(5) MPCC-CPLD holds at \( z^* \) if it is weakly stationarity and \( \gamma_i^* \delta_i^* \geq 0, \forall i \in I_{00}(z^*) \);

Obviously, we know that strong stationarity implies M-stationarity, M-stationarity implies C-stationarity and C-stationarity implies weak stationarity. Moreover, it is shown in [22] that strong stationarity is equivalent to the standard KKT conditions of an MPCC. However, a counterexample given in [23] indicates that strong stationarity may not hold at a global minimum, even for very simple MPCCs.

**Definition 2.2** [5, 23] Let \( z^* \) be a feasible point of the MPCC (1.1). Then
(1) MPCC-LICQ is said to hold at \( z^* \) if the gradients
\[
\{\nabla g_i(z^*) \mid i \in I_g(z^*)\} \cup \{\nabla h_i(z^*) \mid i \in I_e\} \cup \{\nabla G_i(z^*) \mid i \in \Gamma_{00}(z^*) \cup I_{0+}(z^*)\}
\]
\[
\cup \{\nabla H_i(z^*) \mid i \in I_{00}(z^*) \cup I_{0+}(z^*)\}
\]
are linearly independent.
(2) MPCC-CPLD is said to hold at \( z^* \) if, for any subsets \( I_1 \subseteq I_g(z^*), \ I_2 \subseteq I_e, \ I_3 \subseteq \Gamma_{00}(z^*) \cup I_{0+}(z^*), \ I_4 \subseteq I_{00}(z^*) \cup I_{0+}(z^*) \) such that the gradients
\[
\{\nabla g_i(z^*) \mid i \in I_1\} \cup \{\nabla h_i(z^*) \mid i \in I_2\} \cup \{\nabla G_i(z^*) \mid i \in I_3\} \cup \{\nabla H_i(z^*) \mid i \in I_4\}
\]
are positive-linearly dependent, there exists a neighborhood \( \Gamma(z^*) \) of \( z^* \) such that the gradients
\[
\{\nabla g_i(z) \mid i \in I_1\} \cup \{\nabla h_i(z) \mid i \in I_2\} \cup \{\nabla G_i(z) \mid i \in I_3\} \cup \{\nabla H_i(z) \mid i \in I_4\}
\]
are linearly dependent for all \( z \in \Gamma(z^*) \).

It follows from [24] that MPCC-LICQ implies MPCC-CPLD.

**3. Convergence results**

In this section, we analyze the convergence behavior of the relaxed problem (1.5) as \( t \to 0 \). For convenience, denote by \( R_{\Gamma_{00}}(t) \) (1.5) the relaxed problem (1.5), and define the following index sets for \( R_{\Gamma_{00}}(t) \) (1.5):
\[
\begin{align*}
I_g(z) &= \{i \in I \mid g_i(z) = 0\}, \quad I_G(z; t) = \{i \in I_e \mid G_i(z) = -t\}, \\
I_H(z; t) &= \{i \in I_e \mid H_i(z) = -t\}, \quad I_\Phi(z; t) = \{i \in I_e \mid \Phi_i(z; t) = 0\}, \\
I_\Phi^{0+}(z; t) &= \{i \in I_\Phi(z; t) \mid G_i(z; t) = 0, \ H_i(z; t) > 0\}, \\
I_\Phi^{0-}(z; t) &= \{i \in I_\Phi(z; t) \mid G_i(z; t) = 0, \ H_i(z; t) < 0\}, \\
I_\Phi^{00}(z; t) &= \{i \in I_\Phi(z; t) \mid G_i(z; t) = 0, \ H_i(z; t) = 0\}, \\
I_\Phi^{0-}(z; t) &= \{i \in I_\Phi(z; t) \mid G_i(z; t) = 0, \ H_i(z; t) < 0\}, \\
\text{supp}(c) &= \{i \mid c_i \neq 0, \ i = 1, \ldots, l, \ c = (c_i) \in \mathbb{R}^l\}.
\end{align*}
\]
Obviously, we have \( I_{\Phi}^0(z; t) \cap I_{\Phi}^0(z; t) \cap I_{\Phi}^0(z; t) = \emptyset \), \( I_{\Phi}^0(z; t) \cup I_{\Phi}^0(z; t) \cup I_{\Phi}^0(z; t) = I_{\Phi}(z; t) \).

By elementary computation and analysis, we can obtain the important properties of the complementarity function \( \phi \) given in (1.4), which play a key role in the subsequently analysis.

**Lemma 3.1** [25] \( \phi(a, b) = 0 \) if and only if \( a \geq 0, \ b \geq 0, \ ab = 0 \).

\( \phi \) is continuously differentiable, and its gradient is

\[
\nabla \phi(a, b) = \begin{cases} 
-4a + 2b, & \text{if } a < 0 \text{ and } b < 0, \\
-4b + 2a, & \text{if } a < 0 \text{ and } b \geq 0, \\
2a, & \text{if } a \geq 0 \text{ and } b < 0, \\
2b, & \text{if } a \geq 0 \text{ and } b \geq 0.
\end{cases}
\]

(3) The following inequality holds:

\[
\phi(a, b) \begin{cases} 
> 0, & \text{if } a > 0 \text{ and } b > 0, \\
< 0, & \text{if } a < 0 \text{ or } b < 0.
\end{cases}
\]

According to the definition (1.6) of \( \Phi_t \), one obtains the expressions of \( \Phi_t(z; t) \) and the gradient of \( \Phi_t(z; t) \), respectively:

\[
\Phi_t(z; t) = \phi(G_t(z) - t, H_t(z) - t)
= \begin{cases} 
-2(G_t(z) - t)^2 - 2(H_t(z) - t)^2 + 2(G_t(z) - t)(H_t(z) - t), & G_t(z) - t < 0 \text{ and } H_t(z) - t < 0, \\
-2(G_t(z) - t)^2 + 2(G_t(z) - t)(H_t(z) - t), & G_t(z) - t < 0 \text{ and } H_t(z) - t \geq 0, \\
-2(H_t(z) - t)^2 + 2(G_t(z) - t)(H_t(z) - t), & G_t(z) - t \geq 0 \text{ and } H_t(z) - t < 0, \\
2(G_t(z) - t)(H_t(z) - t), & G_t(z) - t \geq 0 \text{ and } H_t(z) - t \geq 0,
\end{cases}
\]

\[
\nabla \Phi_t(z; t) = \begin{cases} 
2(H_t(z) - 4G_t(z) + 2t) \nabla G_t(z) + (2G_t(z) - 4H_t(z) + 2t) \nabla H_t(z), & G_t(z) - t < 0 \text{ and } H_t(z) - t < 0, \\
2(H_t(z) - 4G_t(z) + 2t) \nabla G_t(z) + 2(G_t(z) - t) \nabla H_t(z), & G_t(z) - t < 0 \text{ and } H_t(z) - t \geq 0, \\
2(H_t(z) - t) \nabla G_t(z) + (2G_t(z) - 4H_t(z) + 2t) \nabla H_t(z), & G_t(z) - t \geq 0 \text{ and } H_t(z) - t < 0, \\
2(H_t(z) - t) \nabla G_t(z) + 2(G_t(z) - t) \nabla H_t(z), & G_t(z) - t \geq 0 \text{ and } H_t(z) - t \geq 0,
\end{cases}
\]

where the parameter \( t \geq 0 \).

Let \( S(t) \) be the feasible set of \( R_{MPCC}(t) \) (1.5). Then the following result is true.

**Lemma 3.2** \( \begin{cases} 
S(0) = S; \\
S(t_1) \subseteq S(t_2), \ 0 \leq t_1 \leq t_2; \\
S = \bigcap_{t \geq 0} S(t).
\end{cases} \)

Next, we establish the convergence theorem of the proposed relaxation method.
Theorem 3.1 Suppose that \( \{t_k\} \downarrow 0, (z^k, \alpha^k, \beta^k, \gamma^k, \delta^k, \nu^k) \) is a KKT pair of \( R_{MPCC}(t_k) \) (1.5) for all \( k \), \( z^* \) is an accumulation point of the sequence \( \{z^k\} \), and MPCC-CPLD holds at \( z^* \). Then the following statements hold:

(1) \( z^* \) is M-stationary for the MPCC (1.1);
(2) If \( \{z^k\} \) additionally satisfies \( I^0_\phi(z^k; t_k) = I^0_\phi(z^k; t_k) = \emptyset \), then \( z^* \) is strongly stationary for the MPCC (1.1).

Proof. (1) Note that \( z^k \rightarrow z^* \), \( t_k \rightarrow 0 \) and the continuity of \( g_i, h_i, G_i, H_i \), we obtain that \( z^* \) is feasible for MPCC (1.1) and the following inclusion relations are true:

\[
I_g(z^k) \subseteq I_g(z^*), \\
I_G(z^k; t_k) \cup I^0_\phi(z^k; t_k) \cup I^0_\phi(z^k; t_k) \subseteq I_{00}(z^*) \cup I_{0+}(z^*), \\
I_H(z^k; t_k) \cup I^0_\phi(z^k; t_k) \cup I^0_\phi(z^k; t_k) \subseteq I_{00}(z^*) \cup I_{+0}(z^*).
\]

(3.4)

Since \( (z^k, \alpha^k, \beta^k, \gamma^k, \delta^k, \nu^k) \) is a KKT pair of \( R_{MPCC}(t_k) \) (1.5), we have

\[
0 = \nabla f(z^k) + \sum_{i \in I} \alpha_i^k \nabla g_i(z^k) + \sum_{i \in I^c} \beta_i^k \nabla h_i(z^k) - \sum_{i \in I^c} \gamma_i^k \nabla G_i(z^k) - \sum_{i \in I^c} \delta_i^k \nabla H_i(z^k) \\
+ \sum_{i \in I^c} \nu_i^k \nabla \Phi_i(z^k; t_k),
\]

(3.5)

From (3.3), one has

\[
\nabla \Phi_i(z^k; t_k) = \begin{cases} 
2(H_i(z^k) - t_k)\nabla G_i(z^k), & i \in I^0_\phi(z^k; t_k) \\
2(G_i(z^k) - t_k)\nabla H_i(z^k), & i \in I^0_\phi(z^k; t_k) \\
0, & i \in I^0_\phi(z^k; t_k).
\end{cases}
\]

(3.6)

Define \( \nu^{G,k} = (\nu_i^{G,k}, i \in I^c) \) and \( \nu^{H,k} = (\nu_i^{H,k}, i \in I^c) \) with

\[
\nu_i^{G,k} = \begin{cases} 
2\nu_i^k(H_i(z^k) - t_k), & \text{if } i \in I^0_\phi(z^k; t_k), \\
0, & \text{otherwise}.
\end{cases}
\]

\[
\nu_i^{H,k} = \begin{cases} 
2\nu_i^k(G_i(z^k) - t_k), & \text{if } i \in I^0_\phi(z^k; t_k), \\
0, & \text{otherwise}.
\end{cases}
\]

(3.7)

Note that \( I_\phi(z^k; t_k) = I^0_\phi(z^k; t_k) \cup I^0_\phi(z^k; t_k) \cup I^0_\phi(z^k; t_k) \), (3.5) can be rewritten as follows:

\[
0 = \nabla f(z^k) + \sum_{i \in I} \alpha_i^k \nabla g_i(z^k) + \sum_{i \in I^c} \beta_i^k \nabla h_i(z^k) - \sum_{i \in I^c} \gamma_i^k \nabla G_i(z^k) - \sum_{i \in I^c} \delta_i^k \nabla H_i(z^k) \\
+ \sum_{i \in I^c} \nu_i^{G,k} \nabla G_i(z^k) + \sum_{i \in I^c} \nu_i^{H,k} \nabla H_i(z^k).
\]

(3.8)

Note that the multipliers \( \nu_i^{G,k} \) and \( \delta_i^{H,k} \) are nonnegative, too, according to [4, Lemma A.1], we suppose, without loss of generality, the gradients corresponding to nonzero multipliers, that is,

\[
\{\nabla g_i(z^k) \mid i \in \text{supp}(\alpha^k)\} \cup \{\nabla h_i(z^k) \mid i \in \text{supp}(\beta^k)\} \cup \{\nabla G_i(z^k) \mid i \in \text{supp}(\gamma^k) \cup \text{supp}(\nu^{G,k})\} \\
\cup \{\nabla H_i(z^k) \mid i \in \text{supp}(\delta^k) \cup \text{supp}(\nu^{H,k})\},
\]

(3.9)
are linearly independent.

In what follows, we show that the sequence \( \{(\alpha^k, \beta^k, \gamma^k, \delta^k, \nu^{G,k}, \nu^{H,k})\} \) is bounded. Suppose, by contradiction, that the conclusion is not true. Then there is a vector \((\alpha, \beta, \gamma, \delta, \nu^G, \nu^H)\) and a subset \(K \subseteq \{1, 2, \ldots\}\) such that
\[
\left(\frac{(\alpha^k, \beta^k, \gamma^k, \delta^k, \nu^{G,k}, \nu^{H,k})}{\| (\alpha^k, \beta^k, \gamma^k, \delta^k, \nu^{G,k}, \nu^{H,k}) \|} \right) \xrightarrow{K} (\alpha, \beta, \gamma, \delta, \nu^G, \nu^H) \neq 0.
\]
Dividing by \( \| (\alpha^k, \beta^k, \gamma^k, \delta^k, \nu^{G,k}, \nu^{H,k}) \| \) in (3.7) and passing to the limit, we obtain
\[
0 = \sum_{i \in I} \alpha_i \nabla g_i(z^*) + \sum_{i \in I_c} \beta_i \nabla h_i(z^*) - \sum_{i \in I_c} \gamma_i \nabla G_i(z^*) - \sum_{i \in I_c} \delta_i \nabla H_i(z^*)
+ \sum_{i \in I_c} \nu_i^G \nabla G_i(z^*) + \sum_{i \in I_c} \nu_i^H \nabla H_i(z^*),
\]
which implies the gradients
\[
\{ \nabla g_i(z^*) \mid i \in \text{supp}(\alpha) \} \cup \{ \nabla h_i(z^*) \mid i \in \text{supp}(\beta) \} \cup \{ \nabla G_i(z^*) \mid i \in \text{supp}(\gamma) \cup \text{supp}(\nu^G) \}
\cup \{ \nabla H_i(z^*) \mid i \in \text{supp}(\delta) \cup \text{supp}(\nu^H) \}
\]
are positive-linearly dependent.

Since MPCC-CPLD holds at \( z^* \), there exists a neighbourhood \( U(z^*) \) of \( z^* \) such that \( \forall \ z \in U(z^*) \), the gradients
\[
\{ \nabla g_i(z) \mid i \in \text{supp}(\alpha) \} \cup \{ \nabla h_i(z) \mid i \in \text{supp}(\beta) \} \cup \{ \nabla G_i(z) \mid i \in \text{supp}(\gamma) \cup \text{supp}(\nu^G) \}
\cup \{ \nabla H_i(z) \mid i \in \text{supp}(\delta) \cup \text{supp}(\nu^H) \}
\]
are linearly dependent. This contradicts the linear independence in (3.8) since \( \text{supp}(\alpha, \beta, \gamma, \delta, \nu^G, \nu^H) \subseteq \text{supp}(\alpha^k, \beta^k, \gamma^k, \delta^k, \nu^{G,k}, \nu^{H,k}) \) for \( k \) sufficiently large. Therefore, \( \{(\alpha^k, \beta^k, \gamma^k, \delta^k, \nu^{G,k}, \nu^{H,k})\} \) is bounded.

We suppose, without loss of generality, that \( \{(\alpha^k, \beta^k, \gamma^k, \delta^k, \nu^{G,k}, \nu^{H,k})\} \) converges to \( (\alpha^*, \beta^*, \gamma^*, \delta^*, \nu^{G,*}, \nu^{H,*}) \). Since \( I_G(z^*; t_k) \cap I^0_\phi(z^*; t_k) = \emptyset \), \( I_H(z^*; t_k) \cap I^+_\phi(z^*; t_k) = \emptyset \), we define
\[
\tilde{\gamma}_i = \begin{cases} 
\gamma^*_i, & \text{if } i \in \text{supp}(\gamma^*), \\
-\nu^*_i, & \text{if } i \in \text{supp}(\nu^{G,*}), \\
0, & \text{otherwise.}
\end{cases}
\]
and
\[
\tilde{\delta}_i = \begin{cases} 
\delta^*_i, & \text{if } i \in \text{supp}(\delta^*), \\
-\nu^*_i, & \text{if } i \in \text{supp}(\nu^{H,*}), \\
0, & \text{otherwise.}
\end{cases}
\]
By passing to the limit in (3.7), we have
\[
0 = \nabla f(z^*) + \sum_{i \in I} \alpha_i^* \nabla g_i(z^*) + \sum_{i \in I_c} \beta_i^* \nabla h_i(z^*) - \sum_{i \in I_c} \tilde{\gamma}_i \nabla G_i(z^*) - \sum_{i \in I_c} \tilde{\delta}_i \nabla H_i(z^*),
\]
where \( \alpha_i^* \geq 0, \alpha_i^* g_i(z^*) = 0, \ i \in I \). And it follows for \( k \) sufficiently large that
\[
\text{supp}(\alpha^*) \subseteq I_g(z^*) \subseteq I_g(z^*),
\]
\[
\text{supp}(\tilde{\gamma}) = \text{supp}(\gamma^*) \cup \text{supp}(\nu^{G,*}) \subseteq I_G(z^*; t_k) \cup I^0_\phi(z^*; t_k) \subseteq I_{00}(z^*) \cup I_{00}(z^*),
\]
\[
\text{supp}(\tilde{\delta}) = \text{supp}(\delta^*) \cup \text{supp}(\nu^{H,*}) \subseteq I_H(z^*; t_k) \cup I^+_\phi(z^*; t_k) \subseteq I_{00}(z^*) \cup I_{00}(z^*).
\]
From (3.11), one has \( \tilde{\gamma}_i = 0, \ i \in I_+(z^*); \) \( \tilde{\delta}_i = 0, \ i \in I_0+(z^*), \) together with (3.10), we can conclude that \( z^* \) is weakly stationary for MPCC (1.1).

In what follows, we prove \( z^* \) is M-stationary, i.e., either \( \tilde{\gamma}_i > 0, \tilde{\delta}_i > 0 \) or \( \tilde{\gamma}_i \tilde{\delta}_i = 0, \) for all \( i \in I_0(z^*). \) Suppose, by contradiction, that there is an \( i \in I_0(z^*) \) with \( \tilde{\gamma}_i < 0 \) and \( \tilde{\delta}_i \neq 0 \) (the case \( \tilde{\gamma}_i \neq 0 \) and \( \tilde{\delta}_i < 0 \) can be proven in a similar way). According to (3.9) and (3.11), one has \( i \in \text{supp}(\nu^{G_i} \gamma_i) \subseteq I^0_{\Phi} (z^k; t_k) \) for \( k \) sufficiently large. Note that \( I^0_{\Phi} (z^k; t_k) \cap (I_H (z^k; t_k) \cup I^0_{\Phi} (z^k; t_k)) = \emptyset, \) it follows from (3.9) that \( \tilde{\delta}_i = 0, \) which yields a contradiction. Hence, \( z^* \) is an M-stationary point.

(2) In order to show \( z^* \) is a strongly stationary point of the MPCC (1.1), based on the result (1), it is sufficient to show that \( \tilde{\gamma}_i \geq 0, \forall i \in I_0(z^*); \) \( \tilde{\delta}_i \geq 0, \forall i \in I_0(z^*). \)

By (3.11), the equality (3.10) can be rewritten as

\[
0 = \nabla f(z^*) + \sum_{i \in \text{supp}(\alpha^*)} \alpha_i^* \nabla g_i(z^*) + \sum_{i \in I_c} \beta_i^* \nabla h_i(z^*) - \sum_{i \in \text{supp}(\tilde{\gamma})} \tilde{\gamma}_i \nabla G_i(z^*) - \sum_{i \in \text{supp}(\tilde{\delta})} \tilde{\delta}_i \nabla H_i(z^*).
\]

(3.12)

In view of \( I^0_{\Phi} (z^k; t_k) = \emptyset, \) one gets from (3.9)

\[
\tilde{\gamma}_i = \begin{cases} \gamma_i^*, & i \in \text{supp}(\gamma^*), \\ 0, & \text{else}. \end{cases}
\]

(3.13)

For \( \forall i \in I_0(z^*), \) if \( i \in \text{supp}(\gamma^*), \) then one obtains from (3.11) that \( \tilde{\gamma}_i = \gamma_i^* > 0; \) otherwise, \( \tilde{\gamma}_i = \gamma_i^* = 0. \) This indicates \( \tilde{\gamma}_i \geq 0 \) for all \( i \in I_0(z^*). \)

Similarly, one can show \( \tilde{\delta}_i \geq 0 \) for all \( i \in I_0(z^*). \)

Thus, \( z^* \) is a strongly stationary point of the MPCC (1.1). \( \square \)

4. Existence of multipliers

In the convergent theorem, i.e., Theorem 3.1, we assume that there exists a KKT point for \( R_{\text{MPCC}} (t_k) \) (1.5). Whether does a KKT point for \( R_{\text{MPCC}} (t_k) \) (1.5) exist or not, or what conditions can ensure the existence of KKT point? In order to answer these questions, we will further discuss the existence of Lagrange multipliers of \( R_{\text{MPCC}} (t_k) \) (1.5) in this section.

Let \( \tilde{z} \) be feasible for \( R_{\text{MPCC}} (t_k) \) (1.5) and \( J \) be an arbitrary subset of \( I^0_{\Phi} (\tilde{z}; t), \) define an auxiliary program \( (AP(t, J) \) for short) as follows:

\[
\min \ f(z) \quad \text{s.t.} \quad g_i(z) \leq 0, \ i \in I, \\
\quad h_i(z) = 0, \ i \in I_c, \\
\quad G_i(z) \geq -t, \ H_i(z) \geq -t, \ G_i(z) \leq t, \ i \in J, \\
\quad G_i(z) \geq -t, \ H_i(z) \geq -t, \ H_i(z) \leq t, \ i \in \overline{J}, \\
\quad G_i(z) \geq -t, \ H_i(z) \geq -t, \Phi_i(z; t) \leq 0, \ i \notin I^0_{\Phi} (\tilde{z}; t),
\]

(4.1)

where \( \overline{J} \) means the complement of \( J \) in \( I^0_{\Phi} (\tilde{z}; t). \)

It is obvious that \( \tilde{z} \) is feasible for \( AP(t, J). \) Denote by \( S(t, J) \) the feasible set of \( AP(t, J) \) (4.1). It is not difficult to obtain the relation of feasible sets between \( AP(t, J) \) (4.1) and \( R_{\text{MPCC}} (t_k) \) (1.5).
Lemma 4.1 Let $J$ be an arbitrary subset of $I^0_\Phi(\tilde{z};t)$ and $t \geq 0$. Then $S(t, J) \subseteq S(t)$.

Lemma 4.2 For any $t \geq 0$ and any feasible point $\tilde{z}$ of $R_{MPCC}(t)$ (1.5), the following equality holds true:

$$T_{S(t)}(\tilde{z}) = \bigcup_{J \subseteq I^0_\Phi(\tilde{z};t)} T_{S(t,J)}(\tilde{z}),$$

where $T_{S(t)}$ and $T_{S(t,J)}(\tilde{z})$ are the tangent cones of $R_{MPCC}(t)$ (1.5) and $AP(t, J)$ (4.1) at $\tilde{z}$, respectively.

Proof. For any $d \in T_{S(t)}(\tilde{z})$, the definition of tangent cone tells us that there exists a sequence \( \{z^k\} \subseteq S(t) \), \( z^k \to \tilde{z} \), and a sequence \( \{\tau_k\} \downarrow 0 \) such that \( d = \lim_{k \to \infty} \frac{z^k - \tilde{z}}{\tau_k} \).

In the following, we show that \( d \in \bigcup_{J \subseteq I^0_\Phi(\tilde{z};t)} T_{S(t,J)}(\tilde{z}) \). Note that \( z^k \in S(t) \), one has

\[
g_i(z^k) \leq 0, \quad i \in I, \quad h_i(z^k) = 0, \quad i \in I_e, \quad G_i(z^k) \geq -t, \quad H_i(z^k) \geq -t, \quad \Phi_i(z^k; t) \leq 0, \quad i \in I_c.
\]

Hence, one has \( \Phi_i(z^k; t) \leq 0 \) for any \( i \in I_c \).

If \( i \in I^0_\Phi(\tilde{z};t) \), there are six cases for \( \Phi_i(z^k; t) \leq 0 \) as follows:

\[
G_i(z^k) - t < 0, \quad H_i(z^k) - t < 0; \\
G_i(z^k) - t < 0, \quad H_i(z^k) - t \geq 0; \\
G_i(z^k) - t \geq 0, \quad H_i(z^k) - t < 0; \\
G_i(z^k) - t > 0, \quad H_i(z^k) - t = 0; \\
G_i(z^k) - t = 0, \quad H_i(z^k) - t = 0; \\
G_i(z^k) - t = 0, \quad H_i(z^k) - t > 0.
\]

Thus, there exists an infinity subset \( K \subseteq \{1, 2, \ldots\} \) such that \( G_i(z^k) - t \leq 0, \forall k \in K \). Let \( J = \{i \in I^0_\Phi(\tilde{z};t) \mid G_i(z^k) - t \leq 0, \forall k \in K\} \), \( \overline{J} = I^0_\Phi(\tilde{z};t) \setminus J \), then one gets \( \{z^k\} \subseteq S(t, J) \). This implies \( d \in \bigcup_{J \subseteq I^0_\Phi(\tilde{z};t)} T_{S(t,J)}(\tilde{z}) \). Therefore, we have \( T_{S(t)}(\tilde{z}) \subseteq \bigcup_{J \subseteq I^0_\Phi(\tilde{z};t)} T_{S(t,J)}(\tilde{z}) \).

Conversely, for any \( d \in \bigcup_{J \subseteq I^0_\Phi(\tilde{z};t)} T_{S(t,J)}(\tilde{z}) \), there exists a subset \( J \subseteq I^0_\Phi(\tilde{z};t) \) such that \( d \in T_{S(t,J)}(\tilde{z}) \). Accordingly, there exists a sequence \( \{z^k\} \subseteq S(t, J) \), \( z^k \to \tilde{z} \) and a sequence \( \{\tau_k\} \downarrow 0 \) such that \( d = \lim_{k \to \infty} \frac{z^k - \tilde{z}}{\tau_k} \).

By Lemma 4.1, one has \( \{z^k\} \subseteq S(t) \), so \( d \in T_{S(t)}(\tilde{z}) \). Thus one obtains

\[
\bigcup_{J \subseteq I^0_\Phi(\tilde{z};t)} T_{S(t,J)}(\tilde{z}) \subseteq T_{S(t)}(\tilde{z}).
\]

Hence, the result is true. The proof is finished. \( \square \)

For the sake of convenience, we now give a conclusion in [26], which is used in the proof of our Theorem 4.1.
Lemma 4.3  Suppose that $C_1$, $C_2 \subseteq \mathbb{R}^n$ are cones defined by
\[
C_1 = \{ p \in \mathbb{R}^n \mid x_i^T p \leq 0, \ i \in I; \ y_i^T p = 0, \ i \in I_e \},
\]
\[
C_2 = \{ q \in \mathbb{R}^n \mid q = \sum_{i \in I} \lambda_i x_i + \sum_{i \in I_e} \mu_i y_i, \ \lambda_i \geq 0, \ \forall \ i \in I \}.
\]
Then $C_1 = C_2^\circ$ and $C_2 = C_1^\circ$, where $C_1^\circ$ and $C_2^\circ$ are the polar cones of $C_1$ and $C_2$, respectively.

The following theorem shows that standard Guignard CQ holds for $R_{MPCC}(t)$ (1.5) only under MPCC-LICQ assumption.

Theorem 4.1  Let $z^*$ be feasible for MPCC (1.1) such that MPCC-LICQ holds at $z^*$. Then there exists a $\overline{t} > 0$ and a neighborhood $U(z^*)$ of $z^*$ such that standard GCQ holds for $R_{MPCC}(t)$ (1.5) for $\forall \ t \in (0, \overline{t}]$ and $\forall \ z \in U(z^*) \cap S(t)$.

Proof. Since MPCC-LICQ holds at $z^*$, the gradients
\[
\{\nabla g_i(z) \mid i \in I_g(z^*)\} \cup \{\nabla h_i(z) \mid i \in I_e\} \cup \{\nabla G_i(z) \mid i \in I_{0+}(z^*) \cup I_{00}(z^*)\}
\]
are linearly independent at $z^*$. Since $g_i, h_i, G_i$ and $H_i$ are continuously differentiable, the gradients (4.2) remain linearly independent in some neighborhood of $z^*$. Hence, there exists a $\overline{t} > 0$ and sufficiently small neighborhood $U(z^*)$ of $z^*$ such that for all $t \in (0, \overline{t}]$ and all $z \in U(z^*) \cap S(t)$, the gradients (4.2) are linearly independent at $z$, and the following inclusions hold from (3.4)
\[
I_g(z) \subseteq I_g(z^*), \quad I_G(z; t) \subseteq I_{00}(z^*) \cup I_{0+}(z^*), \quad I_H(z; t) \subseteq I_{00}(z^*) \cup I_{+0}(z^*),
\]
\[
I_\Phi^0(z; t) \cup I_\Phi^{0+}(z; t) \subseteq I_{00}(z^*) \cup I_{0+}(z^*), \quad I_\Phi^0(\overline{z}; t) \cup I_\Phi^{+0}(\overline{z}; t) \subseteq I_{00}(z^*) \cup I_{+0}(z^*).
\]
For any $t \in (0, \overline{t}]$ and $\overline{z} \in U(z^*) \cap S(t)$, we have $\overline{z} \in S(t, J)$ for any $J \subseteq I_\Phi^0(\overline{z}; t)$, and the active gradients of $AP(t, J)$ (4.1) are
\[
\{\nabla g_i(\overline{z}) \mid i \in I_g(\overline{z})\} \cup \{\nabla h_i(\overline{z}) \mid i \in I_e\} \cup \{\nabla G_i(\overline{z}) \mid i \in I_G(\overline{z}; t) \cup I_\Phi^{0+}(\overline{z}; t) \cup J\}
\]
\[
\cup \{\nabla H_i(\overline{z}) \mid i \in I_H(\overline{z}; t) \cup I_\Phi^{+0}(\overline{z}; t) \cup J\}.
\]
Thus, the standard LICQ for $AP(t, J)$ (4.1) holds at $\overline{z}$. Since LICQ implies ACQ, we have
\[
T_{S(t,J)}(\overline{z}) = L_{S(t,J)}(\overline{z}), \quad \forall \ J \subseteq I_\Phi^0(\overline{z}; t),
\]
which together with Lemma 4.1 yields
\[
T_{S(t)}(\overline{z}) = \bigcup_{J \subseteq I_\Phi^0(\overline{z}; t)} T_{S(t,J)}(\overline{z}) = \bigcup_{J \subseteq I_\Phi^0(\overline{z}; t)} L_{S(t,J)}(\overline{z}).
\]
From Theorem 3.1.9 in [26], we obtain
\[
T_{S(t)}(\overline{z})^\circ = \bigcap_{J \subseteq I_\Phi^0(\overline{z}; t)} L_{S(t,J)}(\overline{z})^\circ. \quad (4.4)
\]
To prove that GCQ for $R_{MPC}(t)$ (1.5) holds at $\bar{z}$, we need to show that $\mathcal{L}_{S(t)}(\bar{z})^0 = \mathcal{T}_{S(t)}(\bar{z})^0$. Note that $\mathcal{L}_{S(t)}(\bar{z})^0 \subseteq \mathcal{T}_{S(t)}(\bar{z})^0$ since $\mathcal{T}_{S(t)}(\bar{z}) \subseteq \mathcal{L}_{S(t)}(\bar{z})$, we only prove the inclusion

$$\mathcal{T}_{S(t)}(\bar{z})^0 \subseteq \mathcal{L}_{S(t)}(\bar{z})^0.$$  

The linearized tangent cone of $AP(t, J)$ (4.1) at $\bar{z}$ is given by

$$\mathcal{L}_{S(t,J)}(\bar{z}) = \left\{ p \in \mathbb{R}^n \mid \nabla g_i(\bar{z})^T p \leq 0, \ i \in I_g(\bar{z}), \right. $$
$$\left. \nabla h_i(\bar{z})^T p = 0, \ i \in I_e, \right.$$  

$$\left. \nabla G_i(\bar{z})^T p \perp 0, \ i \in I_G(\bar{z}; t), \right.$$  

$$\left. \nabla H_i(\bar{z})^T p \geq 0, \ i \in I_H(\bar{z}; t), \right.$$  

$$\left. \nabla G_i(\bar{z})^T p \leq 0, \ i \in I^0_\Phi(\bar{z}; t) \cup J, \right.$$  

$$\left. \nabla H_i(\bar{z})^T p \leq 0, \ i \in I^0_\Phi(\bar{z}; t) \cup \bar{J} \right\},$$

so it follows from Lemma 4.2 that

$$\mathcal{L}_{S(t,J)}(\bar{z})^0 = \left\{ q \in \mathbb{R}^n \mid q = \sum_{i \in I_g(\bar{z})} \alpha_i \nabla g_i(\bar{z}) + \sum_{i \in I_e} \beta_i \nabla h_i(\bar{z}) - \sum_{i \in I_G(\bar{z}; t)} \gamma_i \nabla G_i(\bar{z}) - \sum_{i \in I_H(\bar{z}; t)} \delta_i \nabla H_i(\bar{z}) + \sum_{i \in I^0_\Phi(\bar{z}; t) \cup J} \nu_i \nabla G_i(\bar{z}) - \sum_{i \in I^0_\Phi(\bar{z}; t) \cup \bar{J}} \sigma_i \nabla H_i(\bar{z}), \ \alpha, \gamma, \delta, \nu, \sigma \geq 0 \right\}.$$ (4.5)

Now for $q \in \mathcal{T}_{S(t)}(\bar{z})^0$, one obtains from (4.4) that $q \in \mathcal{L}_{S(t,J)}(\bar{z})^0$ for any $J \subseteq I^0_\Phi(\bar{z}; t)$. So it follows from (4.5) that

$$q = \sum_{i \in I_g(\bar{z})} \alpha_i \nabla g_i(\bar{z}) + \sum_{i \in I_e} \beta_i \nabla h_i(\bar{z}) - \sum_{i \in I_G(\bar{z}; t)} \gamma_i \nabla G_i(\bar{z}) - \sum_{i \in I_H(\bar{z}; t)} \delta_i \nabla H_i(\bar{z}) + \sum_{i \in I^0_\Phi(\bar{z}; t) \cup J} \nu_i \nabla G_i(\bar{z}) + \sum_{i \in I^0_\Phi(\bar{z}; t) \cup \bar{J}} \sigma_i \nabla H_i(\bar{z}),$$ (4.6)

where $\alpha_i, \gamma_i, \delta_i, \nu_i, \sigma_i \geq 0$.

On the other hand, in view of $J \subseteq I^0_\Phi(\bar{z}; t)$, we have from (4.4) that $q \in \mathcal{L}_{S(t,J)}(\bar{z})^0$, thus it follows that

$$q = \sum_{i \in I_g(\bar{z})} \overline{\alpha}_i \nabla g_i(\bar{z}) + \sum_{i \in I_e} \overline{\beta}_i \nabla h_i(\bar{z}) - \sum_{i \in I_G(\bar{z}; t)} \overline{\gamma}_i \nabla G_i(\bar{z}) - \sum_{i \in I_H(\bar{z}; t)} \overline{\delta}_i \nabla H_i(\bar{z}) + \sum_{i \in I^0_\Phi(\bar{z}; t) \cup J} \overline{\nu}_i \nabla G_i(\bar{z}) + \sum_{i \in I^0_\Phi(\bar{z}; t) \cup \bar{J}} \overline{\sigma}_i \nabla H_i(\bar{z}),$$ (4.7)

where $\overline{\alpha}_i, \overline{\gamma}_i, \overline{\delta}_i, \overline{\nu}_i, \overline{\sigma}_i \geq 0$.

Note that the gradients

$$\{\nabla g_i(\bar{z}) \mid i \in I_g(\bar{z})\} \cup \{\nabla h_i(\bar{z}) \mid i \in I_e\} \cup \{\nabla G_i(\bar{z}) \mid i \in I_G(\bar{z}; t) \cup I^0_\Phi(\bar{z}; t) \cup I^0_\Phi(\bar{z}; t)\}$$  

$$\cup \{\nabla H_i(\bar{z}) \mid i \in I_H(\bar{z}; t) \cup I^0_\Phi(\bar{z}; t) \cup I^0_\Phi(\bar{z}; t)\}$$
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are linearly independent, hence, the corresponding coefficients in (4.6) and (4.7) must be equal. In particular, we obtain
\[ \nu_i = 0, \quad i \in J; \quad \sigma_i = 0, \quad i \in \overline{J}. \]

Further, we obtain
\[
q = \sum_{i \in I_g(\bar{z})} \alpha_i \nabla g_i(\bar{z}) + \sum_{i \in I_e} \beta_i \nabla h_i(\bar{z}) - \sum_{i \in I_G(\bar{z}; t)} \gamma_i \nabla G_i(\bar{z}) - \sum_{i \in I_H(\bar{z}; t)} \delta_i \nabla H_i(\bar{z}) + \sum_{i \in I^{\delta}_k(\bar{z}; t)} \nu_i \nabla G_i(\bar{z}) + \sum_{i \in I^{\delta}_k(\bar{z}; t)} \sigma_i \nabla H_i(\bar{z}). \tag{4.8}
\]

Note that the linearized cone of \( R_{MPCC}(t) \) (1.5) is given as follows:
\[
\mathcal{L}_{S(t)}(\bar{z}) = \{ p \in \mathbb{R}^n | \nabla g_i(\bar{z})^T p \leq 0, \quad i \in I_g(\bar{z}), \nabla h_i(\bar{z})^T p = 0, \quad i \in I_e, \nabla G_i(\bar{z})^T p \geq 0, \quad i \in I_G(\bar{z}; t), \nabla H_i(\bar{z})^T p \geq 0, \quad i \in I_H(\bar{z}; t), \nabla \Phi_i(\bar{z}; t)^T p \leq 0, \quad i \in I_\Phi(\bar{z}; t) \}. \]

In view of \( \nabla \Phi_i(\bar{z}; t) = 0, \quad i \in I^{00}_\Phi(\bar{z}; t) \) and \( I_\Phi(\bar{z}; t) = I^{0+}_\Phi(\bar{z}; t) \cup I^{00}_\Phi(\bar{z}; t) \cup I^+\Phi(\bar{z}; t), I^{0+}_\Phi(\bar{z}; t) \cap I^{00}_\Phi(\bar{z}; t) \cap I^+\Phi(\bar{z}; t) = \emptyset \), the representation above can be rewritten as follows:
\[
\mathcal{L}_{S(t)}(\bar{z}) = \{ p \in \mathbb{R}^n | \nabla g_i(\bar{z})^T p \leq 0, \quad i \in I_g(\bar{z}), \nabla h_i(\bar{z})^T p = 0, \quad i \in I_e, \nabla G_i(\bar{z})^T p \geq 0, \quad i \in I_G(\bar{z}; t), \nabla H_i(\bar{z})^T p \geq 0, \quad i \in I_H(\bar{z}; t), \nabla G_i(\bar{z})^T p \leq 0, \quad i \in I^{0+}_\Phi(\bar{z}; t), \nabla H_i(\bar{z})^T p \leq 0, \quad i \in I^{00}_\Phi(\bar{z}; t) \}. \]

By Lemma 4.3 and (4.8), one obtains \( q \in \mathcal{L}_{S(t)}(\bar{z})^0 \). The arbitrariness of \( q \) implies \( \mathcal{T}_{S(t)}(\bar{z})^0 \subseteq \mathcal{L}_{S(t)}(\bar{z})^0 \). The proof is finished. \( \square \)

The following result shows that stronger CQ for \( R_{MPCC}(t) \) (1.5) holds at all points where \( I^{00}_\Phi(z; t) = \emptyset \) holds.

**Theorem 4.2** Let \( z^* \) be feasible for the MPCC (1.1) such that MPCC-CPLD (MPCC-LICQ) holds at \( z^* \). Then there exists a \( \bar{t} > 0 \) and a neighborhood \( U(z^*) \) of \( z^* \) such that the following statement holds for all \( t \in (0, \bar{t}] \): If \( z \in U(z^*) \cap S(t) \) with \( I^{00}_\Phi(z; t) = \emptyset \), then standard CPLD (LICQ) for \( R_{MPCC}(t) \) (1.5) holds at \( z \).

**Proof.** We first prove the conclusion for MPCC-CPLD. Suppose, by contradiction, that there were a sequence \( \{ t^k \} \downarrow 0 \) and \( z^k \to z^* \) with \( z^k \) feasible for \( R_{MPCC}(t^k) \) (1.5), and \( I^{00}_\Phi(z^k; t_k) = \emptyset \) for all \( k \in \{ 1, 2, \ldots \} \) such that standard CPLD is not satisfied in \( z^k \) for all \( k \in \{ 1, 2, \ldots \} \). Thus there exist index subsets
\[
I_1^k \subseteq I_g(z^k), \quad I_2^k \subseteq I_e, \quad I_3^k \subseteq I_G(z^k; t_k), \quad I_4^k \subseteq I_H(z^k; t_k), \quad I_5^k \subseteq I_{\Phi}^{0+}(z^k; t_k), \quad I_6^k \subseteq I_{\Phi}^{00}(z^k; t_k)
\]
such that the gradients
\[
\{ \nabla g_i(z) \mid i \in I^k_g \} \cup \{ -\nabla G_i(z) \mid i \in I^k_G \} \cup \{ -\nabla H_i(z) \mid i \in I^k_H \} \cup \{ (H_i(z) - t_k)\nabla G_i(z) \mid i \in I^k_G \} \\
\cup \{ (G_i(z) - t_k)\nabla H_i(z) \mid i \in I^k_H \} \cup \{ \nabla h_i(z) \mid i \in I^k_h \}
\]
are positive-linearly dependent at \( z^k \), but linearly dependent at points arbitrary close to \( z^k \). Since \( I_g(z^k) \), \( I_e \), \( I_G(z^k; t_k) \), \( I_H(z^k; t_k) \), \( I^0_\Phi(z^k; t_k) \), \( I^1_\Phi(z^k; t_k) \) are all finite sets, without loss of generality, we may assume \( I^k_i \equiv I_i \) (\( i = 1, 2, \ldots, 6 \)). Note that \( I_g(z^k) \subseteq I_g(z^*) \) for all \( k \) sufficiently large, thus \( I_1 \subseteq I_g(z^*) \). Similarly, we obtain \( I_3 \cup I_5 \subseteq I_{00}(z^*) \cup I_{0+}(z^*) \), \( I_4 \cup I_6 \subseteq I_{00}(z^*) \cup I_{+0}(z^*) \). Positive-linearly dependence at \( z^k \) implies positive-linearly dependence of the gradients
\[
\{ \nabla g_i(z^k) \mid i \in I^k_g \} \cup \{ \nabla h_i(z^k) \mid i \in I^k_h \} \cup \{ \nabla G_i(z^k) \mid i \in I^k_G \} \cup \{ \nabla H_i(z^k) \mid i \in I^k_H \}
\]
(4.9)

Because the standard CPLD is not satisfied, there exists a sequence \( \{ y^k \} \rightarrow z^* \) such that the gradients (4.9) are linearly independent at \( y^k \). If the gradients (4.9) were positive-linearly independent at \( z^* \), then from Theorem 2.2 in [27] we know that these gradients are also positive-linearly independent at any point close to \( z^* \). This is a contradiction. If the gradients (4.9) were positive-linearly dependent at \( z^* \), MPCC-CPLD would imply that they remain linearly dependent in some neighborhood of \( z^* \), which contradicts the statement the gradients (4.9) are linearly independent at \( y^k \). Hence, CPLD holds at \( z \).

Next we prove the conclusion for MPCC-LICQ. For all \( z \in U(z^*) \cap S(t) \) and \( t \in (0, \bar{t}) \) sufficiently small, we have the following relations:
\[
\begin{align*}
I_g(z) &\subseteq I_g(z^*), \\
I_G(z; t) \cup I^0_\Phi(z; t) \cup I^1_\Phi(z; t) &\subseteq I_{00}(z^*) \cup I_{0+}(z^*), \\
I_H(z; t) &\subseteq I^0_\Phi(z; t) \cup I^1_\Phi(z; t) \subseteq I_{00}(z^*) \cup I_{+0}(z^*), \\
I_G(z; t) \cap (I^0_\Phi(z; t) \cup I^1_\Phi(z; t)) &\neq \emptyset, \\
I_H(z; t) \cap (I^0_\Phi(z; t) \cup I^1_\Phi(z; t)) &\neq \emptyset.
\end{align*}
\]
(4.10)

In view of MPCC-LICQ assumption and (4.10), for any \( z \in U(z^*) \), the gradients
\[
\begin{align*}
\{ \nabla g_i(z) \mid i \in I_g(z) \} &\cup \{ \nabla h_i(z) \mid i \in I_e \} \cup \{ \nabla G_i(z) \mid i \in I_G(z; t) \cup I^1_\Phi(z; t) \} \\
&\cup \{ \nabla H_i(z) \mid i \in I_H(z; t) \cup I^1_\Phi(z; t) \}
\end{align*}
\]
(4.11)
are linearly independent.

The active gradients of \( R_{MPCC}(t) \) (1.5) at feasible point \( z \in U(z^*) \) are
\[
\begin{align*}
\nabla g_i(z), \ i \in I_g(z), \\
\nabla h_i(z), \ i \in I_e, \\
\nabla G_i(z), \ i \in I_G(z; t), \\
\nabla H_i(z), \ i \in I_H(z; t), \\
\nabla \Phi_i(z; t) = \begin{cases} 
2(H_i(z) - t)\nabla G_i(z), \ i \in I^1_\Phi(z; t), \\
2(G_i(z) - t)\nabla H_i(z), \ i \in I^1_\Phi(z; t).
\end{cases}
\end{align*}
\]
(4.12)
From (4.11), we know that the following equality
\[
\sum_{i \in I_g(z)} \alpha_i \nabla g_i(z) + \sum_{i \in I_e} \beta_i \nabla h_i(z) - \sum_{i \in I_G(z; t)} \gamma_i \nabla G_i(z) - \sum_{i \in I_H(z; t)} \delta_i \nabla H_i(z) + \sum_{i \in I_\Phi(z; t)} \nu_i \nabla \Phi_i(z; t)
\]
\[
= \sum_{i \in I_g(z)} \alpha_i \nabla g_i(z) + \sum_{i \in I_e} \beta_i \nabla h_i(z) - \sum_{i \in I_G(z; t)} \gamma_i \nabla G_i(z) - \sum_{i \in I_H(z; t)} \delta_i \nabla H_i(z)
\]
\[
+ \sum_{i \in I_\Phi^0(z; t)} \nu_i [2(H_i(z) - t)] \nabla G_i(z; t) + \sum_{i \in I_\Phi^{0+}(z; t)} \nu_i [2(G_i(z) - t)] \nabla H_i(z; t)
\]
\[
= 0 \tag{4.13}
\]
implies that
\[
\alpha_i = 0, \ i \in I_g(z); \ \beta_i = 0, \ i \in I_e; \ \gamma_i = 0, \ i \in I_G(z; t); \ \delta_i = 0, \ i \in I_H(z; t);
\]
\[
\nu_i [2(H_i(z) - t)] = 0, \ i \in I_\Phi^{0+}(z; t); \ \nu_i [2(G_i(z) - t)] = 0, \ i \in I_\Phi^{0}(z; t).
\]
Note that \(H_i(z) - t > 0\) for \(i \in I_\Phi^{0+}(z; t)\), so \(\nu_i = 0\) for \(i \in I_\Phi^{0+}(z; t)\).

Similarly, we have \(\nu_i = 0\) for \(i \in I_\Phi^{0+}(z; t)\).

Summing up the above discussion, we can conclude that standard LICQ holds at \(z \in U(z^*) \cap S(t)\) for \(R_{MPCC}(t) \) (1.5).

The following result shows that the existence of Lagrange multipliers in a local minimum of \(R_{MPCC}(t) \) (1.5) can be guaranteed, which is a direct consequence of Theorem 4.1.

**Theorem 4.3** Let \(z^*\) be feasible for MPCC (1.1) such that MPCC-LICQ holds at \(z^*\). Then there is a \(\bar{t} > 0\) and a neighborhood \(U(z^*)\) of \(z^*\) such that for all \(t \in (0, \bar{t})\): If \(z \in U(z^*)\) is a local minimizer of feasible point for \(R_{MPCC}(t) \) (1.5), then there exists Lagrange multipliers such that \(z\) together with Lagrange multiplier vector \(w\) is a KKT point of \(R_{MPCC}(t) \) (1.5).

### 5. Concluding remarks

In this paper, based on Mangasarian complementarity function, a new relaxed method for mathematical program with complementarity constraints is proposed. Under MPCC-CPLD, any limit point of a sequence of stationary points of a sequence of relaxed problems is M-stationary for MPCC (1.1), and it is strongly stationary under additional conditions which is easily to be checked. Moreover, we further analyze the existence of the Lagrange multipliers for relaxed problems. The existence of the Lagrange multipliers can be guaranteed under MPCC-LICQ.
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1 Introduction

In 2007, Huang and Zhang [1] defined cone metric spaces with a different view in respect to previous works. They substituted a normed space instead of the real line, but went further, defining convergent and Cauchy sequences in terms of interior points of the underlying cone. Moreover, they obtained some fixed point theorems in cone metric spaces. Afterwards, some scholars focused on the investigation of fixed point theorems in such spaces. According to incomplete statistics, more than six hundred papers dealing with cone metric spaces have been published so far (see [9]). But now it is not popular since
some researchers constructed several mappings from cone metric spaces to metric spaces, and found some fixed point results in cone metric spaces could been directly obtained from the corresponding metric versions (see [3-10]). This makes it become meaningless to study fixed point theorems in cone metric spaces. However, the current situation changed, since, very recently, Liu and Xu [18] introduced cone metric space over Banach algebra and defined generalized Lipschitz mapping where the contractive coefficient is vector instead of usual real constant. They proved the existence of fixed points in such settings under the conditions that the underlying cones are normal cones. Furthermore, they gave an example to explain that the fixed point theorems in cone metric spaces over Banach algebras are not equivalent to those in metric spaces. Subsequently, Xu and Radenović [20] omitted the normality of cones by using $c$-sequences. Starting with the similar approach of [18], several papers have appeared (see [20-25]).

The main purpose of this article is to introduce a concept called cone $b$-metric space over Banach algebra, which is a great improvement since it expands the concept of cone metric space over Banach algebra. We present some fixed point theorems in such frameworks without the assumption of normal cones. Moreover, we obtain the $P$ properties of the mappings. Further, by two examples, we support our results and establish the non-equivalence of fixed point results between cone $b$-metric spaces over Banach algebras and $b$-metric spaces.

We need the following definitions and results, consistent with [18], in the sequel.

Let $A$ be a real Banach algebra, $\|\cdot\|$ be its norm and $\theta$ be its zero element. A nonempty closed subset $K$ of $A$ is called a cone if $K + K \subset K$, $K^2 = K \cap K \subset K$, $K \cap (-K) = \{\theta\}$ and $\lambda K \subset K$ for all $\lambda \geq 0$. We denote $\text{int} K$ as the interior of $K$. If $\text{int} K \neq \emptyset$, then $K$ is said to be a solid cone. Define a partial ordering $\preceq$ with respect to $K$ by $u \preceq v$ iff $v - u \in K$. Write $u < v$ iff $v - u \in K$ and $u \neq v$. Define $u \ll v$ iff $v - u \in \text{int} K$. The cone $K$ is called normal if there is a real number $M > 0$ such that for all $u, v \in A$, $\theta \preceq u \preceq v$ implies $\|u\| \leq M\|v\|$. The least positive number satisfying above is called the normal constant of $K$.

In the sequel, unless otherwise specified, we always suppose that $A$ is a real Banach algebra with a unit $e$, $K$ is a solid cone in $A$, and $\leq$, $<$ and $\ll$ are partial orderings with respect to $K$.

**Definition 1.1** ([18]) Let $X$ be a nonempty set and $A$ be a Banach algebra. Suppose
that a mapping $d : X \times X \to \mathbb{A}$ satisfies for all $x, y, z \in X$,

(c1) $\theta \preceq d(x, y)$ and $d(x, y) = \theta$ iff $x = y$;
(c2) $d(x, y) = d(y, x)$;
(c3) $d(x, z) \preceq d(x, y) + d(y, z)$.

Then $d$ is called a cone metric on $X$, and $(X, d)$ is called a cone metric space over Banach algebra.

Inspired by Definition 1.1 and [12, Definition 2.1], we introduce the notion of cone $b$-metric space over Banach algebra.

**Definition 1.2** Let $X$ be a nonempty set, $s \geq 1$ be a constant and $\mathbb{A}$ be a Banach algebra. Suppose that a mapping $d : X \times X \to \mathbb{A}$ satisfies for all $x, y, z \in X$,

(d1) $\theta \preceq d(x, y)$ and $d(x, y) = \theta$ iff $x = y$;
(d2) $d(x, y) = d(y, x)$;
(d3) $d(x, z) \preceq s[d(x, y) + d(y, z)]$.

Then $d$ is called a cone $b$-metric on $X$, and $(X, d)$ is called a cone $b$-metric space over Banach algebra.

**Remark 1.3** A cone metric space over Banach algebra must be a cone $b$-metric space over Banach algebra. Conversely, it is not true. As a result, the concept of cone $b$-metric space over Banach algebra greatly generalizes the concept of cone metric space over Banach algebra.

We shall give some examples in an attempt to illustrate that it is an interesting increase from cone $b$-metric space over Banach algebra to cone metric space over Banach algebra, since there exist a lot of cone $b$-metric spaces over Banach algebras which are not cone metric spaces over Banach algebras.

**Example 1.4** Let $\mathbb{A} = C[0, 1]$ be the usual Banach space with the supremum norm. Define multiplication in the usual way: $(xy)(t) = x(t)y(t)$. Then $\mathbb{A}$ is a Banach algebra with a unit $1$. Put $K = \{x \in \mathbb{A} : x(t) \geq 0, t \in [0, 1]\}$ and $X = \mathbb{R}$. Define a mapping $d : X \times X \to \mathbb{A}$ by $d(x, y)(t) = |x - y|^p e^t$ for all $x, y \in X$, where $p > 1$ is a constant. This makes $(X, d)$ into a cone $b$-metric space over Banach algebra with the coefficient $s = 2^{p-1}$, but it is not a cone metric space over Banach algebra.
Example 1.5 Let $X = l^p = \{x = (x_n)_{n \geq 1} : \sum_{n=1}^{\infty} |x_n|^p < \infty\} (0 < p < 1)$. Let $d : X \times X \to \mathbb{R}^+$,
\[ d(x, y) = \left( \sum_{n=1}^{\infty} |x_n - y_n|^p \right)^{\frac{1}{p}}, \]
where $x = (x_n)_{n \geq 1}$, $y = (y_n)_{n \geq 1} \in l^p$. Then $(X, d)$ is a $b$-metric space (see [11]). Put $A = l^1 = \{a = (a_n)_{n \geq 1} : \sum_{n=1}^{\infty} |a_n| < \infty\}$ with convolution as multiplication:
\[ ab = (a_n)_{n \geq 1} (b_n)_{n \geq 1} = \left( \sum_{i+j=n} a_i b_j \right)_{n \geq 1}. \]
Then $A$ is a Banach algebra with a unit $e = (1, 0, 0, \ldots)$. Let $K = \{a = (a_n)_{n \geq 1} \in A : a_n \geq 0, \text{ for all } n \geq 1\}$, which is a normal cone in $A$. Defining a mapping $\tilde{d} : X \times X \to A$ by $\tilde{d}(x, y) = (\left( \frac{d(x_n, y_n)}{2^n} \right)_{n \geq 1}$, we conclude that $(X, \tilde{d})$ is a cone $b$-metric space over Banach algebra with the coefficient $s = 2^{\frac{1}{p} - 1} > 1$, but it is not a cone metric space over Banach algebra.

Definition 1.6 Let $(X, d)$ be a cone $b$-metric space over Banach algebra $A$ and $\{x_n\}$ a sequence in $X$. We say that

(i) $\{x_n\}$ is a convergent sequence if, for every $c \in A$ with $\theta \ll c$, there is an $N$ such that $d(x_n, x) \ll c$ for all $n \geq N$. Ones write it by $x_n \to x \ (n \to \infty)$;
(ii) $\{x_n\}$ is a Cauchy sequence if, for every $c \in A$ with $\theta \ll c$, there is an $N$ such that $d(x_n, x_m) \ll c$ for all $n, m \geq N$;
(iii) $(X, d)$ is a complete cone $b$-metric space if every Cauchy sequence in $X$ is convergent.

Definition 1.7([17]) Let $K$ be a solid cone in a Banach space $A$. A sequence $\{u_n\} \subset K$ is said to be a $c$-sequence if for each $c \gg \theta$ there exists a natural number $N$ such that $u_n \ll c$ for all $n > N$.

Lemma 1.8([20]) Let $K$ be a solid cone in a Banach algebra $A$, $\{u_n\}$ and $\{v_n\}$ be two $c$-sequences in $K$. If $\alpha, \beta \in K$ are two arbitrarily given vectors, then $\{\alpha u_n + \beta v_n\}$ is a $c$-sequence.

Proof It is evident that $\{u_n + v_n\}$ is a $c$-sequence (see [17]). We only show that $\{\alpha u_n\}$ is a $c$-sequence. Indeed, without loss of generality, put $\theta < \alpha$. For any $c \gg \theta$, there is a
δ > 0 such that
\[ U(c, \delta) = \left\{ u \in A : \| u - c \| < \delta \right\} \subset K. \]

Set \( c_0 \gg \theta \) and \( \| c_0 \| < \frac{\delta}{\| \alpha \|} \). Notice that
\[ \| (c - \alpha c_0) - c \| = \| \alpha c_0 \| \leq \| \alpha \| \| c_0 \| < \delta \Rightarrow c - \alpha c_0 \in U(c, \delta) \subset K, \]
which implies that \( c - \alpha c_0 \in \text{int} K \), i.e., \( \alpha c_0 \ll c \). Since \( \{ u_n \} \) is a \( c \)-sequence, then there exists \( N \) such that \( u_n \ll c_0 \) for all \( n > N \), thus \( \alpha u_n \ll c \ (n > N) \).

**Lemma 1.9** ([19]) Let \( A \) be a Banach algebra with a unit \( e \), then the spectral radius \( \rho(u) \) of \( u \in A \) holds
\[ \rho(u) = \lim_{n \to \infty} \| u^n \|^{\frac{1}{n}} = \inf \| u^n \|^{\frac{1}{n}}. \]

Further, \( e - u \) is invertible and \( (e - u)^{-1} = \sum_{i=0}^{\infty} u^i \) provided that \( \rho(u) < 1 \).

**Lemma 1.10** ([19]) Let \( A \) be a Banach algebra with a unit \( e \) and \( u, v \in A \). If \( u \) commutes with \( v \), then
\[ \rho(u + v) \leq \rho(u) + \rho(v), \quad \rho(uv) \leq \rho(u)\rho(v). \]

**Lemma 1.11** ([20]) Let \( A \) be a Banach algebra with a unit \( e \) and let \( k \) be a vector in \( A \). If \( \rho(k) < 1 \), then
\[ \rho((e - k)^{-1}) < \frac{1}{1 - \rho(k)}. \]

The following properties are often used (in particular when dealing with cone \( b \)-metric spaces over Banach algebras in which the cones need not be normal) (see [2], [20]).

(p1) If \( \theta \leq u \ll c \) for each \( c \in \text{int} K \), then \( u = \theta \).
(p2) If \( u \leq v \) and \( v \ll w \), then \( u \ll w \).
(p3) If \( u \in K \) and \( \rho(u) < 1 \), then \( \| u^n \| \to 0 \ (n \to \infty) \).
(p4) If \( u \leq ku \), where \( u, k \in K \) and \( \rho(k) < 1 \), then \( u = \theta \).
(p5) If \( c \in \text{int} K \) and \( u_n \to \theta \ (n \to \infty) \), then there exists \( N \) such that, for all \( n > N \), one has \( u_n \ll c \).

## 2 Main results

In this section, by deleting the assumption of normality of cones, we shall prove some fixed point theorems of generalized Lipschitz mappings in the setting of cone \( b \)-metric s-
paces over Banach algebras. We also obtain the $P$ properties of the mappings. Otherwise, we present two examples to verify our results. Our examples indicate that cone $b$-metric spaces over Banach algebras are never equivalent to $b$-metric spaces in terms of the existence of the fixed points of the mappings involved.

**Theorem 2.1** Let $(X, d)$ be a complete cone $b$-metric space over Banach algebra $A$ with the coefficient $s \geq 1$. Let $K$ be a solid not necessarily normal cone of $A$. Suppose $T : X \to X$ is a mapping and suppose that there exists $k \in K$ such that, for all $x, y \in X$, at least one of the following generalized Lipschitz conditions holds:

(i) $d(Tx, Ty) \leq kd(x, y)$ and $\rho(k) < \frac{1}{s}$;

(ii) $d(Tx, Ty) \leq k(d(Tx, x) + d(Ty, y))$ and $\rho(k) < \frac{1}{1+s}$;

(iii) $d(Tx, Ty) \leq k(d(Tx, y) + d(Ty, x))$ and $\rho(k) < \frac{1}{s+s^2}$.

Then $T$ has a unique fixed point in $X$.

**Proof** Fix $x_0 \in X$ and set $x_1 = Tx_0$ and $x_{n+1} = Tx_n = T^{n+1}x_0$. Then for all three cases (i)-(iii), we shall prove that

$$d(x_{n+1}, x_n) \leq \lambda d(x_n, x_{n-1}), \quad (2.1)$$

where $\lambda \in K$ and $\rho(\lambda) < \frac{1}{s}$.

For the case (i), it ensures us that

$$d(x_{n+1}, x_n) = d(Tx_n, Tx_{n-1}) \leq kd(x_n, x_{n-1}).$$

Let $\lambda = k$, (2.1) is clear.

For the case (ii), it is easy to see that

$$d(x_{n+1}, x_n) = d(Tx_n, Tx_{n-1}) \leq k(d(Tx_n, x_n) + d(Tx_{n-1}, x_{n-1}))$$

$$= k(d(x_{n+1}, x_n) + d(x_n, x_{n-1})). \quad (2.2)$$

As a consequence of $\rho(k) < \frac{1}{1+s} < 1$, it follows from Lemma 1.9 that $e - k$ is invertible. Hence by (2.2), we deduce that

$$d(x_{n+1}, x_n) \leq (e - k)^{-1}kd(x_n, x_{n-1}).$$

By Lemma 1.10 and Lemma 1.11, we speculate that

$$\rho((e - k)^{-1}k) \leq \frac{\rho(k)}{1 - \rho(k)} < \frac{1}{1+s} = \frac{1}{s}. \quad (2.3)$$
Put $\lambda = (e - k)^{-1}k$, (2.1) is obvious.

For the case (iii), we have
\[
d(x_{n+1}, x_n) = d(Tx_n, Tx_{n-1}) \leq k(d(Tx_n, x_{n-1}) + d(x_n, Tx_{n-1})) \\
= k(d(x_{n+1}, x_{n-1}) + d(x_n, x_n)) = kd(x_{n+1}, x_{n-1}) \\
\leq sk(d(x_{n+1}, x_n) + d(x_n, x_{n-1})).
\] (2.4)

On account of $\rho(k) < \frac{1}{s}$, it follows from Lemma 1.9 that $e - sk$ is invertible, then by (2.4), one has
\[
d(x_{n+1}, x_n) \leq (e - sk)^{-1}skd(x_n, x_{n-1}).
\]

Take advantage of Lemma 1.10 and Lemma 1.11, it establishes that
\[
\rho((e - sk)^{-1}sk) \leq \rho((e - sk)^{-1})\rho(sk) \\
\leq \frac{\rho(sk)}{1 - \rho(sk)} = \frac{s\rho(k)}{1 - s\rho(k)} < \frac{s}{s + s^2} = \frac{1}{s}.
\] (2.5)

Choose $\lambda = (e - sk)^{-1}sk$, (2.1) is valid.

Making full use of (2.1), we get
\[
d(x_{n+1}, x_n) \leq \lambda d(x_n, x_{n-1}) \leq \lambda^2 d(x_{n-1}, x_{n-2}) \leq \cdots \leq \lambda^n d(x_1, x_0).
\]

Note that $\rho(\lambda) < \frac{1}{s}$ implies $e - s\lambda$ is invertible and
\[
(e - s\lambda)^{-1} = \sum_{i=0}^{\infty} (s\lambda)^i.
\]

Hence, for any $m \geq 1$, $p \geq 1$ and $\lambda \in K$ with $\rho(\lambda) < \frac{1}{s}$, we have that
\[
d(x_m, x_{m+p}) \leq s[d(x_m, x_{m+1}) + d(x_{m+1}, x_{m+p})] \\
\leq sd(x_m, x_{m+1}) + s^2[d(x_{m+1}, x_{m+2}) + d(x_{m+2}, x_{m+p})] \\
\leq sd(x_m, x_{m+1}) + s^2d(x_{m+1}, x_{m+2}) + s^3d(x_{m+2}, x_{m+3}) \\
+ \cdots + s^{p-1}d(x_{m+p-2}, x_{m+p-1}) + s^{p-1}d(x_{m+p-1}, x_{m+p}) \\
\leq s\lambda^m d(x_1, x_0) + s^2\lambda^{m+1}d(x_1, x_0) + s^3\lambda^{m+2}d(x_1, x_0) \\
+ \cdots + s^{p-1}\lambda^{m+p-2}d(x_1, x_0) + s^{p}\lambda^{m+p-1}d(x_1, x_0) \\
= s\lambda^m(e + s\lambda + s^2\lambda^2 + \cdots + (s\lambda)^{p-1})d(x_1, x_0) \\
\leq s\lambda^m(e - s\lambda)^{-1}d(x_1, x_0).
\]
Since \( \rho(\lambda) < \frac{1}{\lambda} \leq 1 \) implies that \( \|\lambda^m\| \to 0 \) \((m \to \infty)\), further, \( \{\lambda^m\} \) is a c-sequence. Thus we derive from Lemma 1.8 that \( \{s\lambda^m(e-s\lambda)^{-1}d(x_1,x_0)\} \) is a c-sequence. This means \( \{x_n\} \) is a Cauchy sequence in \( X \). Since \((X,d)\) is complete, there exists \( x^* \in X \) such that \( x_n \to x^* \) \((n \to \infty)\). Next, we shall show \( x^* \) is the fixed point. In order to complete it, we consider three cases as follows.

For the case (i), \( d(x^*,Tx^*) \leq s[d(x_{n+1},x^*) + d(Tx_n,Tx^*)] \leq s[d(x_{n+1},x^*) + kd(x_n,x^*)]. \)

In view of \( x_n \to x^* \) \((n \to \infty)\), it follows that \( \{d(x_{n+1},x^*)\} \) and \( \{d(x_n,x^*)\} \) are c-sequences. So by Lemma 1.8 that \( \{s[d(x_{n+1},x^*) + kd(x_n,x^*)]\} \) is also a c-sequence. We obtain \( Tx^* = x^* \).

For the case (ii), it is not hard to verify that
\[
\begin{align*}
d(x^*,Tx^*) &\leq s[d(x_{n+1},x^*) + d(Tx_n,Tx^*)] \\
&\leq sd(x_{n+1},x^*) + sk[d(x_n,x_{n+1}) + d(x^*,Tx^*)].
\end{align*}
\]
(2.6)

Note that \( e-sk \) is invertible, then (2.6) implies that
\[
d(x^*,Tx^*) \leq s(e-sk)^{-1}[d(x_{n+1},x^*) + kd(x_n,x_{n+1})].
\]
Because \( \{x_n\} \) is a Cauchy and convergent sequence, it means \( \{d(x_{n+1},x^*)\} \) and \( \{d(x_n,x_{n+1})\} \) are c-sequences. Hence by Lemma 1.8 that \( \{s(e-sk)^{-1}[d(x_{n+1},x^*) + kd(x_n,x_{n+1})]\} \) is also a c-sequence. We have \( Tx^* = x^* \).

For the case (iii), it is evident that
\[
\begin{align*}
d(x^*,Tx^*) &\leq s[d(x_{n+1},x^*) + d(Tx_n,Tx^*)] \\
&\leq sd(x_{n+1},x^*) + sk[d(x_n,Tx^*) + d(x^*,x_{n+1})] \\
&\leq sd(x_{n+1},x^*) + s^2k[d(x_n,x^*) + d(x^*,Tx^*)] + skd(x^*,x_{n+1}).
\end{align*}
\]
(2.7)
Now that \( \rho(k) < \frac{1}{s+s^2} < \frac{1}{s^2} \) determines that \( e-s^2k \) is invertible, then (2.7) leads to
\[
d(x^*,Tx^*) \leq s(e-s^2k)^{-1}[(e+k)d(x_{n+1},x^*) + skd(x_n,x^*)].
\]
Since \( \{d(x_n,x^*)\} \) is a c-sequence, then by Lemma 1.8, \( \{s(e-s^2k)^{-1}[(e+k)d(x_{n+1},x^*) + skd(x_n,x^*)]\} \) is also a c-sequence. Accordingly, \( Tx^* = x^* \).

Finally, we shall prove the fixed point is unique. To this end, we suppose for absurd that there exists another fixed point \( y^* \). We need to show it for three cases.
For the case (i), it may be verified that
\[ d(x^*, y^*) = d(Tx^*, Ty^*) \preceq kd(x^*, y^*). \]
Consequently, \( y^* = x^* \).

For the case (ii), it is valid that
\[ d(x^*, y^*) = d(Tx^*, Ty^*) \leq k[d(x^*, Tx^*) + d(y^*, Ty^*)] = \theta. \]
That is, \( y^* = x^* \).

For the case (iii), we arrive at
\[ d(x^*, y^*) = d(Tx^*, Ty^*) \preceq k[d(x^*, Ty^*) + d(y^*, Tx^*)] = 2kd(x^*, y^*). \]
Because \( \rho(k) < \frac{1}{s+s^2} \leq \frac{1}{2} \) leads to \( \rho(2k) < 1 \), we get \( y^* = x^* \). Finally, the claim holds.

**Remark 2.2** Theorem 2.1 generalizes [20, Theorem 3.1-3.3]. Indeed, take \( s = 1 \) in Theorem 2.1. Otherwise, Theorem 2.1 also generalizes [27, Corollary 3.8] from \( b \)-metric (or metric type) space to cone \( b \)-metric (or cone metric type) space over Banach algebra.

It is well-known that if \( x^* \) is a fixed point of a mapping \( T \), then \( x^* \) is also a fixed point of \( T^n \) for each \( n \in \mathbb{N} \). But the converse is not true. If a mapping \( T \) holds \( F(T) = F(T^n) \) for each \( n \in \mathbb{N} \), where \( F(T) \) denotes the set of all fixed points of \( T \), then ones call \( T \) has a \( P \) property (see [28-30]). The following results are generalizations of the corresponding results in metric and cone metric spaces (see [28-30]). It will be obtained also without using normality of cones.

**Theorem 2.3** Let \( (X,d) \) be a cone \( b \)-metric space over Banach algebra \( A \) with the coefficient \( s \geq 1 \). Let \( K \) be a solid not necessarily normal cone of \( A \). Suppose \( T : X \rightarrow X \) is a mapping such that \( F(T) \neq \emptyset \) and that
\[ d(Tx, T^2x) \leq \mu d(x, Tx) \tag{2.8} \]
for all \( x \in X \), where \( \mu \in K \) is a generalized Lipschitz constant with \( \rho(\mu) < 1 \). Then \( T \) has a \( P \) property.
Proof We shall always assume that \( n > 1 \), since the statement for \( n = 1 \) is trivial. Let \( z \in F(T^n) \). By the assumption, it is clear that
\[
d(z, Tz) = d(T^n z, T^{n-1} z) \leq \mu d(T^{n-1} z, T^n z) = \mu d(T^{n-2} z, T^n z)
\]
\[
\leq \mu^2 d(T^{n-2} z, T^{n-1} z) \leq \cdots \leq \mu^n d(z, Tz).
\]
By virtue of \( \rho(\mu) < 1 \), it follows that \( \| \mu^n \| \to 0 \) \((n \to \infty)\). Accordingly, \( \{ \mu^n d(z, Tz) \} \) is a c-sequence. Then \( d(z, Tz) = \theta \), i.e., \( Tz = z \).

Theorem 2.4 Let \((X, d)\) be a complete cone \( b \)-metric space over Banach algebra \( A \) with the coefficient \( s \geq 1 \). Let \( K \) be a solid not necessarily normal cone of \( A \). Suppose \( T : X \to X \) is a mapping and suppose that there exists \( k \in K \) such that, for all \( x, y \in X \), at least one of the following generalized Lipschitz conditions holds:

(i) \( d(Tx, Ty) \leq kd(x, y) \) and \( \rho(k) < \frac{1}{s} \);
(ii) \( d(Tx, Ty) \leq k(d(Tx, x) + d(Ty, y)) \) and \( \rho(k) < \frac{1}{1+s} \);
(iii) \( d(Tx, Ty) \leq k(d(Tx, y) + d(Ty, x)) \) and \( \rho(k) < \frac{1}{s+s^2} \).

Then \( T \) has a \( P \) property.

Proof Making full use of Theorem 2.1, we claim \( T \) has a unique fixed point. In order to utilize Theorem 2.3, we have to show (2.8). To this end, we divide it into three cases.

For the case (i), it follows that
\[
d(Tx, T^2 x) = d(Tx, TTx) \leq kd(x, Tx).
\]
Let \( \mu = k \); (2.8) is valid.

For the case (ii), we have
\[
d(Tx, T^2 x) = d(Tx, TTx) \leq k(d(x, Tx) + d(Tx, T^2 x)),
\]
which establishes that
\[
d(Tx, T^2 x) \leq (e - k)^{-1} kd(x, Tx).
\]
Owing to (2.3), \( \rho((e - k)^{-1} k) < \frac{1}{s} \leq 1 \), then let \( \mu = (e - k)^{-1} k \); (2.8) is trivial.

For the case (iii), we have
\[
d(Tx, T^2 x) = d(Tx, TTx) \leq k(d(x, T^2 x) + d(Tx, Tx))
\]
\[
= kd(x, T^2 x) \leq sk(d(x, Tx) + d(Tx, T^2 x)),
\]
which means that \[ d(Tx, T^2x) \leq (e - sk)^{-1}skd(x, Tx). \]

In view of (2.5), \( \rho((e - sk)^{-1}sk) < \frac{1}{s} \leq 1 \), then let \( \mu = (e - sk)^{-1}sk \), (2.8) is trivial.

**Theorem 2.5** Let \((X, d)\) be a complete cone \(b\)-metric space over Banach algebra \(A\) with the coefficient \(s \geq 1\). Let \(K\) be a solid not necessarily normal cone of \(A\). Suppose \(T : X \to X\) is a mapping and there exists \(k \in K\) and \(\rho(k) < \frac{1}{s}\) such that, for all \(x, y \in X\), the following generalized Lipschitz condition holds:

\[ d(Tx, Ty) \leq k \cdot u(x, y), \]

where

\[ u(x, y) \in \left\{ d(x, y), d(x, Tx), d(y, Ty), \frac{d(x, Ty)}{2s}, \frac{d(y, Tx)}{2s} \right\}. \]

Then \(T\) has a unique fixed point in \(X\). Moreover, \(T\) has a \(P\) property.

**Proof** If \(u = d(x, y)\), then by Theorem 2.1(i) and Theorem 2.4(i), the proof is valid. We shall consider the other cases.

Fix \(x_0 \in X\) and set \(x_1 = Tx_0\) and \(x_{n+1} = Tx_n = T^{n+1}x_0\). Then we have that

\[ d(x_{n+1}, x_n) = d(Tx_n, Tx_{n-1}) \leq k \cdot u(x_n, x_{n-1}), \]

where

\[ u(x_n, x_{n-1}) \in \left\{ d(x_n, Tx_n), d(x_{n-1}, Tx_{n-1}), \frac{d(x_n, Tx_{n-1})}{2s}, \frac{d(x_{n-1}, Tx_n)}{2s} \right\} = \left\{ d(x_n, x_{n+1}), d(x_{n-1}, x_n), \theta, \frac{d(x_{n-1}, x_{n+1})}{2s} \right\}. \]

If \(d(x_{n+1}, x_n) \leq kd(x_n, x_{n+1})\) or \(d(x_{n+1}, x_n) \leq \theta\), then for all \(n \in \mathbb{N}\), \(d(x_{n+1}, x_n) = \theta\). That is, \(Tx_n = x_{n+1} = x_n\) for all \(n \in \mathbb{N}\), thus \(x_n\) is the fixed point. If \(d(x_{n+1}, x_n) \leq kd(x_n, x_{n-1})\), i.e., (2.1) holds if \(\lambda = k\). If \(d(x_{n+1}, x_n) \leq k \cdot \frac{d(x_{n-1}, x_{n+1})}{2s}\), then

\[ d(x_{n+1}, x_n) \leq k \cdot \frac{d(x_{n-1}, x_{n+1})}{2s} \leq k \cdot \frac{d(x_{n-1}, x_n) + d(x_n, x_{n+1})}{2}. \quad (2.9) \]

Since \(\rho(k) < \frac{1}{s}\) implies that \(2e - k\) is invertible, then (2.9) leads to

\[ d(x_{n+1}, x_n) \leq (2e - k)^{-1}kd(x_n, x_{n-1}). \]
Note that
\[
\rho((2e - k)^{-1}k) = \frac{1}{2} \rho\left(\frac{e - k}{2}\right) \leq \frac{1}{2} \cdot \frac{\rho(k)}{1 - \rho\left(\frac{e}{2}\right)}
\]
\[
= \frac{\rho(k)}{2 - \rho(k)} < \frac{\frac{1}{s}}{2 - \frac{1}{s}} = \frac{1}{2s - 1} \leq \frac{1}{s}.
\]

Take \(\lambda = (2e - k)^{-1}k\), hence (2.1) holds. Therefore, following an argument similar to that given in Theorem 2.1, we obtain that there exists \(x^* \in X\) such that \(x_n \to x^* (n \to \infty)\).

In the following, we shall divide two cases to prove that \(x^*\) is the fixed point.

For the case that \(u(x, y) = d(y, Ty)\), we have
\[
d(x^*, Tx^*) \leq s[d(x^*, Tx) + d(Tx, Tx^*)]
\]
\[
\leq s[d(x^*, x_{n+1}) + kd(x^*, Tx^*)],
\]
which follows that
\[
d(x^*, Tx^*) \leq s(e - sk)^{-1}d(x^*, x_{n+1}).
\]
Because \(\{d(x_{n+1}, x^*)\}\) is a \(c\)-sequence, then \(x^* = Tx^*\).

For the case that \(u(x, y) = \frac{d(y, Tx)}{2s}\), we arrive at
\[
d(x^*, Tx^*) \leq s[d(x^*, Tx) + d(Tx, Tx^*)]
\]
\[
\leq s\left[d(x^*, x_{n+1}) + k \cdot \frac{d(x^*, x_{n+1})}{2s}\right]
\]
\[
= \left(\frac{se}{2} + \frac{1}{2}k\right)d(x^*, x_{n+1}).
\]
Now that \(\{d(x_{n+1}, x^*)\}\) is a \(c\)-sequence, then \(x^* = Tx^*\).

Next, we shall prove that the fixed point is unique. Assume there exists another fixed point \(y^*\), then
\[
d(x^*, y^*) = d(Tx^*, Ty^*) \leq k \cdot u(x^*, y^*),
\]
where
\[
u(x^*, y^*) \in \left\{d(x^*, Tx^*), d(y^*, Ty^*), \frac{d(x^*, Ty^*)}{2s}, \frac{d(y^*, Tx^*)}{2s}\right\} = \left\{\theta, \frac{d(x^*, y^*)}{2s}\right\}.
\]

It is not hard to verify that \(x^* = y^*\).

Finally, we shall prove \(T\) has a \(P\) property. In order to end this, we have to show (2.8). We divide it into four cases.
For the case that $u(x, y) = d(x, Tx)$, from

$$d(Tx, T^2x) = d(Tx, TTx) \leq kd(x, Tx),$$

we have (2.8).

For the case that $u(x, y) = d(y, Ty)$, we get

$$d(Tx, T^2x) = d(Tx, TTx) \leq kd(Tx, T^2x),$$

which means that $d(Tx, T^2x) = \theta$. Hence (2.8) is clear.

For the case that $u(x, y) = d(x, Ty)$, we obtain

$$d(Tx, T^2x) = d(Tx, TTx) \leq k \cdot \frac{d(x, T^2x)}{2s} \leq \frac{k}{2}[d(x, Tx) + d(Tx, T^2x)],$$

which implies that $d(Tx, T^2x) \leq (2e - k)^{-1}kd(x, Tx)$. So (2.8) is obvious.

For the case that $u(x, y) = d(y, Tx)$, we obtain

$$d(Tx, T^2x) = d(Tx, TTx) \leq k \cdot \frac{d(Tx, Tx)}{2s} = \theta,$$

which establishes that $d(Tx, T^2x) = \theta$. Thus (2.8) is obvious.

Therefore, by using Theorem 2.3, $T$ has a $P$ property.

In the following, we shall furnish two nontrivial examples to support our main results.

**Example 2.6** (the case of a non-normal cone) Let $A = C^1_{\mathbb{R}}[0, 1]$ and $\|u\| = \|u\|_{\infty} + \|u'\|_{\infty}$ be its norm. Define usual pointwise multiplication as its multiplication. Clearly, $A$ is a Banach algebra with a unit $e = 1$. Put $K = \{u \in A : u = u(t) \geq 0, t \in [0, 1]\}$. Then $K$ is a non-normal cone (see [2]). Set $X = \{a, b, c\}$ and define a mapping $d : X \times X \to A$ by $d(a, b)(t) = d(b, a)(t) = e^t$, $d(b, c)(t) = d(c, b)(t) = 2e^t$, $d(a, c)(t) = d(c, a)(t) = 4e^t$, $d(a, a)(t) = d(b, b)(t) = d(c, c)(t) = 0$. One claims that $(X, d)$ is a cone $b$-metric space over Banach algebra $A$ with the coefficient $s = \frac{4}{3}$. But it is not a cone metric space over Banach algebra since it does not satisfy the triangle inequality. Now let a mapping $T : X \to X$ be $Ta = Tb = b$, $Tc = a$ and let $k \in K$ with $k(t) = \frac{1}{4}t + \frac{1}{2}$. It is not hard to verify that all conditions of Theorem 2.1 in the case of (i) hold. Therefore, $x^* = b$ is the unique fixed point. Clearly, $T$ has a $P$ property.
Example 2.7 (the case of a normal cone) Let $\mathbb{A} = \mathbb{R}^2$ with the norm $\| (u_1, u_2) \| = |u_1| + |u_2|$ and the multiplication by

$$
uv = (u_1, u_2)(v_1, v_2) = (u_1v_1, u_1v_2 + u_2v_1).
$$

Put $K = \{ u = (u_1, u_2) \in \mathbb{A} : u_1, u_2 \geq 0 \}$. It is easy to see that $K$ is a normal cone and $\mathbb{A}$ is a Banach algebra with a unit $e = (1, 0)$. Let $X = [0, 0.55] \times [-2, 2]$ and for all $x = (x_1, x_2), y = (y_1, y_2) \in X$, $d(x, y) = (|x_1 - y_1|^2, |x_2 - y_2|^2)$. We demonstrate that $(X, d)$ is a complete cone $b$-metric space over Banach algebra $\mathbb{A}$ with the coefficient $s = 2$.

Define a mapping $T : X \to X$ as

$$
T x = T(x_1, x_2) = \left( \frac{1}{2} (\cos x_1 - x_1 - \frac{1}{2}), \arctan(2 + |x_2|) + \ln(x_1 + 1) \right).
$$

By using mean value theorem of differentials, we have

$$
d(Tx, Ty) = d(T(x_1, x_2), T(y_1, y_2))
= \left( \frac{1}{2} \cos x_1 - \cos \frac{y_1}{2} - |x_1 - \frac{1}{2}| + |y_1 - \frac{1}{2}| \right)^2,
\left| \arctan(2 + |x_2|) - \arctan(2 + |y_2|) + \ln(x_1 + 1) - \ln(y_1 + 1) \right|^2
\lesssim \left( \left( \frac{|x_1 + y_1|}{4} \left| \frac{x_1 - y_1}{4} \right| + \frac{1}{2} |x_1 - y_1| \right)^2, \left( \frac{1}{5} |x_2 - y_2| + |x_1 - y_1| \right)^2 \right)
\lesssim \left( \left( \frac{|x_1 + y_1|}{16} + \frac{1}{2} \right)^2 |x_1 - y_1|^2, 2 \left( \frac{1}{25} |x_2 - y_2|^2 + |x_1 - y_1|^2 \right) \right)
\lesssim \left( \frac{1}{3} |x_1 - y_1|^2, \frac{2}{25} |x_2 - y_2|^2 + 2 |x_1 - y_1|^2 \right)
\lesssim \left( \frac{1}{3}, 2 \right) (|x_1 - y_1|^2, |x_2 - y_2|^2)
= \left( \frac{1}{3}, 2 \right) d(x, y)
$$

for all $x, y \in X$. Denote $k = (\frac{1}{3}, 2)$. Careful calculations show that all conditions of Theorem 2.1 in the case of (i) hold. Thus $T$ has a unique fixed point in $X$.

It is well-known that some results concerning fixed points and other results, in case of cone spaces with non-normal cones, cannot be provided by reducing to metric spaces (see [2]). In other words, if the underlying cones are non-normal, then some fixed point results in cone spaces are not equivalent to those of metric spaces. Otherwise, [3-10] appeal to the equivalence if the cones are normal cones. However, next, we shall claim our fixed point results in cone $b$-cone metric spaces over Banach algebras are never equivalent to the
counterparts in $b$-metric spaces even if the cones are normal cones. For this, we consider Example 2.7. Put 
\[
d_{\xi}(x, y) = \xi_e \circ d(x, y) = \inf \{ r \in \mathbb{R} : d(x, y) \preceq re \}, \quad x, y \in X,
\]
where \( e = (e_1, e_2) \in \text{int} K \), \( \xi_e(y) = \inf \{ r \in \mathbb{R} : y \in re - K \} \) \( (y \in A) \). Then by Theorem 2.1 of [8], \( d_{\xi} \) is a $b$-metric. We shall prove our conclusions are not equivalent to the well-known Banach contraction principle in $b$-metric space. Indeed, taking \( x' = (\tfrac{1}{2}, 0) \), \( y' = (0, 0) \) and \( e = (1, \tfrac{1}{2}) \), we have 
\[
d_{\xi}(Tx', Ty') = \inf \left\{ r \in \mathbb{R} : \left( \frac{1}{4} \left( \cos \frac{1}{4} - \frac{1}{2} \right)^2, \left( \ln \frac{3}{2} \right)^2 \right) \preceq r \left( 1, \frac{1}{2} \right) \right\} \\
= \max \left\{ \left( \frac{1}{4} \left( \cos \frac{1}{4} - \frac{1}{2} \right)^2, 2 \left( \ln \frac{3}{2} \right)^2 \right) \right\} = 2 \left( \ln \frac{3}{2} \right)^2 \geq \frac{1}{4} = d_{\xi}(x', y'),
\]
which implies that there does not exist \( \lambda \in [0, 1) \) such that 
\[
d_{\xi}(Tx, Ty) \leq \lambda d_{\xi}(x, y)
\]
for all \( x, y \in X \). Thus it does not satisfy the contractive condition of Banach contraction principle in $b$-metric space. That is to say, the proof of [8, Theorem 2.6] will be unreasonable if under the setting of cone $b$-cone metric space over Banach algebra.
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Abstract. In this paper, we study some properties of Bell polynomials which are represented by the linear combination of special polynomials. By using those properties, we give some new identities of Bell polynomials associated with special numbers and polynomials.

1. INTRODUCTION

The stirling number of the first kind is defined as
\[
(x)_n = x(x-1) \cdots (x-n+1) = \sum_{l=0}^{n} s_1(n,l)x^l, \quad (n \geq 0)
\] (1)
and the stirling number of the second kind is given by
\[
x^n = \sum_{l=0}^{n} s_2(n,l)x^l, \quad (n \geq 0) \quad \text{(see [10, 13, 17]).}
\] (2)

It is known that the Bell polynomials are defined by the generating function to be
\[
e^{xt} (e^t - 1) = \sum_{n=0}^{\infty} B_{\text{cl}}(x) \frac{t^n}{n!} \quad \text{(see [4, 6, 16, 17, 18]).}
\] (3)

When \( x = 1, B_{\text{cl}}(x) = B_{\text{cl}}(1) \) are the Bell numbers. Note that \( B_{\text{cl}}(0) = \delta_{0,n}, \quad (n \geq 0) \).

As is well known, the Bernoulli polynomials are defined by the generating function to be
\[
e^{xt} \frac{t}{e^t - 1} = \sum_{n=0}^{\infty} B_n(x) \frac{t^n}{n!} \quad \text{(see [1, 7]),}
\] (4)

and the Euler polynomials are given by the generating function to be
\[
e^{xt} \frac{2}{e^t + 1} = \sum_{n=0}^{\infty} E_n(x) \frac{t^n}{n!} \quad \text{(see [1 \sim 18]).}
\] (5)
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The Cauchy polynomials are given by
\[
\frac{t}{\log(t+1)}(1+t)^x = \sum_{n=0}^{\infty} C_n(x) \frac{t^n}{n!} \quad \text{(see [6, 11])},
\] (6)
and the Daehee polynomials are defined by the generating function to be
\[
\frac{\log(t+1)}{t}(1+t)^x = \sum_{n=0}^{\infty} D_n(x) \frac{t^n}{n!} \quad \text{(see [9])}.
\] (7)
Finally, we introduce the Changhee polynomials which are given by the generating function to be
\[
\frac{2}{t+2}(1+t)^x = \sum_{n=0}^{\infty} Ch_n(x) \frac{t^n}{n!} \quad \text{(see [10])}.
\] (8)

Recently, several authors have studied these several special polynomials (see [1-18]). In this paper, we study some properties of Bell polynomials which are represented by the linear combination of special polynomials. By using those properties, we give some new identities of Bell polynomials associated with special numbers and polynomials.

2. Some identities of Bell polynomials

From (3), we easily derive the following equation:
\[
Bel_n(x) = e^{-x} \sum_{l=0}^{\infty} \frac{x^l}{l!}^n.
\] (9)

By replacing \( t \) by \( e^{e^t-1} \) in (4), we get
\[
\frac{e^{e^t-1}-1}{e^{e^t-1}-1} e^{x(e^t-1)} = \sum_{m=0}^{\infty} B_m(x) \frac{1}{m!} (e^t - 1)^m
\]
\[
= \sum_{m=0}^{\infty} B_m(x) \frac{m!}{m!} \sum_{n=m}^{\infty} s_2(n, m) \frac{t^n}{m!}
\]
\[
= \sum_{m=0}^{\infty} \left\{ \sum_{n=m}^{\infty} B_m(x)s_2(n, m) \right\} \frac{t^n}{m!},
\] (10)

and
\[
\frac{e^{e^t-1}-1}{e^{e^t-1}-1} e^{x(e^t-1)} = \left( \sum_{m=0}^{\infty} B_m \frac{1}{m!} (e^t - 1)^m \right) \left( \sum_{l=0}^{\infty} Bel_l(x) \frac{t^l}{l!} \right)
\]
\[
= \left( \sum_{k=0}^{\infty} \left( \sum_{m=0}^{k} B_m s_2(k, m) \right) \frac{t^k}{k!} \right) \left( \sum_{l=0}^{\infty} Bel_l(x) \frac{t^l}{l!} \right)
\]
\[
= \sum_{n=0}^{\infty} \left\{ \sum_{k=0}^{n} \left( \sum_{m=0}^{k} B_m s_2(k, m) \right) \right\} \frac{t^n}{n!}.
\] (11)

Therefore, by (10) and (11), we obtain the following theorem.
Theorem 2.1. For $n \geq 0$, we have
\[ \sum_{m=0}^{n} B_m(x) s_2(n,m) = \sum_{k=0}^{n} s_2(n,m) B_{n-k}(x). \quad (12) \]

Let us take $e^t - 1$ instead of $t$ in (5). Then we have
\[ \frac{2}{e^{e^t-1} + 1} e^{x(e^t-1)} = \sum_{m=0}^{\infty} E_m(x) \frac{1}{m!} (e^t - 1)^m \]
\[ = \sum_{m=0}^{\infty} E_m(x) \sum_{n=m}^{\infty} s_2(n,m) \frac{t^n}{n!} \]
\[ = \sum_{n=0}^{\infty} \text{nfty} \left( \sum_{m=0}^{n} s_2(n,m) E_m(x) \right) \frac{t^n}{n!}, \quad (13) \]
and
\[ \frac{e^{e^t-1} - 1}{e^t - 1} e^{x(e^t-1)} = \left( \sum_{m=0}^{\infty} E_m(x) \frac{(e^t-1)^m}{m!} \right) \left( \sum_{l=0}^{\infty} B_{l-1} \frac{t^l}{l!} \right) \]
\[ = \left( \sum_{m=0}^{\infty} E_m(x) \sum_{k=m}^{\infty} s_2(k,m) \frac{k!}{k!} \right) \left( \sum_{l=0}^{\infty} B_{l-1} \frac{t^l}{l!} \right) \]
\[ = \sum_{m=0}^{\infty} \left( \sum_{k=0}^{m} \binom{m}{k} \sum_{m=0}^{n} E_m s_2(k,m) B_{n-k}(x) \right) \frac{t^n}{n!}. \quad (14) \]

Therefore, by (13) and (14), we obtain the following theorem.

Theorem 2.2. For $n \geq 0$, we have
\[ \sum_{m=0}^{n} s_2(n,m) E_m(x) = \sum_{k=0}^{m} \binom{m}{k} \sum_{m=0}^{n} E_m s_2(k,m) B_{n-k}(x). \quad (15) \]

From (6), by replacing $t$ by $e^{e^t-1} - 1$, we get
\[ \frac{e^{e^t-1} - 1}{e^t - 1} e^{x(e^t-1)} = \sum_{n=0}^{\infty} C_n(x) \frac{1}{n!} \left( e^{e^t-1} - 1 \right)^n \]
\[ = \sum_{m=0}^{\infty} \left( \sum_{n=0}^{m} C_n(x)s_2(m,n) \right) \frac{t^m}{m!}, \quad (16) \]
and
\[ \frac{e^{e^t-1} - 1}{e^t - 1} e^{x(e^t-1)} = \frac{e^{x+1(e^t-1)} - e^{x(e^t-1)}}{e^t - 1} \]
\[ = \frac{1}{t} \left( \frac{t}{e^t - 1} \right) \sum_{m=1}^{\infty} \left\{ \frac{B_{m+1} + B_m(x + 1) - B_m(x)}{m + 1} \right\} \frac{t^m}{m!} \]
\[ = \left( \sum_{k=0}^{\infty} B_k \frac{t^k}{k!} \right) \left( \sum_{m=0}^{\infty} \left\{ \frac{B_{m+1} + B_{m+1}(x + 1) - B_m(x)}{m + 1} \right\} \frac{t^m}{m!} \right) \]
Therefore, by (16) and (17), we obtain the following theorem.

**Theorem 2.3.** For \( n \geq 0 \), we have

\[
\sum_{m=0}^{n} C_m(x) s_2(n, m) = \sum_{m=0}^{n} \binom{n}{m} B_{n-m} \left( \frac{Bel_{m+1}(x + 1) - Bel_{m+1}(x)}{m + 1} \right). \tag{18}
\]

Let us take \( e^{t-1} - 1 \) instead of \( t \) in (7). Then we have

\[
\frac{e^t - 1}{e^{t-1} - 1} e^{x(e^t-1)} = \sum_{n=0}^{\infty} D_n(x) \frac{1}{n!} \left( e^{t-1} - 1 \right)^n
\]

\[
= \sum_{n=0}^{\infty} D_n(x) \frac{1}{n!} \sum_{m=n}^{\infty} s_2(m, n) \frac{(e^t - 1)^m}{m!}
\]

\[
= \sum_{k=0}^{\infty} \left\{ \sum_{m=0}^{k} \binom{k}{m} D_n(x) s_2(m, n) s_2(k, m) \right\} \frac{k!}{k!} \tag{19}
\]

and

\[
\frac{e^t - 1}{e^{t-1} - 1} e^{x(e^t-1)} = \left( \sum_{m=0}^{\infty} B_m \frac{1}{m!} (e^t - 1)^m \right) \left( \sum_{l=0}^{\infty} Bel_l(x) \frac{t^l}{l!} \right)
\]

\[
= \left( \sum_{m=0}^{\infty} B_m(x) \sum_{k=m}^{\infty} s_2(k, m) \frac{t^k}{k!} \right) \left( \sum_{l=0}^{\infty} Bel_l(x) \frac{t^l}{l!} \right)
\]

\[
= \sum_{n=0}^{\infty} \left\{ \sum_{k=0}^{n} \binom{n}{k} \sum_{m=0}^{k} B_m s_2(k, m) Bel_{n-k}(x) \right\} \frac{t^n}{n!}. \tag{20}
\]

Therefore, by (19) and (20), we obtain the following theorem.

**Theorem 2.4.** For \( n \geq 0 \), we have

\[
\sum_{k=0}^{n} \sum_{m=0}^{k} D_m(x) s_2(k, m) s_2(n, k) = \sum_{k=0}^{n} \binom{n}{k} \sum_{m=0}^{k} B_m s_2(k, m) Bel_{n-k}(x). \tag{21}
\]

By replacing \( t \) by \( e^{t-1} - 1 \), we get

\[
\frac{2}{e^{t-1} + 1} e^{x(e^t-1)} = \sum_{n=0}^{\infty} \frac{Ch_n(x) (e^t - 1)^n}{n!}
\]

\[
= \sum_{n=0}^{\infty} Ch_n(x) \sum_{m=n}^{\infty} s_2(m, n) \frac{(e^t - 1)^m}{m!}
\]

\[
= \sum_{m=0}^{\infty} \left\{ \sum_{n=0}^{m} Ch_n(x) s_2(m, n) \right\} \frac{1}{m!} \frac{(e^t - 1)^m}{m!}
\]

\[
= \sum_{m=0}^{\infty} \sum_{k=m}^{\infty} Ch_n(x) s_2(n, m) \sum_{k=m}^{\infty} s_2(k, m) \frac{t^k}{k!} \]
Therefore, by (22) and (23), we obtain the following theorem.

**Theorem 2.5.** For $k \geq 0$, we have

$$
\sum_{m=0}^{k} \binom{k}{m} \sum_{n=0}^{m} E_n s_2(m, n) Bel_{k-m}(x) = \sum_{m=0}^{k} \sum_{n=0}^{m} Ch_m(x) s_2(m, n) s_2(k, m).
$$
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The rough intuitionistic fuzzy set theory is an extension of the theory of rough fuzzy sets. For further studying the theories and applications of rough intuitionistic fuzzy sets, in this paper, we propose a type of rough intuitionistic fuzzy sets and investigate its topological structure. It is proved that an intuitionistic fuzzy topology is induced by a binary relation in a crisp approximation space, and a preorder is generated by a family of intuitionistic fuzzy sets. Moreover, there exists a one-to-one correspondence between the set of all intuitionistic fuzzy topologies having property (\ast) and the set of all preorders. That is to say, there exists a one-to-one correspondence between the set of all intuitionistic fuzzy topological spaces having property (\ast) and the set of all crisp approximation spaces whose relations are preorders.
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1 Introduction

Rough set theory was proposed by Pawlak [14] to deal with imprecision, vagueness, and uncertainty in data analysis. In classical Pawlak rough set theory, the lower and upper approximation operators are two important basic concepts. The equivalence (indiscernibility) relations or partitions are the simplest formulation of the lower and upper approximation operators. However, the requirement of the equivalence relation in Pawlak rough set model seems to be a very restrictive condition that may limit the application domain of the rough set model. To solve this problem, many authors have generalized the notion of approximation operators by using more general binary relations [4, 20, 21, 26, 27] or by employing coverings [2, 3, 28, 33]. Moreover,
As an extension of the theory of fuzzy sets, the theory of intuitionistic fuzzy (IF, for short) sets is originated by Atanassov [1]. A fuzzy set gives a degree of which element belongs to a set, but an IF set gives both a membership degree and a nonmembership degree. Obviously, an IF set is more objective than a fuzzy set to describe the vagueness of data or information. Many authors generalized the concepts and operations in fuzzy set theory into IF set theory, to enrich the theory of IF sets and enlarge the application of IF sets. Therefore, the combination of IF set theory and rough set theory is an interesting research issue over the years [5, 7, 17, 18, 29, 31]. The rough IF sets are indeed natural generalizations of rough fuzzy sets and will be applied in decision analysis.

Topology is a mathematical tool to study information systems and rough sets. It is important to discuss topological structures of rough sets. Many authors investigated topological structures of rough sets in the fuzzy environment [11, 32, 25]. Zhou et al. presented a one-to-one correspondence between the set of all IF reflexive and transitive approximation spaces and the set of all IF rough topological spaces [32]. Lin and Wang discussed the topological properties of IF rough sets [11]. Xu and Wu investigated topological structures of a type rough IF sets [25].

This paper is devoted to the discussion of a type of rough IF sets and its topological structure. Firstly, in a crisp approximation space, an IF topology is generated by the relation, whose interior and closure operators are IF lower and upper approximation operators respectively. Then, a preorder is induced by a family of IF sets. Moreover, there exists a one-to-one correspondence between the set of all intuitionistic fuzzy topological spaces having property (⋆) and the set of all crisp approximation spaces whose relations are preorders.

2 Basic Concepts and properties

In this section, we introduce the basic concepts about binary relation, intuitionistic fuzzy set and intuitionistic fuzzy topological space.

Throughout this paper, \( U \) will be a nonempty set called the universe of discourse. The class of all subsets (intuitionistic fuzzy subsets, respectively) of \( U \) will be denoted by \( \mathcal{P}(U) \) (by \( \mathcal{IF}(U) \), respectively).

**Definition 1.** Let \( U \) be a set, \( U \times U \) the product set of \( U \) and \( U \). Any subset \( R \) of \( U \times U \) is called a binary relation on \( U \). For any \((x, y) \in U \times U\), if \((x, y) \in R\), we say \( x \) has relation \( R \) with \( y \), and denote this relationship as \( xRy \). For any \( x \in U \), we call the set \( \{ y \in U | xRy \} \) the successor neighborhood of \( x \) in \( R \) and denote it as \( R_s(x) \), and the set \( \{ y \in U | yRx \} \) the predecessor neighborhood of \( x \) in \( R \) and denote it as \( R_p(x) \). Let \( R \) be a relation on \( U \).

(Reflexive relation) If for any \( x \in U \), \( xRx \), we say \( R \) is reflexive. In another word, if for any \( x \in U \), \( x \in R_s(x) \), \( R \) is reflexive.

(Transitive relation) If for any \( x, y, z \in U \), \( xRy \) and \( yRz \Rightarrow xRz \), we say \( R \) is transitive. In another word, if for any \( x, y \in U \), \( y \in R_s(x) \Rightarrow R_s(y) \subseteq R_s(x) \), \( R \) is transitive.

(Preorder) A binary relation \( R \) is referred to as a preorder if \( R \) is reflexive and transitive.

**Definition 2** [1]. Let \( U \) be a non-empty set. An intuitionistic fuzzy set \( A \) in \( U \) is an object
having the form

\[ A = \{ < x, \mu_A(x), \gamma_A(x) > | x \in U \}, \]

where \( \mu_A : U \to [0, 1] \) and \( \gamma_A : U \to [0, 1] \) satisfy \( 0 \leq \mu_A(x) + \gamma_A(x) \leq 1 \) for all \( x \in U \), and \( \mu_A(x) \) and \( \gamma_A(x) \) are, respectively, called the degree of membership and the degree of nonmembership of the element \( x \in U \) to \( A \).

Obviously, a fuzzy set \( A = \{ < x, \mu_A(x) > | x \in U \} \), can be identified with the IF set of the form \( A = \{ < x, \mu_A(x), 1 - \mu_A(x) > | x \in U \} \). Thus, an IF set is indeed an extension of a fuzzy set. We introduce some basic operations on \( \mathcal{IF}(U) \) in the following definition.

**Definition 3** [1]. Let \( A, B \in \mathcal{IF}(U) \) and \( \{ A_j | j \in J \} \subseteq \mathcal{IF}(U) \), where \( J \) is an index set. Define the operations as follows:

\[
\begin{align*}
A \subseteq B & \iff \mu_A(x) \leq \mu_B(x) \text{ and } \gamma_A(x) \geq \gamma_B(x) \text{ for all } x \in U, \\
A \supseteq B & \iff \mu_B(x) \leq \mu_A(x) \text{ and } \gamma_B(x) \geq \gamma_A(x) \text{ for all } x \in U, \\
A = B & \iff A \subseteq B \text{ and } B \supseteq A, \\
A \cap B & = \{ < x, \mu_A(x) \land \mu_B(x), \gamma_A(x) \lor \gamma_B(x) > | x \in U \}, \\
A \cup B & = \{ < x, \mu_A(x) \lor \mu_B(x), \gamma_A(x) \land \gamma_B(x) > | x \in U \}, \\
A^c & = \{ < x, \gamma_A(x), \mu_A(x) > | x \in U \}, \\
\bigcap_{j \in J} A_j & = \{ < x, \land \mu_{A_j}(x), \lor \gamma_{A_j}(x) > | x \in U \}, \\
\bigcup_{j \in J} A_j & = \{ < x, \lor \mu_{A_j}(x), \land \gamma_{A_j}(x) > | x \in U \}, \\
0_\sim & = \{ < x, 0, 1 > | x \in U \}, \\
1_\sim & = \{ < x, 1, 0 > | x \in U \}.
\end{align*}
\]

**Definition 4** [6]. An IF topology \( \tau \) on a nonempty set \( U \) is a family of IF sets in \( U \) satisfying the following axioms:

\[
\begin{align*}
(T_1) & \quad 0_\sim, 1_\sim \in \tau, \\
(T_2) & \quad G_1 \cap G_2 \in \tau \text{ for all } G_1, G_2 \in \tau, \\
(T_3) & \quad \bigcup_{j \in J} G_j \in \tau \text{ for an arbitrary family } \{ G_j | j \in J \} \subseteq \tau.
\end{align*}
\]

In this case the pair \((U, \tau)\) is called an IF topological space and each IF set \( G \in \tau \) is known as an IF open set in \( U \), and the complement \( G^c \) of an IF open set \( G \) in \((U, \tau)\) is called an IF closed set in \( U \). For any \( A \in \mathcal{IF}(U) \), the IF interior and IF closure of \( A \) are, respectively, defined as follows:

\[
\begin{align*}
\text{int}(A) & = \bigcup \{ G | G \in \tau, \ G \subseteq A \}, \\
\text{cl}(A) & = \bigcap \{ K | K^c \in \tau, \ A \subseteq K \},
\end{align*}
\]

where \( \text{int} \) and \( \text{cl} \) are, respectively, called the IF interior operator and the IF closure operator of \( \tau \).

It can be shown that \( \text{cl}(A) \) is an IF closed set and \( \text{int}(A) \) is an IF open set in \( U \). \( A \) is an IF open set in \( U \) if and only if \( \text{int}(A) = A \), and \( A \) is an IF closed set in \( U \) if and only if \( \text{cl}(A) = A \). Some properties of IF interior operator and IF closure operator are presented as

**Proposition 1.** Let \((U, \tau)\) be an IF topological space and \( A, B \in \mathcal{IF}(U) \). Then the following
properties hold:

1. \( \text{cl}(A^c) = (\text{int}(A))^c \), \( \text{int}(A^c) = (\text{cl}(A))^c \),
2. \( \text{int}(A) \subseteq A \subseteq \text{cl}(A) \),
3. \( \text{int}(A \cap B) = \text{int}(A) \cap \text{int}(B) \), \( \text{cl}(A \cup B) = \text{cl}(A) \cup \text{cl}(B) \),
4. \( \text{int}(\text{int}(A)) = \text{int}(A) \), \( \text{cl}(\text{cl}(A)) = \text{cl}(A) \),
5. \( \text{int}(1_\infty) = 1_{\infty}, \text{cl}(0_\infty) = 0_\infty \).

Conversely, it is easy to verify that if an IF operator \( i : \mathcal{IF}(U) \rightarrow \mathcal{IF}(U) \) (\( c : \mathcal{IF}(U) \rightarrow \mathcal{IF}(U) \), respectively) satisfies the following properties: for any \( A, B \in \mathcal{IF}(U) \),

1. \( i(1_\infty) = 1_{\infty}, (c(0_\infty) = 0_\infty) \),
2. \( i(A) \subseteq A, (A \subseteq c(A)_\infty) \),
3. \( i(A \cap B) = i(A) \cap i(B), (c(A \cup B) = c(A) \cup c(B)_\infty) \),
4. \( i(i(A)) = i(A), (c(c(A)) = c(A)_\infty) \)

then \( \{A[i(A) = A, A \in \mathcal{IF}(U)]\} \) (\( \{A[c(A) = A, A \in \mathcal{IF}(U)]\} \), respectively) is an IF topology on \( U \) and denoted by \( \tau(i) (\tau(c), \text{respectively}) \).

3 The one-to-one correspondence between IF approximation operators and IF topological spaces

Firstly, we introduce the definition of IF approximation operators.

**Definition 5.** Let \( R \) be a binary relation on \( U \). Then \((U, R)\) is called a crisp approximation space. Define a family of IF sets as follows:

\[ A(R) = \{ A \in \mathcal{IF}(U) \mid \forall (x, y) \in R, \mu_A(x) \leq \mu_Y(y), \gamma_A(x) \geq \gamma_Y(y) \} \]

Then a pair of rough IF approximation operators are defined by

\[ R(X) = \bigcup \{ A \mid A \subseteq X, A \in A(R) \}, \]
\[ \overline{R}(X) = \bigcap \{ A \mid X \subseteq A, A \in A(R) \}. \]

Since Dubois and Prade proposed rough fuzzy set [8], much authors have discussed properties of rough fuzzy set [9, 23, 24]. At the same time, the definitions of rough fuzzy set in [9, 23, 24] were extended to rough IF set [17, 18, 25, 31]. It is easy to verify that the definition of the rough IF in Definition 5 is different from that in [17, 18, 25, 31].

It is easy to get properties of rough IF approximation operators: \( \forall A, B \in \mathcal{IF}(U) \),

1. \( R(1_\infty) = 1_{\infty}, R(0_\infty) = 0_\infty \);
2. \( R(A) = (\overline{R}(A^c))^c, \overline{R}(A) = (R(A^c))^c \);
3. \( R(A) \subseteq A \subseteq \overline{R}(A) \);
4. \( A \subseteq B \Rightarrow R(A) \subseteq R(B), \overline{R}(A) \subseteq \overline{R}(B) \).
3.1 From a crisp approximation space to an intuitionistic fuzzy topological space

In this subsection, we will present more properties of $\mathcal{A}(R)$, $\overline{R}$ and $\overline{\mathcal{R}}$.

**Proposition 2.** Let $R$ be a binary relation on $U$. Then, for any $\mathcal{B} \subseteq \mathcal{A}(R)$, $\cup \mathcal{B}, \cap \mathcal{B} \in \mathcal{A}(R)$.

**Proof.** For any $(x, y) \in R$ and $B \in \mathcal{B}$, we get $\mu_B(x) \leq \mu_B(y)$ and $\gamma_B(x) \geq \gamma_B(y)$. Thus $\mu_{\cup \mathcal{B}}(x) \leq \mu_{\cup \mathcal{B}}(y)$ and $\gamma_{\cup \mathcal{B}}(x) \geq \gamma_{\cup \mathcal{B}}(y)$. So $\cup \mathcal{B}, \cap \mathcal{B} \in \mathcal{A}(R)$.

**Corollary 1.** Let $R$ be a binary relation on $U$. Then

1. $\mathcal{A}(R)$ is an IF topology,
2. $\overline{R}$ and $\overline{\mathcal{R}}$ are, respectively, the IF interior operator and the IF closure operator of $\mathcal{A}(R)$.

**Proof.** (1) It is clear that $0 \Rightarrow \in \mathcal{A}(R)$. Thus, according to Definition 4 and Proposition 2, $\mathcal{A}(R)$ is an IF topology.

(2) By (1) and Definition 4, we can get this proposition.

From Corollary 1, we know that $\mathcal{A}(R)$ is a IF topology if $R$ is an arbitrarily relation, and $\overline{R}$ and $\overline{\mathcal{R}}$ are, respectively, the IF interior and closure operators of $\mathcal{A}(R)$. Hence $\overline{\mathcal{R}}(A) \cap \overline{\mathcal{R}}(B) = \overline{\mathcal{R}}(A \cap B)$ and $\overline{\mathcal{R}}(A) \cup \overline{\mathcal{R}}(B) = \overline{\mathcal{R}}(A \cup B)$ for all $A, B \in \mathcal{IF}(U)$. To get more properties of $\mathcal{A}(R)$, we suppose $R$ is a preorder in the following.

**Proposition 3.** Let $R$ be a preorder on $U$. Then, for any $x, y \in U$, $xRy$ if and only if $\mu_A(x) \leq \mu_A(y)$ and $\gamma_A(x) \geq \gamma_A(y)$ for all $A \in \mathcal{A}(R)$.

**Proof.** “⇒”. If $xRy$, by the definition of $\mathcal{A}(R)$, it is easy to obtain that $\mu_A(x) \leq \mu_A(y)$ and $\gamma_A(x) \geq \gamma_A(y)$ for all $A \in \mathcal{A}(R)$.

“⇐”. Suppose $(x, y) \notin R$, then define an IF set $B$ as follows: for any $u \in U$,

$$
\mu_B(u) = \begin{cases}
0, & u \in R_p(y); \\
1, & u \notin R_p(y),
\end{cases} \quad \gamma_B(u) = 1 - \mu_B(u).
$$

For any $(u_1, u_2) \in R$, if $u_2 \notin R_p(y)$, then $\mu_B(u_2) = 1$. So $\mu_B(u_1) \leq \mu_B(u_2)$. If $u_2 \in R_p(y)$, hence $(u_2, y) \in R$. Since $R$ is transitive and $(u_1, u_2) \in R$, we have $(u_1, y) \in R$. Thus $u_1 \in R_p(y)$, $\mu_B(u_1) = 0$, which implies $\mu_B(u_1) \leq \mu_B(u_2)$. So we can conclude that $\mu_B(u_1) \leq \mu_B(u_2)$. Then $\gamma_B(u_1) = 1 - \mu_B(u_1) \geq 1 - \mu_B(u_2) = \gamma_B(u_2)$. Consequently, $B \in \mathcal{A}(R)$.

Since $R$ is reflexive, we obtain $y \in R_p(y)$, so $\mu_B(y) = 0$. By $(x, y) \notin R$, $x \notin R_p(y)$, thus $\mu_B(x) = 1$.

In conclusion, there exists $B \in \mathcal{A}(R)$ such that $\mu_B(x) > \mu_B(y)$, which contradicts the assumption of this theorem.

**Proposition 4.** Let $R$ be a preorder on $U$. Then, for any $x \in U$ and $a, b \in [0, 1]$ with $a + b \leq 1$, there exists an $A \in \mathcal{A}(R)$ such that for any $z \in U$,

$$
\mu_A(z) = \begin{cases}
a, & z \in R_s(x); \\
0, & z \notin R_s(x),
\end{cases} \quad \gamma_A(z) = \begin{cases}
b, & z \in R_s(x); \\
1, & z \notin R_s(x).
\end{cases}
$$
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Proof. We only prove \( A \in \mathcal{A}(R) \). In fact, for any \((u, v) \in R\), if \( u \in R_s(x) \), we have \( v \in R_s(x) \) since \( R \) is transitive. \( R \) is reflexive, so \( \mu_A(x) = \mu_A(u) = \mu_A(v) = a \) and \( \gamma_A(x) = \gamma_A(u) = \gamma_A(v) = b \). If \( u \notin R_s(x) \), then \( \mu_A(u) = 0 \) and \( \gamma_A(u) = 1 \). Hence \( \mu_A(u) \leq \mu_A(v) \) and \( \gamma_A(u) \geq \gamma_A(v) \). In conclusion, \( \mu_A(u) \leq \mu_A(v) \) and \( \gamma_A(u) \geq \gamma_A(v) \). Therefore, \( A \in \mathcal{A}(R) \).

3.2 From an intuitionistic fuzzy topological space to a crisp approximation space

Definition 6. Let \( A \subseteq IF(U) \), then define a binary relation from \( A \) as follows:

\[
R(A) = \{(x, y) \in U \times U | \forall A \in A, \mu_A(x) \leq \mu_A(y), \gamma_A(x) \geq \gamma_A(y)\}.
\]

In Definition 6, a binary relation is induced from a family of intuitionistic fuzzy sets. Proposition 5 below gives the properties of \( R(A) \).

Proposition 5. Let \( A \subseteq IF(U) \), then \( R(A) \) is a preorder.

Proof. For any \( x \in U \) and \( A \in A \), \( \mu_A(x) = \mu_A(x) \) and \( \gamma_A(x) = \gamma_A(x) \), then \((x, x) \in R(A)\). We obtain that \( R(A) \) is reflexive.

For any \( x, y, z \in U \), if \((x, y) \in R(A) \) and \((y, z) \in R(A) \), then for any \( A \in A \), \( \mu_A(x) \leq \mu_A(y) \) and \( \gamma_A(x) \geq \gamma_A(y) \). If we first convert a family of IF sets \( A \subseteq IF(U) \), then convert the family of IF sets \( A \subseteq IF(U) \) into a preorder \( R(A(R)) \), and consider the relationship between \( R \) and \( R(A(R)) \).

Theorem 1. Let \( R \) be a preorder on \( U \). Then \( R = R(A(R)) \).

Proof. For any \((x, y) \in R \), by the definition of \( A(R) \), \( \mu_A(x) \leq \mu_A(y) \) and \( \gamma_A(x) \geq \gamma_A(y) \) for all \( A \in A(R) \). According to Definition 6, \((x, y) \in R(A(R)) \), so \( R \subseteq R(A(R)) \). Conversely, for any \((x, y) \in R(A(R)) \), \( \mu_A(x) \leq \mu_A(y) \) and \( \gamma_A(x) \geq \gamma_A(y) \) for all \( A \in A(R) \). From Proposition 3, \((x, y) \in R \), so \( R(A(R)) \subseteq R \). Therefore, we obtain \( R = R(A(R)) \).

If we first convert a family of IF sets \( A \) into a preorder \( R(A) \), then change the preorder \( R(A) \) into the family of IF sets \( A(R(A)) \), \( A = A(R(A)) \)?

Proposition 6. Let \( A \subseteq IF(U) \), then \( A \subseteq A(R(A)) \).

Proof. For any \( A \in A \), by the definition of \( R(A) \), \( \mu_A(x) \leq \mu_A(y) \) and \( \gamma_A(x) \geq \gamma_A(y) \) for all \((x, y) \in R(A) \). According to Definition 5, we have \( A \in A(R(A)) \). So \( A \subseteq A(R(A)) \).

Generally, \( A(R(A)) \) is not equal to \( A \).

Example 1. Let \( U = \{a, b\} \) and \( A = \{a\} \), where \( A = \{< a, 1, 1 >, < a, 1, 1 >\} \). Then \( R(A) = \{< a, a >, < a, b >, < b, a >\} \). Thus, we have \( B = \{< a, [1, 1], 1 >, < b, [1, 1], 1 >\} \in A(R(A)) \) and \( B \notin A \). So \( A(R(A)) \neq A \).
In order to give a sufficient and necessary condition for \(A(R(A)) = A\), we propose two properties for a family of IF sets \(A\).

Property (\(\ast\)): for any \(x \in U\) and \(a, b \in [0, 1]\) with \(a + b \leq 1\), there exists an \(A \in A\) such that for any \(z \in U\),

\[
\mu_A(z) = \begin{cases} 
    a, & z \in R(A)_s(x); \\
    0, & z \not\in R(A)_s(x),
\end{cases}
\quad \gamma_A(z) = \begin{cases} 
    b, & z \in R(A)_s(x); \\
    1, & z \not\in R(A)_s(x).
\end{cases}
\]

Property (\(\ast\ast\)): for any \(B \subseteq A\), \(\cup B \in A\).

**Theorem 2.** Let \(A \subseteq IF(U)\), then \(A = A(R(A))\) if and only if \(A\) has properties (\(\ast\)) and (\(\ast\ast\)).

**Proof.** “\(\Rightarrow\)” From Proposition 5, \(R(A)\) is a preorder. By Proposition 4, for any \(x \in U\) and \(a, b \in [0, 1]\) with \(a + b \leq 1\), there exists an \(A \in A(R(A))\) such that for any \(z \in U\),

\[
\mu_A(z) = \begin{cases} 
    a, & z \in R(A)_s(x); \\
    0, & z \not\in R(A)_s(x),
\end{cases}
\quad \gamma_A(z) = \begin{cases} 
    b, & z \in R(A)_s(x); \\
    1, & z \not\in R(A)_s(x).
\end{cases}
\]

Since \(A = A(R(A))\), \(A\) satisfies property (\(\ast\)) by Proposition 2. According to Proposition 4, \(A(R(A))\) satisfies property (\(\ast\ast\)), which implies that \(A\) has property (\(\ast\ast\)).

“\(\Leftarrow\)” By Proposition 6, \(A \subseteq A(R(A))\). Now we prove \(A(R(A)) \subseteq A\). Let \(A \in A(R(A))\), then for any \((u, v) \in R(A)\), \(\mu_A(u) \leq \mu_A(v)\) and \(\gamma_A(u) \geq \gamma_A(v)\). Since \(A\) satisfies property (\(\ast\)), for any \(x \in U\), there is \(B_x \in A\) such that for any \(z \in U\),

\[
\mu_{B_x}(z) = \begin{cases} 
    \mu_A(x), & z \in R(A)_s(x); \\
    0, & z \not\in R(A)_s(x),
\end{cases}
\quad \gamma_{B_x}(z) = \begin{cases} 
    \gamma_A(x), & z \in R(A)_s(x); \\
    1, & z \not\in R(A)_s(x).
\end{cases}
\]

Then \(A = \bigcup_{x \in U} B_x\). In fact, for any \(y \in U\), since \(R(A)\) is reflexive, We have \(y \in R(A)_s(y)\). So \(\mu_{B_y}(y) = \mu_A(y)\) and \(\gamma_{B_y}(y) = \gamma_A(y)\). Hence

\[
\mu_A(y) \leq \bigvee_{x \in U} \mu_{B_x}(y) = \mu(\bigcup_{x \in U} B_x)(y), \quad \gamma_A(y) \geq \bigwedge_{x \in U} \gamma_{B_x}(y) = \gamma(\bigcup_{x \in U} B_x)(y).
\]

Conversely, for any \(x \in U\), if \(y \not\in R(A)_s(x)\), then \(\mu_{B_x}(y) = 0\) and \(\gamma_{B_x}(y) = 1\). If \(y \in R(A)_s(x)\), then \(\mu_{B_x}(y) = \mu_A(x) \leq \mu_A(y)\) and \(\gamma_{B_x}(y) = \gamma_A(x) \geq \gamma_A(y)\). So

\[
\mu(\bigcup_{x \in U} B_x)(y) = \bigvee_{x \in U} \mu_{B_x}(y) \leq \mu_A(y), \quad \gamma(\bigcup_{x \in U} B_x)(y) = \bigwedge_{x \in U} \gamma_{B_x}(y) \geq \gamma_A(y).
\]

Therefore, by property (\(\ast\ast\)), \(A = \bigcup_{x \in U} B_x \in A\), which implies \(A(R(A)) \subseteq A\).

From Theorem 2, \(A\) having properties (\(\ast\)) and (\(\ast\ast\)) is a sufficient and necessary condition for \(A = A(R(A))\). By Corollary 1 and Theorem 2, it is easy to obtain

**Corollary 2.** Let \(A \subseteq IF(U)\), then \(A = A(R(A))\) if and only if \(A\) is an IF topology satisfying property (\(\ast\)).

Denote the set of all preorders on \(U\) as \(\hat{R}\), and denote the family of all IF topologies on \(U\) having property (\(\ast\)) as \(\hat{A}\). Combining Theorem 1, Corollaries 1 and 2, we have
Theorem 2. Let $U$ be a non-empty set. Then there exists a one-to-one correspondence between $\tilde{R}$ and $\tilde{A}$.

**Proof.** Define a mapping $f : \tilde{R} \rightarrow \tilde{A}$ by $f(R) = A(R)$. And define a mapping $g : \tilde{A} \rightarrow \tilde{R}$ by $g(A) = R$. For any $R \in \tilde{R}$, by Theorem 1 and Corollary 1, we get $g \circ f(R) = g(A(R)) = R$. For any $A \in \tilde{A}$, according to Proposition 5 and Corollary 2, $f \circ g(A) = f(R(A)) = A(R(A)) = A$. Then there exists a one-to-one correspondence between $\tilde{R}$ and $\tilde{A}$.

By Theorem 2, there exists a one-to-one correspondence between crisp approximation spaces whose relations are preorders and IF topological spaces having property $(\ast)$.

4 Conclusion

In this paper, an IF topology has been induced in a crisp approximation space, whose IF interior and closure operators are IF lower and upper approximation operators respectively. Conversely, a preorder has been generated by a family of IF sets. The important contribution of this paper is that we establish a one-to-one correspondence between the set of all intuitionistic fuzzy topological spaces having property $(\ast)$ and the set of all crisp approximation spaces whose relations are preorders. In our future work, we will discuss relationships between this type of rough IF sets and other types of rough IF sets, and explore connections between rough IF sets and covering-based rough sets.
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