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Abstract

Variable coefficients and Wick-type stochastic (2+1)-dimensional coupled KdV equations are investigated. By using the F-expansion method, Hermite transform and white noise theory, the white noise functional solutions for Wick-type stochastic (2+1)-dimensional coupled KdV equations are obtained. The exact travelling wave solutions are expressed in terms of Jacobi elliptic (JEF), trigonometric and hyperbolic functions.

Keywords: KdV equations; F-expansion method; Hermite transform; Wick product.
PACS No.: 05.40.\(\pm\)a, 02.30.Jr.

1 Introduction

In this paper, we shall explore exact solutions for the following variable coefficients (2+1)-dimensional coupled KdV equations.

\[
\begin{align*}
\left\{\begin{array}{l}
u_t + \phi_1(t)u \nu_x + \phi_2(t)v \nu_x + \phi_3(t)u_{xxx} = 0, \\
u_x + v_y = 0,
\end{array}\right.
\end{align*}
\](1.1)

where \((t, x) \in \mathbb{R}_+ \times \mathbb{R}\) and \(\phi_1(t), \phi_2(t)\) and \(\phi_3(t)\) are bounded measurable or integrable functions on \(\mathbb{R}_+\). Random wave is an important subject of stochastic partial differential equations (PDEs). Many authors have studied this subject. Wadati first introduced and studied the stochastic KdV equations and gave the diffusion of soliton of the KdV equation under Gaussian noise in [30, 32] and others [3, 4, 5, 25] also researched stochastic KdV-type
equations. Xie first introduced Wick-type stochastic KdV equations on white noise space and showed the auto-Backlund transformation and the exact white noise functional solutions in [37]. Furthermore, Xie [38, 39, 40, 41], Ghany et al. [11, 12, 13, 15, 16, 17, 18, 19, 20] researched some Wick-type stochastic wave equations using white noise analysis.

In this paper we use F-expansion method for finding new periodic wave solutions of nonlinear evolution equations in mathematical physics, and we obtain some new periodic wave solutions for (2+1)-dimensional coupled KdV equations. This method is more powerful and will be used in further works to establish more entirely new solutions for other kinds of nonlinear partial differential equations arising in mathematical physics. The effort in finding exact solutions to nonlinear equations is important for the understanding of most nonlinear physical phenomena. For instance, the nonlinear wave phenomena observed in fluid dynamics, plasma, and optical fibers [24]. Many effective methods have been presented, such as tanh-function method [34, 42, 8], variational iteration method [6, 7], exp-function method [22, 23, 36, 43, 44], homotopy perturbation method [10, 29, 35], homotopy analysis method [1], tanh-coth method [33, 34, 31], Jacobi elliptic function expansion method [27, 28, 9, 26] and F-expansion method [45, 46, 47, 48]. The main objective of this paper is using the F-expansion method to construct white noise functional solutions for Wick-type stochastic (2+1)-dimensional coupled KdV equations via Hermite transform, Wick-type product and white noise analysis. If equation (1.1) is considered in a random environment, we can get stochastic (2+1)-dimensional coupled KdV equations. In order to give the exact solutions of stochastic (2+1)-dimensional coupled KdV equations, we only consider this problem in white noise environment. We shall study the following Wick-type stochastic (2+1)-dimensional coupled KdV equations.

\[
\begin{align*}
U_t + \Phi_1(t) \diamond U \diamond V_x + \Phi_2(t) \diamond V \diamond U_x + \Phi_3(t) \diamond U_{xxx} &= 0, \\
U_x + V_y &= 0,
\end{align*}
\]  

(1.2)

where “\( \diamond \)” is the Wick product on the Kondratiev distribution space \((\mathcal{S})_{-1}\) which was defined in [21] and \(\Phi_1(t), \Phi_2(t)\) and \(\Phi_3(t)\) are \((\mathcal{S})_{-1}\)-valued functions.

2 Description of the F-expansion Method

In order to at the same time obtain more periodic wave solutions expressed by various Jacobi elliptic functions to nonlinear wave equations, we introduce an F-expansion method which can be thought of as a succinctly over-all generalization of Jacobi elliptic function expansion. We briefly show what is F-expansion method and how to use it to obtain various periodic wave solutions to nonlinear wave equations. Suppose a nonlinear wave equation for \(u(t, x)\) is given by

\[
\theta_1(u, u_t, u_x, u_y, u_{xx}, u_{xxx}, \ldots) = 0,
\]

(2.1)
where \( u = u(t, x) \) is an unknown function, \( \theta_1 \) is a polynomial in \( u \) and its various partial derivatives in which the highest order derivatives and nonlinear terms are involved. In the following we give the main steps of a deformation F-expansion method.

**Step 1.** Look for traveling wave solution of Eq.(2.1) by taking

\[
u(t, x, y) = u(\xi), \quad \xi(t, x, y) = kx + ly + \mu \int_0^t \omega(\tau) d\tau + c,
\]

Hence, under the transformation (2.2), Eq.(2.1) can be transformed into the following ordinary differential equation (ODE) as following

\[
\theta_2(u, \mu \omega u', ku', lu', k^2 u'', k^3 u'''', ...) = 0,
\]

**Step 2.** Suppose that \( u(\xi) \) can be expressed by a finite power series of \( F(\xi) \) of the form

\[
u(t, x, y) = u(\xi) = \sum_{i=1}^{N} a_i F^i(\xi),
\]

where \( a_0, a_1, ..., a_N \) are constants to be determined later, while \( F'(\xi) \) in(2.4) satisfy

\[
[F'(\xi)]^2 = PF^4(\xi) + QF^2(\xi) + R,
\]

and hence holds for \( F(\xi) \)

\[
\begin{align*}
F'F'' &= 2PF^3F' + QFF', \\
F'' &= 2PF^3 + QF', \\
F''' &= 6PF^2F' + QF', \\
&\vdots
\end{align*}
\]

where \( P, Q, \) and \( R \) are constants.

**Step 3.** The positive integer \( N \) can be determined by considering the homogeneous balance between the highest derivative term and the nonlinear terms appearing in (2.3). Therefore, we can get the value of \( N \) in (2.4).

**Step 4.** Substituting (2.4) into (2.3) with the condition (2.5), we obtain polynomial in \( F^i(\xi)[F^j(\xi)]^2 \), \( (i = 0 \pm 1, \pm 2, ..., j = 0, 1) \). Setting each coefficient of this polynomial to be zero yields a set of algebraic equations for \( a_0, a_1, ..., a_N, \mu \) and \( \omega \).

**Step 5.** Solving the algebraic equations with the aid of Maple we have \( a_0, a_1, ..., a_N, \mu \) and \( \omega \) can be expressed by \( (P, Q, R) \). Substituting these results into F-expansion (2.4), then a general form of traveling wave solution of Eq. (2.1) can be obtained.

**Step 6.** Since the general solutions of (2.4) have been well known for us Choose properly \( (P, Q, R) \) in ODE (2.5) such that the corresponding solution \( F(\xi) \) of it is one of Jacobi elliptic functions. (See Appendices A, B and C.)[45, 46, 47]
3 New Exact Wave Solutions of Eq. (1.2)

Taking the Hermite transform, white noise theory, and F-expansion method to explore new exact wave solutions for Eq.(1.2). Applying Hermite transform to Eq.(1.2), we get the deterministic equation.

\[
\begin{align*}
\tilde{U}_t(t, x, y, z) + \tilde{\Phi}_1(t, z)\tilde{U}(t, x, y, z)\tilde{V}_x(t, x, y, z) + \tilde{\Phi}_2(t, z)\tilde{V}(t, x, y, z)\tilde{U}_x(t, x, y, z) + \\
\tilde{\Phi}_3(t, z)\tilde{U}_{xxx}(t, x, y, z) = 0, \\
\tilde{V}_x(t, x, y, z) + \tilde{\Phi}_4(t, z)\tilde{V}_y(t, x, y, z) = 0,
\end{align*}
\]  

(3.1)

where \( z = (z_1, z_2, \ldots) \in \mathbb{C}^N \) is a vector parameter. To look for the travelling wave solution of Eq.(3.1), we make the transformations

\[
\begin{align*}
\tilde{\Phi}_1(t, z) := \phi_1(t, z), \\
\tilde{\Phi}_2(t, z) := \phi_2(t, z), \\
\tilde{\Phi}_3(t, z) := \phi_3(t, z), \\
\tilde{U}(t, x, y, z) := u(t, x, y, z) = u(\xi(t, x, y, z)), \\
\tilde{V}(t, x, y, z) := v(t, x, y, z) = v(\xi(t, x, y, z))
\end{align*}
\]

with

\[
\xi(t, x, y, z) = kx + ly + \mu \int_0^t \omega(\tau, z) d\tau + c,
\]

where \( k, \mu \) and \( c \) are arbitrary constants which satisfy \( k\mu \neq 0 \), \( \omega(\tau, z) \) is a nonzero function of the indicated variables to be determined later. Hence, Eq.(3.1) can be transformed into the following (ODE).

\[
\begin{align*}
\mu \omega u'' + k\phi_1 uv' + k\phi_2 vu' + k^3 \phi_3 u''' = 0, \\
k u' + lv = 0,
\end{align*}
\]  

(3.2)

where the prime denote to the differential with respect to \( \xi \). In view of F-expansion method, the solution of Eq. (3.1), can be expressed in the form.

\[
\begin{align*}
u(t, x, y, z) &= u(\xi) = \sum_{i=1}^N a_i F^i(\xi), \\
v(t, x, y, z) &= v(\xi) = \sum_{i=1}^M b_i F^i(\xi),
\end{align*}
\]  

(3.3)

where \( a_i \) and \( b_i \) are constants to be determined later. considering homogeneous balance between the highest order nonlinear terms and the highest order partial derivative of \( u \) in (3.2), then we can obtain \( N = M = 2 \) so (3.3) can be rewritten as following

\[
\begin{align*}
u(t, x, y, z) &= a_0 + a_1 F(\xi) + a_2 F^2(\xi), \\
v(t, x, y, z) &= b_0 + b_1 F(\xi) + b_2 F^2(\xi),
\end{align*}
\]  

(3.4)

where \( a_0, a_1, a_2, b_0, b_1 \) and \( b_2 \) are constants to be determined later. Substituting (3.4) with the conditions (2.5),(2.6) into (3.2) and collecting all terms with the same power of
\( F^i(\xi)[F'(\xi)]^j, \ (i = 0 \pm 1, \pm 2, \ldots, j = 0, 1) \). as following

\[
\begin{align*}
&\{\mu \omega a_1 + ka_0 b_1 \phi_1 + ka_1 b_0 \phi_2 + k^3 a_1 \phi_3 Q F' \nonumber \\
&+ 2 \mu \omega a_2 + 2ka_0 b_2 \phi_1 + ka_1 b_0 \phi_2 + 2ka_2 b_0 \phi_2 + ka_1 b_1 \phi_2 + 8k^3 a_2 \phi_3 Q F F' \nonumber \\
&+ k[2a_1 b_2 \phi_1 + a_2 b_1 \phi_1 + 2a_2 b_1 \phi_2 + a_1 b_1 \phi_2 + 6k^2 a_1 \phi_3 P] F^2 F' \nonumber \\
&+ 2ka_2 [b_2 \phi_1 + b_2 \phi_2 + 12k^2 \phi_3 P] F^2 F' = 0, \nonumber \\
&(ka_1 + lb_1) F' + 2[ka_2 + lb_2] F F' = 0. \quad (3.5)
\end{align*}
\]

Setting each coefficients of \( F^i(\xi)[F'(\xi)]^j \) to be zero, we get a system of algebraic equations which can be expressed by:

\[
\begin{align*}
&\mu \omega a_1 + ka_0 b_1 \phi_1 + ka_1 b_0 \phi_2 + k^3 a_1 \phi_3 Q = 0, \\
&2 \mu \omega a_2 + 2ka_0 b_2 \phi_1 + ka_1 b_0 \phi_2 + 2ka_2 b_0 \phi_2 + ka_1 b_1 \phi_2 + 8k^3 a_2 \phi_3 Q = 0, \\
&k[2a_1 b_2 \phi_1 + a_2 b_1 \phi_1 + 2a_2 b_1 \phi_2 + a_1 b_1 \phi_2 + 6k^2 a_1 \phi_3 P] = 0, \\
&2ka_2 [b_2 \phi_1 + b_2 \phi_2 + 12k^2 \phi_3 P] = 0, \\
&ka_1 + lb_1 = 0, \\
&2[ka_2 + lb_2] = 0.
\end{align*}
\]

with solving by Maple to get the following coefficients

\[
\begin{align*}
a_2 &= b_2 = 0, \quad a_0, b_0 \text{ = arbitrary constant}, \\
a_1 &= \frac{6k \phi_3 (t, z)}{\phi_2 (t, z)} P, \\
b_1 &= \frac{6k^2 \phi_3 (t, z)}{\phi_2 (t, z)} P, \\
\omega &= \frac{k^2 a_0 \phi_1 (t, z) - lk b_0 \phi_2 (t, z) + k^2 \phi_3 (t, z) Q}{b_1}.
\end{align*}
\]

Substituting by coefficient (3.7) into (3.4) yields general form solutions of Eq. (1.2).

\[
\begin{align*}
u(t, x, y, z) &= a_0 + \frac{6k \phi_3 (t, z) P}{\phi_2 (t, z)} F(\xi), \\
v(t, x, y, z) &= b_0 - \frac{6k^2 \phi_3 (t, z) P}{\phi_2 (t, z)} F(\xi),
\end{align*}
\]

with

\[
\xi(t, x, y, z) = kx + ly + \int_0^t k^2 a_0 \phi_1 (\tau, z) - lk b_0 \phi_2 (\tau, z) + k^2 \phi_3 (\tau, z) Q \frac{l}{l} \, d\tau.
\]
From Appendix A, we give the special cases as following.

**Case I:**
If we take \( P = \frac{1}{4} \), \( Q = \frac{m^2 - 2}{2} \) and \( R = \frac{m^2}{4} \), we have \( F(\xi) \rightarrow ns(\xi) \pm ds(\xi) \),

\[
\begin{align*}
  u_1(t, x, y, z) &= a_0 + \frac{3lk\phi_3(t, z)}{2\phi_2(t, z)} \left[ ns(\xi_1(t, x, y, z)) \pm ds(\xi_1(t, x, y, z)) \right], \\
  v_1(t, x, y, z) &= b_0 - \frac{3k^2\phi_3(t, z)}{2\phi_2(t, z)} \left[ ns(\xi_1(t, x, y, z)) \pm ds(\xi_1(t, x, y, z)) \right],
\end{align*}
\]  

(3.10) (3.11)

with

\[
\xi_1(t, x, y, z) = kx + ly + \int_0^t \left\{ \frac{2k^2a_0\phi_1(\tau, z) - lk[2b_0\phi_2(\tau, z) + k^2\phi_3(\tau, z)(m^2 - 2)]}{2l} \right\} d\tau.
\]

In the limit case when \( m \rightarrow 0 \), we have \( ns(\xi) \pm ds(\xi) \rightarrow 2 \csc(\xi) \), thus (3.10),(3.11) become.

\[
\begin{align*}
  u_2(t, x, y, z) &= a_0 + \frac{3lk\phi_3(t, z)}{\phi_2(t, z)} \csc(\xi_2(t, x, y, z)), \\
  v_2(t, x, y, z) &= b_0 - \frac{3k^2\phi_3(t, z)}{\phi_2(t, z)} \csc(\xi_2(t, x, y, z)),
\end{align*}
\]  

(3.12) (3.13)

with

\[
\xi_2(t, x, y, z) = kx + ly + \int_0^t \left\{ \frac{k^2a_0\phi_1(\tau, z) - lk[b_0\phi_2(\tau, z) - k^2\phi_3(\tau, z)]}{l} \right\} d\tau.
\]

In the limit case when \( m \rightarrow 1 \) we have \( ns(\xi) \pm ds(\xi) \rightarrow \coth(\xi) \pm (\xi) \), thus (3.10),(3.11) become.

\[
\begin{align*}
  u_3(t, x, y, z) &= a_0 + \frac{3lk\phi_3(t, z)}{2\phi_2(t, z)} \left[ \coth(\xi_3(t, x, y, z)) \pm (\xi_3(t, x, y, z)) \right], \\
  v_3(t, x, y, z) &= b_0 - \frac{3k^2\phi_3(t, z)}{2\phi_2(t, z)} \left\{ \coth(\xi_3(t, x, y, z)) \pm (\xi_3(t, x, y, z)) \right\},
\end{align*}
\]  

(3.14) (3.15)

with

\[
\xi_3(t, x, y, z) = kx + ly + \int_0^t \left\{ \frac{2k^2a_0\phi_1(\tau, z) - lk[2b_0\phi_2(\tau, z) - k^2\phi_3(\tau, z)]}{2l} \right\} d\tau.
\]
Case II:
If we take \( P = 1, Q = -(1 + m^2) \) and \( R = m^2 \), then \( F(\xi) \to ns(\xi) \),

\[
u_4(t, x, y, z) = a_0 + \frac{6lk\phi_3(t, z)}{\phi_2(t, z)} \text{ns}(\xi_4(t, x, y, z)),
\]

\[
u_4(t, x, y, z) = b_0 - \frac{6k^2\phi_3(t, z)}{\phi_2(t, z)} \text{ns}(\xi_4(t, x, y, z)),
\]

with

\[
\xi_4(t, x, y, z) = kx + ly + \int_0^t \left\{ \frac{2k^2a_0\phi_1(\tau, z) - lk[2b_0\phi_2(\tau, z) + k^2\phi_3(\tau, z)(m^2 - 2)]}{l} \right\} d\tau.
\]

In the limit case when \( m \to o \) we have \( ns(\xi) \pm \text{ds}(\xi) \to \csc(\xi) \), thus (3.10),(3.11) become.

\[
u_5(t, x, y, z) = a_0 + \frac{6lk\phi_3(t, z)}{\phi_2(t, z)} \csc(\xi_5(t, x, y, z)),
\]

\[
u_5(t, x, y, z) = b_0 - \frac{6k^2\phi_3(t, z)}{\phi_2(t, z)} \csc(\xi_5(t, x, y, z)).
\]

In the limit case when \( m \to 1 \) we have \( ns(\xi) \to \coth(\xi) \), thus (3.10),(3.11) become.

\[
u_6(t, x, y, z) = a_0 + \frac{6lk\phi_3(t, z)}{2\phi_2(t, z)} \coth(\xi_6(t, x, y, z)),
\]

\[
u_6(t, x, y, z) = b_0 - \frac{6k^2\phi_3(t, z)}{2\phi_2(t, z)} \coth(\xi_6(t, x, y, z))
\]

with

\[
\xi_6(t, x, y, z) = kx + ly + \int_0^t \left\{ \frac{k^2a_0\phi_1(\tau, z) - lk[b_0\phi_2(\tau, z) - 2k^2\phi_3(\tau, z)]}{l} \right\} d\tau.
\]

Case III:
If we take \( P = 1, Q = (2 - m^2) \) and \( R = 1 - m^2 \), then \( F(\xi) \to cs(\xi) \),

\[
u_7(t, x, y, z) = a_0 + \frac{6lk\phi_3(t, z)}{\phi_2(t, z)} \text{cs}(\xi_6(t, x, y, z)),
\]

\[
u_7(t, x, y, z) = b_0 - \frac{6k^2\phi_3(t, z)}{\phi_2(t, z)} \text{cs}(\xi_6(t, x, y, z)).
\]
\[ v_7(t, x, y, z) = b_0 - \frac{6k^2 \phi_3(t, z)}{\phi_2(t, z)} \ cs \left( \xi_6(t, x, y, z) \right), \] (3.23)

with

\[ \xi_6(t, x, y, z) = kx + ly + \int_0^t \left\{ \frac{k^2 a_0 \phi_1(\tau, z) - l k \left[ 2 b_0 \phi_2(\tau, z) + k^2 \phi_3(\tau, z) (2 - m^2) \right]}{l} \right\} d\tau. \]

In the limit case when \( m \to 0 \) we have \( cs(\xi) \to \cot(\xi) \), thus (3.10),(3.11) become.

\[ u_8(t, x, y, z) = a_0 + \frac{6l k \phi_3(t, z)}{\phi_2(t, z)} \ \cot \left( \xi_7(t, x, y, z) \right), \] (3.24)

\[ v_8(t, x, y, z) = b_0 - \frac{6k^2 \phi_3(t, z)}{\phi_2(t, z)} \ \cot \left( \xi_7(t, x, y, z) \right), \] (3.25)

\[ \xi_7(t, x, y, z) = kx + ly + \int_0^t \left\{ \frac{k^2 a_0 \phi_1(\tau, z) - l k \left[ b_0 \phi_2(\tau, z) + k^2 \phi_3(\tau, z) \right]}{l} \right\} d\tau. \]

In the limit case when \( m \to 1 \) we have \( cs(\xi) \to (\xi) \), thus (3.10),(3.11) become.

\[ u_9(t, x, y, z) = a_0 + \frac{6l k \phi_3(t, z)}{\phi_2(t, z)} \ \left( \xi_8(t, x, y, z) \right), \] (3.26)

\[ v_9(t, x, y, z) = b_0 - \frac{6k^2 \phi_3(t, z)}{\phi_2(t, z)} \ \left( \xi_8(t, x, y, z) \right), \] (3.27)

with

\[ \xi_8(t, x, y, z) = kx + ly + \int_0^t \left\{ \frac{k^2 a_0 \phi_1(\tau, z) - l k \left[ b_0 \phi_2(\tau, z) + k^2 \phi_3(\tau, z) \right]}{l} \right\} d\tau. \]

Obviously, there are another solutions for Eq.(1.2). These solutions come from setting different values for the coefficients \( P, Q \) and \( R \). (see Appendix A, B and C.)[46, 47]. The above mentioned cases are just to clarify how far our technique is applicable.

### 4 White Noise Functional Solutions of Eq.(1.2)

In this section, we employ the results of the Section 3 by using Hermite transform to obtain exact white noise functional solutions for Wick-type stochastic (2+1)-dimensional coupled KdV equations (1.2). The properties of exponential and trigonometric functions yield that there exists a bounded open set \( G \subset \mathbb{R}_+ \times \mathbb{R}^2, \ \rho < \infty, \ \lambda > 0 \) such that the so-
solution $u(t, x, y, z)$ of Eq. (3.1) and all its partial derivatives which are involved in Eq. (3.1) are uniformly bounded for $(t, x, y, z) \in G \times K_{\rho}(\lambda)$, continuous with respect to $(t, x, y) \in G$ for all $z \in K_{\rho}(\lambda)$, and analytic with respect to $z \in K_{\rho}(\lambda)$, for all $(t, x, y) \in G$. From Theorem 4.1.1 in [21], there exists $U(t, x, y, z) \in (S)_{-1}$ such that $u(t, x, y, z) = \tilde{U}(t, x, y)(z)$ for all $(t, x, y, z) \in G \times K_{\rho}(\lambda)$ and $U(t, x, y)$ solves Eq. (1.2) in $(S)_{-1}$. Hence, by applying the inverse Hermite transform to the results of Section 3, we get exact white noise functional solutions of Eq. (1.2) as follows.

- **White noise functional solutions of JEF type:**

\[
U_1(t, x, y) = a_0 + \frac{3lk\Phi_3(t)}{2\Phi_2(t)} \circ \left[ ns^\circ (\Xi_1(t, x, y)) \pm ds^\circ (\Xi_1(t, x, y)) \right],
\]

\[
V_1(t, x, y) = b_0 - \frac{3k^2\Phi_3(t)}{2\Phi_2(t)} \circ \left[ ns^\circ (\Xi_1(t, x, y)) \pm ds^\circ (\Xi_1(t, x, y)) \right],
\]

\[
U_2(t, x, y) = a_0 + \frac{6lk\Phi_3(t)}{\Phi_2(t)} \circ ns^\circ (\Xi_2(t, x, y)),
\]

\[
V_2(t, x, y) = b_0 - \frac{6k^2\Phi_3(t)}{\Phi_2(t)} \circ ns^\circ (\Xi_2(t, x, y)),
\]

\[
U_3(t, x, y) = a_0 + \frac{6lk\Phi_3(t)}{\Phi_2(t)} \circ cs^\circ (\Xi_3(t, x, y)),
\]

\[
V_3(t, x, y) = b_0 - \frac{6k^2\Phi_3(t)}{\Phi_2(t)} \circ cs^\circ (\Xi_3(t, x, y)),
\]

with

\[
\Xi_1(t, x, y) = kx + ly + \int_0^t \left\{ \frac{2k^2a_0\Phi_1(\tau) - lk[2b_0\Phi_2(\tau) + k^2\Phi_3(\tau)(m^2 - 2)]}{2l} \right\} d\tau,
\]

\[
\Xi_2(t, x, y) = kx + ly + \int_0^t \left\{ \frac{2k^2a_0\Phi_1(\tau) - lk[2b_0\Phi_2(\tau) + k^2\Phi_3(\tau)(m^2 - 2)]}{l} \right\} d\tau,
\]
\[ \Xi_3(t, x, y) = kx + ly + \int_0^t \left\{ \frac{k^2a_0\Phi_1(\tau) - lk[2b_0\Phi_2(\tau) + k^2\Phi_3(\tau)(2 - m^2)]}{l} \right\} d\tau. \]

- White noise functional solutions of trigonometric type:

\[
U_4(t, x, y) = a_0 + \frac{3lk\Phi_3(t)}{\Phi_2(t)} \circ \csc^\circ (\Xi_4(t, x, y)),
\]

\[
V_4(t, x, y) = b_0 - \frac{3k^2\Phi_3(t)}{\Phi_2(t)} \circ \csc^\circ (\Xi_4(t, x, y)),
\]

\[
U_5(t, x, y) = a_0 + \frac{6lk\Phi_3(t)}{\Phi_2(t)} \circ \csc^\circ (\Xi_4(t, x, y)),
\]

\[
V_5(t, x, y) = b_0 - \frac{6k^2\Phi_3(t)}{\Phi_2(t)} \circ \csc^\circ (\Xi_4(t, x, y)),
\]

\[
U_6(t, x, y) = a_0 + \frac{6lk\Phi_3(t)}{\Phi_2(t)} \circ \cot^\circ (\Xi_5(t, x, y)),
\]

\[
V_6(t, x, y) = b_0 - \frac{6k^2\Phi_3(t)}{\Phi_2(t)} \circ \cot^\circ (\Xi_5(t, x, y)),
\]

with

\[
\Xi_4(t, x, y) = kx + ly + \int_0^t \left\{ \frac{k^2a_0\Phi_1(\tau) - lk[b_0\Phi_2(\tau) - k^2\Phi_3(\tau)]}{l} \right\} d\tau,
\]

\[
\Xi_5(t, x, y) = kx + ly + \int_0^t \left\{ \frac{k^2a_0\Phi_1(\tau) - lk[b_0\Phi_2(\tau) + 2k^2\Phi_3(\tau)]}{l} \right\} d\tau.
\]

- White noise functional solutions of hyperbolic type:

\[
U_7(t, x, y) = a_0 + \frac{3lk\Phi_3(t)}{2\Phi_2(t)} \circ \coth^\circ (\Xi_6(t, x, y)) \pm^\circ (\Xi_6(t, x, y)),
\]

\[
V_7(t, x, y) = b_0 - \frac{3k^2\Phi_3(t)}{2\Phi_2(t)} \circ \coth^\circ (\Xi_6(t, x, y)) \pm^\circ (\Xi_6(t, x, y)),
\]
\[ U_8(t, x, y) = a_0 + \frac{6l k \Phi_3(t)}{2 \Phi_2(t)} \odot \coth^\circ (\Xi_7(t, x, y)), \quad (4.15) \]

\[ V_8(t, x, y) = b_0 - \frac{6k^2 \Phi_3(t)}{2 \Phi_2(t)} \odot \coth^\circ (\Xi_7(t, x, y)), \quad (4.16) \]

\[ U_9(t, x, y) = a_0 + \frac{6l k \Phi_3(t)}{\Phi_2(t)} \odot \circ (\Xi_8(t, x, y)), \quad (4.17) \]

\[ V_9(t, x, y) = b_0 - \frac{6k^2 \Phi_3(t)}{\Phi_2(t)} \odot \circ (\Xi_8(t, x, y)), \quad (4.18) \]

with

\[ \Xi_6(t, x, y) = kx + ly + \int_0^t \left\{ \frac{2k^2 a_0 \Phi_1(\tau) - lk [2b_0 \Phi_2(\tau) - k^2 \Phi_3(\tau) - \frac{1}{2}\Phi_2(\tau) - k^2 \Phi_3(\tau)]}{l} \right\} d\tau, \]

\[ \Xi_7(t, x, y) = kx + ly + \int_0^t \left\{ \frac{2k^2 a_0 \Phi_1(\tau) - lk [2b_0 \Phi_2(\tau) - k^2 \Phi_3(\tau)]}{l} \right\} d\tau, \]

\[ \Xi_8(t, x, y) = kx + ly + \int_0^t \left\{ \frac{k^2 a_0 \Phi_1(\tau) - lk [b_0 \Phi_2(\tau) + k^2 \Phi_3(\tau)]}{l} \right\} d\tau. \]

We observe that, for different forms of \( \Phi_1, \Phi_2 \) and \( \Phi_3 \), we can get different exact white noise functional solutions of Eq. (1.2) from Eqs. (4.1)-(4.18).

5 Example

It is well known that Wick version of function is usually difficult to evaluate. So, in this section, we give non-Wick version of solutions of Eq. (1.2). Let \( W_t = \dot{B}_t \) be the Gaussian white noise, where \( B_t \) is the Brownian motion. We have the Hermite transform \( \tilde{W}_t(z) = \sum_{i=1}^{\infty} z_i \int_0^t \eta_i(s) d\tau \) [21]. Since \( \exp^\circ (B_t) = \exp(B_t - \frac{t^2}{2}) \), we have \( \cot^\circ (B_t) = \cot(B_t - \frac{t^2}{2}) \), \( \csc^\circ (B_t) = \csc(B_t - \frac{t^2}{2}) \), \( \coth^\circ (B_t) = \coth(B_t - \frac{t^2}{2}) \) and \( \circ (B_t) = (B_t - \frac{t^2}{2}) \). Suppose that \( \Phi_1(t) = \psi_1 \Phi_3(t), \Phi_2(t) = \psi_2 \Phi_3(t) \) and \( \Phi_3(t) = \Gamma(t) + \psi_3 W_t \) where \( \psi_1, \psi_2 \) and \( \psi_3 \) are arbitrary constants and \( \Gamma(t) \) is integrable or bounded measurable function on \( \mathbb{R}_+ \). Therefore, for \( \Phi_1(t) \Phi_2(t) \Phi_3(t) \neq 0 \) thus exact white noise functional solutions of Eq. (1.2)
are as follows.

\[ U_{10}(t, x, y) = a_0 + \frac{3lk}{\psi_2} \csc(\Omega_1(t, x, y)), \]  
\( (5.1) \)

\[ V_{10}(t, x, y) = b_0 - \frac{3k^2}{\psi_2} \csc(\Omega_1(t, x, y)), \]  
\( (5.2) \)

\[ U_{11}(t, x, y) = a_0 + \frac{6lk}{\psi_2} \csc(\Omega_1(t, x, y)), \]  
\( (5.3) \)

\[ V_{11}(t, x, y) = b_0 - \frac{6k^2}{\psi_2} \csc(\Omega_1(t, x, y)), \]  
\( (5.4) \)

\[ U_{12}(t, x, y) = a_0 + \frac{6lk}{\psi_2} \cot(\Omega_2(t, x, y)), \]  
\( (5.5) \)

\[ V_{12}(t, x, y) = b_0 - \frac{6k^2}{\psi_2} \cot(\Omega_2(t, x, y)), \]  
\( (5.6) \)

with

\[ \Omega_1(t, x, y) = kx + ly + \left(\frac{k^2a_0\psi_1 - lk[b_0\psi_2 - k^2]}{l}\right) \left\{ \int_0^t \Gamma(\tau)d\tau + \psi_3[B_t - \frac{t^2}{2}] \right\}, \]

\[ \Omega_2(t, x, y) = kx + ly + \left(\frac{k^2a_0\psi_1 - lk[b_0\psi_2 + 2k^2]}{l}\right) \left\{ \int_0^t \Gamma(\tau)d\tau + \psi_3[B_t - \frac{t^2}{2}] \right\}, \]

and

\[ U_{13}(t, x, y) = a_0 + \frac{3lk}{2\psi_2} \left[ \coth(\Omega_3(t, x, y)) \pm (\Omega_3(t, x, y)) \right], \]  
\( (5.7) \)

\[ V_{13}(t, x, y) = b_0 - \frac{3k^2}{2\psi_2} \left[ \coth(\Omega_2(t, x, y)) \pm (\Omega_3(t, x, y)) \right], \]  
\( (5.8) \)

\[ U_{14}(t, x, y) = a_0 + \frac{6lk}{2\psi_2} \coth(\Omega_4(t, x, y)), \]  
\( (5.9) \)
\[ V_{14}(t, x, y) = b_0 - \frac{6k^2}{2\psi_2} \coth (\Omega_4(t, x, y)), \quad (5.10) \]

\[ U_{15}(t, x, y) = a_0 + \frac{6lk}{\psi_2} (\Omega_5(t, x, y)), \quad (5.11) \]

\[ V_{15}(t, x, y) = b_0 - \frac{6k^2}{\psi_2} (\Omega_5(t, x, y)), \quad (5.12) \]

with

\[ \Omega_3(t, x, y) = kx + ly + \left( \frac{2k^2a_0\psi_1 - lk[2b_0\psi_2 - k^2]}{2l} \right) \left\{ \int_0^t \Gamma(\tau) d\tau + \psi_3 [B_t - \frac{t^2}{2}] \right\}, \]

\[ \Omega_4(t, x, y) = kx + ly + \left( \frac{k^2a_0\psi_1 - lk[b_0\psi_2 - 2k^2]}{l} \right) \left\{ \int_0^t \Gamma(\tau) d\tau + \psi_3 [B_t - \frac{t^2}{2}] \right\}, \]

\[ \Omega_5(t, x, y) = kx + ly + \left( \frac{k^2a_0\psi_1 - lk[b_0\psi_2 + k^2]}{l} \right) \left\{ \int_0^t \Gamma(\tau) d\tau + \psi_3 [B_t - \frac{t^2}{2}] \right\}. \]

### 6 Conclusion

We have discussed the solutions of (SPDEs) driven by Gaussian white noise. There is a unitary mapping between the Gaussian white noise space and the Poisson white noise space. This connection was given by Benth and Gjerde [2]. By the aid of this connection, we can derive some stochastic exact soliton solutions for our problem. In this paper, using Hermite transformation, white noise theory and F-expansion method, we study the white noise functional solutions of the Wick-type stochastic (2+1)-dimensional coupled KdV equations. This paper shows that the F-expansion method is sufficient to solve many stochastic nonlinear equations in mathematical physics. The method which we have proposed in this paper is standard, direct and computerized method, which allows us to do complicated and tedious algebraic calculation. It is shown that the algorithm can be also applied to other nonlinear (PDEs) in mathematical physics such as modified Hirota-Satsuma coupled KdV, KdV-Burgers, modified KdV Burgers, Sawada-Kotera, Zhiber-Shabat equations and Benjamin-Bona-Mahony equations. Since the equation (1.2) has other solutions if select other values of \( P, Q \) and \( R \) (see Appendices A, B, C), and there are many other of exact solutions for wick-type stochastic (2+1)-dimensional coupled KdV equations.
Appendix A. The ODE and Jacobi Elliptic Functions

Relation between values of \((P, Q, R)\) and corresponding \(F(\xi)\) in ODE.

\[(F')^2(\xi) = PF^4(\xi) + QF^2(\xi) + R,\]

<table>
<thead>
<tr>
<th>(P)</th>
<th>(Q)</th>
<th>(R)</th>
<th>(F(\xi))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(m^2)</td>
<td>(-1 - m^2)</td>
<td>1</td>
<td>(\text{sn}\xi, \text{cd}\xi = \frac{\text{cn}\xi}{\text{dn}\xi})</td>
</tr>
<tr>
<td>(-m^2)</td>
<td>(2m^2 - 1)</td>
<td>(1 - m^2)</td>
<td>(\text{cn}\xi)</td>
</tr>
<tr>
<td>(-1)</td>
<td>(2 - m^2)</td>
<td>(m^2 - 1)</td>
<td>(\text{dn}\xi)</td>
</tr>
<tr>
<td>1</td>
<td>(-1 - m^2)</td>
<td>(m^2)</td>
<td>(\text{ns}\xi = \frac{1}{\text{sn}\xi}, \text{dc}\xi = \frac{\text{dn}\xi}{\text{cn}\xi})</td>
</tr>
<tr>
<td>(1 - m^2)</td>
<td>(2m^2 - 1)</td>
<td>(-m^2)</td>
<td>(\text{nc}\xi = \frac{1}{\text{cn}\xi})</td>
</tr>
<tr>
<td>(m^2 - 1)</td>
<td>(2 - m^2)</td>
<td>(-1)</td>
<td>(\text{nd}\xi = \frac{1}{\text{dn}\xi})</td>
</tr>
<tr>
<td>(1 - m^2)</td>
<td>(2 - m^2)</td>
<td>1</td>
<td>(\text{sc}\xi = \frac{\text{sn}\xi}{\text{cn}\xi})</td>
</tr>
<tr>
<td>(-m^2(1 - m^2))</td>
<td>(2m^2 - 1)</td>
<td>1</td>
<td>(\text{sd}\xi = \frac{\text{sn}\xi}{\text{dn}\xi})</td>
</tr>
<tr>
<td>1</td>
<td>(2 - m^2)</td>
<td>(1 - m^2)</td>
<td>(\text{cs}\xi = \frac{\text{cn}\xi}{\text{sn}\xi})</td>
</tr>
<tr>
<td>(1)</td>
<td>(2m^2 - 1)</td>
<td>(-m^2(1 - m^2))</td>
<td>(\text{ds}\xi = \frac{\text{dn}\xi}{\text{sn}\xi})</td>
</tr>
<tr>
<td>(\frac{m^2}{4})</td>
<td>(\frac{m^2 - 2}{2})</td>
<td>(\frac{1}{4})</td>
<td>(\text{sn}\xi \pm i\text{cn}\xi, \text{dn}\xi \pm \frac{m\text{sn}\xi}{\sqrt{1-m^2+m\text{sn}\xi}})</td>
</tr>
<tr>
<td>(\frac{m^2}{4})</td>
<td>(\frac{m^2 - 2}{2})</td>
<td>(\frac{m^2}{4})</td>
<td>(\text{sn}\xi \pm \text{cs}\xi, \frac{\text{cn}\xi}{\sqrt{1-m^2+m\text{sn}\xi+\text{dn}\xi}})</td>
</tr>
<tr>
<td>(\frac{m^2-1}{4})</td>
<td>(\frac{m^2+1}{2})</td>
<td>(\frac{m^2-1}{4})</td>
<td>(\text{dn}\xi \pm \frac{m\text{sn}\xi}{1+m\text{sn}\xi})</td>
</tr>
<tr>
<td>(\frac{m^2}{4})</td>
<td>(\frac{m^2+1}{2})</td>
<td>(\frac{1-m^2}{4})</td>
<td>(\text{nc}\xi \pm i\text{sc}\xi \frac{\text{cn}\xi}{\sqrt{1-m^2+m\text{sn}\xi+\text{dn}\xi}})</td>
</tr>
<tr>
<td>(\frac{1}{4})</td>
<td>(\frac{m^2+1}{2})</td>
<td>(\frac{-(1-m)^2}{4})</td>
<td>(\text{mc}\xi \pm \text{dn}\xi)</td>
</tr>
<tr>
<td>(\frac{m^2}{4})</td>
<td>(\frac{m^2-2}{2})</td>
<td>(\frac{m^2}{4})</td>
<td>(\text{ns}\xi \pm \text{ds}\xi)</td>
</tr>
</tbody>
</table>

Appendix B.

The Jacobi elliptic functions degenerate into trigonometric functions when \(m \to 0\).

\(\text{sn}\xi \to \sin \xi, \text{cn}\xi \to \cos \xi, \text{dn}\xi \to 1, \text{sc}\xi \to \tan \xi, \text{sd}\xi \to \sin \xi, \text{cd}\xi \to \cos \xi,\)
\(\text{ns}\xi \to \csc \xi, \text{nc}\xi \to \sec \xi, \text{nd}\xi \to 1, \text{cs}\xi \to \cot \xi, \text{ds}\xi \to \csc \xi, \text{dc}\xi \to \sec \xi.\)
Appendix C.

the Jacobi elliptic functions degenerate into hyperbolic functions when \( m \to 1 \).

\[
\begin{align*}
\text{sn} \xi & \to \tan \xi, \text{cn} \xi \to \xi, \text{dn} \xi \to \xi, \text{sc} \xi \to \sinh \xi, \text{sd} \xi \to \sinh \xi, \text{cd} \xi \to 1, \\
\text{ns} \xi & \to \coth \xi, \text{nc} \xi \to \cosh \xi, \text{nd} \xi \to \cosh, \text{cs} \xi \to \xi, \text{ds} \xi \to \xi, \text{dc} \xi \to 1.
\end{align*}
\]
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Abstract
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1 Introduction

The main task of this paper is to explore exact solutions for the following fractional Zhiber-Shabat equation with variable coefficients:

\[
\partial_{t^\alpha_1} \partial_{t^\alpha_2} u + p(t)e^u + q(t)e^{-u} + r(t)e^{-2u} = 0
\] (1.1)

where \(\partial_{t^\alpha_1}, \partial_{t^\alpha_2}(0 < \alpha_1, \alpha_2 < 0)\) are the modified Riemann-Liouville fractional derivatives defined by Jumarie [6] and \(q(t), p(t)\) and \(r(t)\) are bounded measurable or integrable functions on \(\mathbb{R}_+\). Random waves is an important subject of random fractional partial differential equations. Recently, both mathematicians and physicists have devoted considerable effort to the study of explicit solutions to nonlinear integer-order differential equation. In the past decades, an important progress has been made in the research of the exact solutions of nonlinear partial differential equations (PDEs). To seek various exact solutions of multifarious physical models described by nonlinear
PDEs, various methods have been proposed. There are many authors studied this subject. Wadati first introduced and studied the stochastic KdV equation and gave the diffusion of soliton of the KdV equation under Gaussian noise in ([10]-[12]). Xie firstly researched Wick-type stochastic KdV equation on white noise space and showed the auto-Bachlund transformation and the exact white noise functional solutions in [14], furthermore, Chen and Xie ([1]-[3]) and Xie ([15]-[17]) researched some Wick-type stochastic wave equations using white noise analysis method. Recently, Uğurlu and Kaya[9] gave the tanh function method, Wazzan [13] showed the modified tanh-coth method, some Wick-type stochastic wave equations using white noise analysis method. Recently, Ugurlu and Kaya[9] gave the tanh function method, Wazzan [13] showed the modified tanh-coth method, these methods have been applied to derive nonlinear transformations and exact solutions of nonlinear PDEs in mathematical physics. If Eqn.(1.1) is considered in random environment, we can get random fractional Zhiber-Shabat equation with space-fractional derivatives. In order to give the exact solutions of random fractional Zhiber-Shabat equation with space-fractional derivatives, we only consider this problem in white noise environment. Wick-type stochastic generalized fractional Zhiber-Shabat equations with space-fractional derivatives is the perturbation of Eqn.(1.1) by white noise functional solutions in [14], furthermore, Chen and Xie ([1]-[3]) and Xie ([15]-[17]) researched equation on white noise space and showed the auto-Bachlund transformation and the exact white noise functional solutions in [14], furthermore, Chen and Xie ([1]-[3]) and Xie ([15]-[17]) researched

$$\partial_{x^{\alpha_1}}\partial_{t^{\alpha_2}}U + P(t) \circ e^{U} + Q(t) \circ e^{(-U)} + R(t)e^{(-2U)} = W(t) \circ R^\circ(U, U_{x^{1,1}t^{1}})$$

where $W(t)$ is Gaussian white noise, i.e., $W(t) = B(t)$ and B(t) is a Brownian motion, $R(u, u_{x^{1,1}t^{1}})$ is a functional of $u, \partial_{x^{\alpha_1}}\partial_{t^{\alpha_2}}u = \beta_1 e^{u} - \beta_2 e^{-u} - \beta_3 e^{-2u}$ is a functional of $u, \partial_{x^{\alpha_1}}\partial_{t^{\alpha_2}}u = \beta_1 e^{u} - \beta_2 e^{-u} - \beta_3 e^{-2u}$ for some constants $\beta_1, \beta_2, \beta_3$ and $R^\circ$ is the Wick version of the functional $R$. $\circ$ is the Wick product on the Kondratiev distribution space $(S)_{-1}$ and $P(t), Q(t)$ and $R(t)$ are white noise functionals. Eqn.(1.2) can be seen as the perturbation of the coefficients $p(t), q(t)$ and $r(t)$ of Eqn.(1.1) by white noise functionals.

This paper is devoted to give white noise functional solution for Wick-type stochastic generalized fractional Zhiber-Shabat equations with space-fractional derivatives. Moreover, the Hermite transform and the homogenous balance principle are employed to find the exact solution for stochastic fractional Zhiber-Shabat equation with variable coefficient. Finally, implemented examples are explicitly shown.

## 2 Preliminaries

There are different definitions for fractional derivatives, for more details (see [5, 6]). In our paper we use the modified Riemann-Liouville derivative defined by Jumarie [6]:

$$D^\alpha_2 f(x) = \begin{cases} \frac{1}{\Gamma(1-\alpha)} \int_0^x (x - y)^{-\alpha-1} [f(y) - f(0)]dy, & \alpha < 0, \\ \frac{1}{\Gamma(1-\alpha)} \frac{d}{dx} \int_0^x (x - y)^{-\alpha} [f(y) - f(0)]dy, & 0 < \alpha < 1, \\ \left[f^{(\alpha-n)}(x)\right]^{(n)}, & n \leq \alpha < n + 1, \quad n \in \mathbb{N} \end{cases}$$

which has merits over the original one, for example, the $\alpha$-order derivative of a constant is zero. Some properties of the modified Riemann-Liouville derivative were summarized in [5], three useful
formulas of them are
\[
\begin{align*}
D^{\alpha}_{x}x^{\beta} &= \frac{\Gamma(1+\beta)}{\Gamma(1+\beta-\alpha)}x^{\beta-\alpha}, \quad \beta > 0, \\
D^{\alpha}_{x}(u(x)v(x)) &= u(x)D^{\alpha}_{x}v(x) + v(x)D^{\alpha}_{x}u(x), \\
D^{\alpha}_{x}[f(u(x))] &= \frac{df}{du}D^{\alpha}_{x}u(x) = \left(\frac{du}{dx}\right)^{\alpha}D^{\alpha}_{x}f(u).
\end{align*}
\]

Now, we outline the main idea of the modified fractional sub-equation method. Many authors considered nonlinear FPDE, say, in two variables
\[
F(u, u_{x}, u_{t}, D^{\alpha}_{x}u, D^{\alpha}_{t}u, ...) = 0, \quad 0 < \alpha \leq 1
\]
where \(F\) is a nonlinear function with respect to the indicated variables. To determine the solution \(u = u(x, t)\) explicitly, we first introduce the following transformation
\[
u = u(\xi), \quad \xi = \xi(x, t)
\]
which converts Eq.(2.3) into a fractional ordinary differential equation
\[
G(u, u', u'', D^{\alpha}_{x}u, D^{\alpha}_{t}u, ...) = 0.
\]
Next we introduce a new variable \(Y = Y(\xi)\) which is a solution of the fractional Riccati equation
\[
D^{\alpha}_{x}Y = h_{0} + h_{1}Y + h_{2}Y^{2}, \quad 0 < \alpha \leq 1,
\]
where \(h_{0}, h_{1}\) and \(h_{2}\) are arbitrary constants. Eq.(2.6) is the fractional Riccati differential equation, where \(\alpha\) is a parameter describing the order of the fractional derivative. In the case of \(\alpha = 1\) Eq.(2.6) is reduced to the classical Riccati differential equation. The importance of this equation usually arises in the optimal control problems. The feedback gain of the linear quadratic optimal control depends on a solution of a Riccati differential equation which has to be found for the whole time horizon of the control process [18, 19]. Then we propose the following series expansion as a solution of Eq.(2.3)
\[
u(x, t) = u(\xi) = \sum_{k=0}^{n} a_{k}(x, t)Y^{k}(\xi) + \sum_{k=1}^{n} b_{k}(x, t)Y^{-k}(\xi),
\]
where \(a_{k}(k = 0, 1, ..., n), b_{k}(k = 1, ..., n)\) are functions to be determined later and \(n\) is a positive integer which can be determined via the balancing of the highest derivative term with the nonlinear term in equation Eq.(2.5). Inserting Eq.(2.7) into Eq.(2.5) and using Eq.(2.6) will give an algebraic equation in powers of \(Y\). Since all coefficients of \(Y^{k}\) must vanish, this will give a system of algebraic equations with respect to \(a_{k}\) and \(b_{k}\). With the aid of Mathematica, we can determine \(a_{k}\) and \(b_{k}\). According to the recent paper by Zhang et al. [19], we can deduce the following set of solutions of Eq.(2.6).

\[
\begin{align*}
Y_{1}(\xi) &= E_{\alpha}(\xi) - 1, \\
Y_{2}(\xi) &= \coth_{\alpha}(\xi) \pm \csc_{\alpha}(\xi), \\
Y_{3}(\xi) &= \tanh_{\alpha}(\xi) \pm i \sech_{\alpha}(\xi), \\
Y_{4}(\xi) &= \frac{1}{2} \tan_{\alpha}(2\xi), \\
Y_{5}(\xi) &= \frac{1}{2} \cot_{\alpha}(2\xi),
\end{align*}
\]

\[
\begin{align*}
h_{0} = h_{1} = 1, \quad h_{2} = 0, \\
h_{0} = -h_{2} = \frac{1}{2}, \quad h_{1} = 0, \\
h_{0} = \frac{1}{4}h_{2} = 1, \quad h_{1} = 0,
\end{align*}
\]
with the generalized hyperbolic and trigonometric functions

\[
\begin{align*}
\tanh_\alpha(x) &= \frac{\sinh_\alpha(x)}{\cosh_\alpha(x)}, \\
\coth_\alpha(x) &= \frac{\cosh_\alpha(x)}{\sinh_\alpha(x)}, \\
\csc_\alpha(x) &= \frac{1}{\sinh_\alpha(x)}, \\
\sec_\alpha(x) &= \frac{1}{\cosh_\alpha(x)}, \\
\sinh_\alpha(x) &= \frac{E_\alpha(ix_\alpha) - E_\alpha(-ix_\alpha)}{2i}, \\
\cosh_\alpha(x) &= \frac{E_\alpha(ix_\alpha) + E_\alpha(-ix_\alpha)}{2}, \\
\tan_\alpha(x) &= \frac{\sin_\alpha(x)}{\cos_\alpha(x)}, \\
\cot_\alpha(x) &= \frac{\cos_\alpha(x)}{\sin_\alpha(x)}, \\
\sin_\alpha(x) &= \frac{E_\alpha(ix_\alpha) - E_\alpha(-ix_\alpha)}{2i}, \\
\cos_\alpha(x) &= \frac{E_\alpha(ix_\alpha) + E_\alpha(-ix_\alpha)}{2},
\end{align*}
\]

defined by the Mittag-Leffler function \(E_\alpha(y) = \sum_{j=0}^{\infty} \frac{y^j}{\Gamma(1 + j\alpha)}.\) For more details about the generalized exponential, hyperbolic and trigonometric functions see [8].

### 3 Exact Solutions of Eqn. (1.2).

Many authors considered nonlinear equations of the form

\[
P(u, u_t, u_x, u_{xt}, u_{xx}, ... ) = 0 \tag{3.1}
\]

where P is a nonlinear function with respect to the indicated variables. Introducing the one wave variable \(\zeta = x - ct\) carry out the two independent partial differential equation (3.1) into an ODE

\[
N(u, u', u'', u'''... ) = 0 \tag{3.2}
\]

Equation (3.2) is then integrated as long as all terms contain derivatives. The tanh technique is based on the priori assumption that the travelling wave solutions can be expressed in terms of the tanh function [7]. We therefor introduce a new independent variable

\[
Y = \tanh(\mu\zeta)
\]

that leads to the change of derivatives:

\[
\frac{d}{d\zeta} = \mu(1 - Y^2) \frac{d}{dY},
\]

\[
\frac{d^2}{d\zeta^2} = \mu^2(1 - Y^2)(-2Y \frac{d}{dY} + (1 - Y^2 \frac{d^2}{dY^2})).
\]

The solution can be proposed by the tanh method as a finite power series in Y in the form:

\[
u(\mu\zeta) = S(Y) = \sum_{k=0}^{M} a_k Y^k, \tag{3.3}
\]

limiting them to solitary and shock wave profiles. However, the extended tanh method admits the use of the finite expansion

\[
u(\mu\zeta) = S(Y) = \sum_{k=0}^{M} a_k Y^k + \sum_{k=1}^{M} a_k Y^{-k}, \tag{3.4}
\]
where M is a positive integer, in most cases, that will be determined. Expansion (3.4) reduces to the standard tanh method [7] for $a_k = 0, 1 \leq k \leq M$. Substituting (3.3) or (3.4) into the ODE (3.2) results in an algebraic equation in powers of Y. In this section, we will give exact solutions of Eqn.(3.2). Taking the Hermite transform of Eqn.(3.2), we get

$$\partial_x^{\alpha_1} \partial_t^{\alpha_2} \tilde{U}(x, t, z) + \lambda_2(t, z) e^{\tilde{U}(x, t, z)} + \lambda_3(t, z) e^{-\tilde{U}(x, t, z)} + \lambda_4(t, z) e^{-2\tilde{U}(x, t, z)} = 0 \quad (3.5)$$

where $z = (z_1, z_2, \ldots) \in C^N$ is a parameter. Using the transformation

$$\zeta = \frac{\mu x^{\alpha_1}}{\Gamma(1 + \alpha_1)} + \frac{\nu t^{\beta_2}}{\Gamma(1 + \beta_2)},$$

that will carry out Eqn.(3.5) into

$$\lambda_1 \tilde{U}_\zeta + \lambda_2(t, z) e^{\tilde{U}(\zeta, z)} + \lambda_3(t, z) e^{-\tilde{U}(\zeta, z)} + \lambda_4(t, z) e^{-2\tilde{U}(\zeta, z)} = 0. \quad (3.6)$$

where, $\lambda_1 = \mu \nu$, $\lambda_2 =: \lambda_2(t, z) = \frac{1}{1 + \beta_1} \{ \tilde{P}(t, z) + \beta_2 \}$, $\lambda_3 =: \lambda_3(t, z) = \frac{1}{1 + \beta_1} \{ \tilde{Q}(t, z) + \beta_3 \}$ and $\lambda_4 =: \lambda_4(t, z) = \frac{1}{1 + \beta_1} \{ \tilde{R}(t, z) + \beta_4 \}$. Denote $u(\zeta, z) = \tilde{U}(\zeta, z)$ and assume that the solutions of (3.6) is the form

$$u(\zeta, z) = \frac{\partial^2 F(\phi(\zeta, z))}{\partial \zeta^2} + V(\zeta, z)$$

Let $v(\zeta, z) = e^{u(\zeta, z)}$, then Eqn.(3.6) becomes

$$\lambda_1 \{ vv'' - v'^2 \} + \lambda_2 v^3 + \lambda_3 v + \lambda_4 = 0; \quad (3.7)$$

Considering the homogeneous balance between $vv''$ and $v^3$ in (3.7), gives M=2, hence we set the tanh-coth assumption by

$$v(x, t, z) = S(Y) = a_0(t, z) + a_1(t, z) Y(\zeta) + a_2(t, z) Y^2(\zeta) + b_1(t, z) Y^{-1}(\zeta) + b_2(t, z) Y^{-2}(\zeta) \quad (3.8)$$

where $Y(\zeta)$ satisfies the Riccati equation

$$Y' = c_1 + c_2 Y + c_3 Y^2, \quad (3.9)$$

and $c_1, c_2, c_3$ are constant to be prescribed later. By virtue of (3.8) and (3.9) with observation of the linear independence of $Y^n(n = -6, -5, \ldots, 6)$, Eqn.(3.7) implies the following system of linear equations
\[
\begin{align*}
\lambda_4 + \lambda_3 a_0 + \lambda_2 [a_0 (b_1^2 + 2 a_1 b_1 + 2 a_2 b_2) + a_1 (2 a_0 b_1 + 2 a_1 b_2) + a_2 (b_1^2 + 2 a_0 b_2) +
\text{\(b_1 (2 a_0 a_1 + 2 a_2 b_1) + b_2 (a_1^2 + 2 a_0 a_2)\)} + \lambda_1 [D_0 a_0 + D_1 a_2 + D_7 a_2 + D_1 b_1 + D_2 b_2 - (a_1 c_1 - b_1 c_3)^2 +
\text{\(a_1 c_2 + 2 a_2 c_1) (b_1 c_2 + 2 b_2 c_3) + (a_1 c_3 + 2 a_2 c_2) (b_1 c_1 + 2 b_2 c_2) + 4 a_2 c_3 b_2 c_1\)} = 0;
\lambda_3 a_1 + \lambda_2 [a_0 (2 a_0 a_1 + 2 a_2 b_1) + a_1 (a_0^2 + 2 a_1 b_1 + 2 a_2 b_2) + a_2 (2 a_0 b_1 + 2 a_1 b_2) +
\text{\(b_1 (a_1^2 + 2 a_0 a_2) + 2 a_1 b_1 + 2 a_2 b_2) + \lambda_1 [D_0 a_1 + D_1 a_2 + D_2 b_1 + D_3 b_2\)} - \text{\((a_1 c_1 - b_1 c_3) (a_1 c_2 + 2 a_2 c_1) (b_1 c_2 + 2 b_2 c_3)\)} = 0;
\lambda_3 a_2 + \lambda_2 [a_0 (a_1^2 + 2 a_0 a_2) + a_1 (2 a_0 a_1 + 2 a_2 b_1) + a_2 (a_0^2 + 2 a_1 b_1 + 2 a_2 b_2) + 2 a_1 a_2 b_1 + a_0^2 b_2] +
\text{\(b_1 (a_1^2 + 2 a_0 a_2) + 2 a_1 b_1 + 2 a_2 b_2) + \lambda_1 [D_2 a_0 + D_3 b_1 + D_4 b_2 - (a_1 c_1 - b_1 c_3) (a_1 c_2 + 2 a_2 c_2)]\)} - \text{\((a_1 c_2 + 2 a_2 c_1)\)} = 0;
\lambda_2 [2 a_0 a_1 a_2 + a_1 (a_0^2 + 2 a_0 a_2) + a_2 (2 a_0 a_1 + 2 a_2 b_1) + b_1 a_0^2] +
\text{\(b_1 (2 a_0 a_1 + 2 a_2 b_1) + b_2 (2 a_0 b_1 + 2 a_2 b_2) + \lambda_1 [D_3 a_0 + D_2 a_1 + D_1 a_2 + D_3 b_1 - 2 a_0 c_3 (a_1 c_3 - b_1 c_3) - (a_1 c_2 + 2 a_2 c_1) (a_1 c_3 + 2 a_2 c_2)]\)} = 0;
\lambda_2 [a_0 a_2^2 + 2 a_0 a_2 b_2 + a_2 (a_1^2 + 2 a_0 a_2) + \lambda_1 [D_3 a_0 + D_2 a_1 + D_1 a_2 + D_3 b_1 - 2 a_0 c_3 (a_1 c_3 + 2 a_2 c_1) - \text{\((a_1 c_2 + 2 a_2 c_1)\)} = 0;
\lambda_2 [a_1 a_2^2 + 2 a_1 a_2 b_2] + \lambda_1 [D_4 a_1 + D_3 a_2 - 2 a_0 c_3 (a_1 c_3 + 2 a_2 c_2)] = 0;
\lambda_2 [a_0^2] + \lambda_1 [D_4 a_2 - 4 a_0 a_2^2] = 0;
\lambda_3 b_2 + \lambda_2 [a_0 (b_1^2 + 2 a_0 b_2) + b_1 (2 a_0 b_1 + 2 a_1 b_2) + b_2 (a_0^2 + 2 a_1 b_1 + 2 a_2 b_2) +
\text{\(2 a_1 b_1 b_2 + a_2 b_2^2\)} + \lambda_1 [D_0 b_2 + D_7 a_0 + D_6 a_1 + D_5 a_2 + D_8 b_1 - (b_1 c_2 + 2 b_2 c_2)^2 +
\text{\(2 b_2 c_1 (a_1 c_2 + 2 a_2 c_1) + (a_1 c_2 - b_1 c_3) (b_1 c_1 + 2 b_2 c_2)\)} = 0;
\lambda_3 b_1 + \lambda_2 [a_0 (2 a_0 b_1 + 2 a_1 b_2) + b_1 (a_0^2 + 2 a_1 b_1 + 2 a_2 b_2) + b_2 (2 a_0 a_1 + 2 a_2 b_1) +
\text{\(a_1 (b_1^2 + 2 a_0 b_2) + 2 a_0 a_2 b_1\)} + \lambda_1 [D_0 b_1 + D_8 a_0 + D_7 a_1 + D_6 a_2 +
\text{\(D_1 b_2 + (a_1 c_1 - b_1 c_3) (b_1 c_2 + 2 b_2 c_3) + (a_1 c_2 + 2 a_2 c_1) (b_1 c_1 + 2 b_2 c_2)\)} = 0;
\lambda_2 [2 a_0 b_1 b_2 + b_1 (b_1^2 + 2 a_0 b_2) + b_2 (2 a_0 b_1 + 2 a_1 b_2) + a_1 b_2^2] + \lambda_1 [D_6 a_0 + D_5 a_1 + D_7 b_1 + D_8 b_2 +
\text{\(2 b_2 c_1 (a_1 c_1 - b_1 c_3) - (b_1 c_2 + 2 b_2 c_3) (b_1 c_1 + 2 b_2 c_2)\)} = 0;
\lambda_2 [a_0 b_2^2 + 2 a_0 b_2 b_2 + b_2 (b_1^2 + 2 a_0 b_2)] + \lambda_1 [D_5 a_0 + D_6 b_1 + D_7 b_2 - 2 b_2 c_1 (b_1 c_2 + 2 b_2 c_3)] -
\text{\((b_1 c_1 + 2 b_2 c_2)^2\)} = 0;
\lambda_2 [b_1 b_2^2 + 2 a_0 b_1 b_2^2] + \lambda_1 [D_7 b_1 + D_6 b_2 - 2 b_2 c_1 (b_1 c_1 + 2 b_2 c_2)] = 0;
\lambda_2 [b_2^3] + \lambda_1 [D_5 b_2 - 4 a_0 a_2^2 c_1^2] = 0.
\end{align*}
\]

where, \(D_0 = c_1 (a_1 c_2 + 2 a_2 c_1) + c_3 (b_1 c_2 + 2 b_2 c_3), \ D_1 = c_2 (a_1 c_2 + 2 a_2 c_1) + 2 c_1 (a_1 c_3 + 2 a_2 c_2), \ D_2 = c_3 (a_1 c_2 + 2 a_2 c_1) + 2 c_2 (a_1 c_3 + 2 a_2 c_2) + 6 a_2 c_3 c_1, \ D_3 = 2 c_3 (a_1 c_3 + 2 a_2 c_2) + 6 a_2 c_3 c_2, \ D_4 = 6 a_2 c_3^2, \ D_5 = 6 a_2 c_2 c_3^2, \ D_6 = 2 c_3 (b_1 c_1 + 2 b_2 c_2) + 6 b_2 c_3 c_2, \ D_7 = c_1 (b_1 c_2 + 2 b_2 c_3) + 2 c_2 (b_1 c_1 + 2 b_2 c_2) + 6 b_2 c_3 c_1, \ D_8 = c_2 (b_1 c_2 + 2 b_2 c_3) + 2 c_3 (b_1 c_1 + 2 b_2 c_2). \) In the remaining part of this section we will discuss and solve our problem for some special cases for the Riccati equation as follows:

**A.** \(c_1 = c_2 = 1, c_3 = 0.\)

This choice for the constants implies that

\[Y_1(\zeta) = \exp(\zeta) - 1 \] (3.10)
By the aid of Maple 12, the above system of equations can be solve for the following cases:

**Case 1:** \( \lambda_4 = a_1 = a_2 = 0, \lambda_1 \neq 0, \lambda_2 \neq 0, \lambda_3 \neq 0; \) \( a_0 = \pm i \sqrt{\frac{\lambda_1}{\lambda_2}}; \) \( b_1 = \frac{3}{\lambda_2 \pm i \sqrt{\lambda_2 \lambda_3}}; \) \( b_2 = -\frac{2\lambda_1}{\lambda_2}. \) By virtue of Eqn.(3.8), then Eqn.(3.5) have the solution

\[
    u_1 = \ln \left\{ \pm i \sqrt{\frac{\lambda_3}{\lambda_2}} + \frac{3}{\lambda_2 \pm i \sqrt{\lambda_2 \lambda_3}} \times \frac{1}{\exp \left( \frac{\mu a^1_1}{\Gamma(1+\alpha_1)} + \frac{\mu a^2_2}{\Gamma(1+\alpha_2)} \right) - 1} \right\} - \frac{2\lambda_1}{\lambda_2} \left( \exp \left( \frac{\mu a^1_1}{\Gamma(1+\alpha_1)} + \frac{\mu a^2_2}{\Gamma(1+\alpha_2)} \right) - 1 \right)^2 \]  

(3.11)

**Case 2:** For \( \lambda_4 = a_1 = a_2 = b_1 = 0, \lambda_1 \neq 0, \lambda_2 \neq 0, \lambda_3 \neq 0; \) \( a_0 = \pm i \sqrt{\frac{\lambda_1}{\lambda_2}}; \) \( b_2 = -\frac{2\lambda_1}{\lambda_2}. \) Eqn.(3.5) have the solution

\[
    u_2 = \ln \left\{ \pm i \sqrt{\frac{\lambda_3}{\lambda_2}} - \frac{2\lambda_1}{\lambda_2} \left( \exp \left( \frac{\mu a^1_1}{\Gamma(1+\alpha_1)} + \frac{\mu a^2_2}{\Gamma(1+\alpha_2)} \right) - 1 \right)^2 \right\} \]  

(3.12)

**B.** \( c_1 = -c_3 = 0.5, c_2 = 0 \).

This choice for the constants implies that

\[
    Y_2(\zeta) = \coth(\zeta) \pm \text{csch}(\zeta) \]  

(3.13)

or

\[
    Y_3(\zeta) = \tanh(\zeta) \pm \text{sech}(\zeta) \]  

(3.14)

By the aid of Maple 12, the above system of equations can be solve for the following cases:

**Case 3:** \( \lambda_4 = a_0 = a_1 = a_2 = b_1 = 0, \lambda_1 \neq 0, \lambda_2 \neq 0, \lambda_3 \neq 0; \) \( b_2 = -\frac{\lambda_1}{2\lambda_2}. \) By virtue of Eqn.(3.8), then Eqn.(3.5) have the solution

\[
    u_3 = \ln \left\{ -\frac{\lambda_1}{2\lambda_2} \left( \coth \left( \frac{\mu a^1_1}{\Gamma(1+\alpha_1)} + \frac{\mu a^2_2}{\Gamma(1+\alpha_2)} \right) \pm \text{csch} \left( \frac{\mu a^1_1}{\Gamma(1+\alpha_1)} + \frac{\mu a^2_2}{\Gamma(1+\alpha_2)} \right)^2 \right) \right\} \]  

(3.15)

or

\[
    u_4 = \ln \left\{ -\frac{\lambda_1}{2\lambda_2} \left( \tanh \left( \frac{\mu a^1_1}{\Gamma(1+\alpha_1)} + \frac{\mu a^2_2}{\Gamma(1+\alpha_2)} \right) \pm \text{sech} \left( \frac{\mu a^1_1}{\Gamma(1+\alpha_1)} + \frac{\mu a^2_2}{\Gamma(1+\alpha_2)} \right)^2 \right) \right\} \]  

(3.16)

**Case 4:** For \( \lambda_4 = a_0 = a_1 = b_1 = b_2 = 0, \lambda_1 \neq 0, \lambda_2 \neq 0, \lambda_3 \neq 0; \) \( a_2 = -\frac{\lambda_1}{2\lambda_2}. \) Eqn.(3.5) have the solution

\[
    u_5 = \ln \left\{ -\frac{\lambda_1}{2\lambda_2} \left( \coth \left( \frac{\mu a^1_1}{\Gamma(1+\alpha_1)} + \frac{\mu a^2_2}{\Gamma(1+\alpha_2)} \right) \pm \text{csch} \left( \frac{\mu a^1_1}{\Gamma(1+\alpha_1)} + \frac{\mu a^2_2}{\Gamma(1+\alpha_2)} \right)^2 \right) \right\} \]  

(3.17)

or

\[
    u_6 = \ln \left\{ -\frac{\lambda_1}{2\lambda_2} \left( \tanh \left( \frac{\mu a^1_1}{\Gamma(1+\alpha_1)} + \frac{\mu a^2_2}{\Gamma(1+\alpha_2)} \right) \pm \text{sech} \left( \frac{\mu a^1_1}{\Gamma(1+\alpha_1)} + \frac{\mu a^2_2}{\Gamma(1+\alpha_2)} \right)^2 \right) \right\} \]  

(3.18)
4 White noise functional solutions of (1.2)

In this section, we will use Theorem 2.1 of Xie [17] for $d = 1$ to obtain white noise functional solutions of Eqs. (1.2). The properties of hyperbolic functions yield that there exists a bounded open set $S \subset \mathbb{R}_+ \times \mathbb{R}, m > 0$ and $n > 0$ such that $u(x, t, z), u_{xt}(x, t, z)$ are uniformly bounded for all $(t, x, z) \in S \times \mathbb{R}_m(n)$, continuous with respect to $(t, x) \in S$ for all $z \in \mathbb{R}_m(n)$ and analytic with respect to $z \in \mathbb{R}_m(n)$ for all $(t, x) \in S$. Using Theorem 2.1 of Xie [17], there exists a stochastic process $U(t, x)$ such that the Hermite transformation of $U(t, x)$ is $u(t, x, z)$ for all $S \times \mathbb{R}_m(n)$, and $U(t, x)$ is the solution of (1.2). This implies that $U(t, x)$ is the inverse Hermite transformation of $u(t, x, z)$. Hence, for $\Lambda_1 \Lambda_2 \Lambda_3 \neq 0$ the white noise functional solutions of Eqn. (1.2) as follows:

$$U_1(x, t) = \ln^\circ \{\pm i \sqrt{\frac{\Lambda_2(t)}{\Lambda_2(t)}} + 3\{\exp^\circ\left(\frac{\mu x^1}{\Gamma(1+\alpha_1)} + \frac{\mu t^2}{\Gamma(1+\alpha_2)}\right) - 1\}^{-1} \frac{2\mu \nu}{\Lambda_2(t)} \{\exp^\circ\left(\frac{\mu x^1}{\Gamma(1+\alpha_1)} + \frac{\mu t^2}{\Gamma(1+\alpha_2)}\right) - 1\}^{-2}\}$$

$$U_2(x, t) = \ln^\circ \{\pm i \sqrt{\frac{\Lambda_2(t)}{\Lambda_2(t)}} - 2\frac{\mu \nu}{\Lambda_2(t)} \{\exp^\circ\left(\frac{\mu x^1}{\Gamma(1+\alpha_1)} + \frac{\mu t^2}{\Gamma(1+\alpha_2)}\right) - 1\}^{-2}\}$$

$$U_3(x, t) = \ln^\circ \{-\frac{\mu \nu}{2\Lambda_2(t)} \{\coth^\circ\left(\frac{\mu x^1}{\Gamma(1+\alpha_1)} + \frac{\mu t^2}{\Gamma(1+\alpha_2)}\right) \pm \cosh^\circ\left(\frac{\mu x^1}{\Gamma(1+\alpha_1)} + \frac{\mu t^2}{\Gamma(1+\alpha_2)}\right)\}^{-2}\}$$

$$U_4(x, t) = \ln^\circ \{-\frac{\mu \nu}{2\Lambda_2(t)} \{\tanh^\circ\left(\frac{\mu x^1}{\Gamma(1+\alpha_1)} + \frac{\mu t^2}{\Gamma(1+\alpha_2)}\right) \pm \tanh^\circ\left(\frac{\mu x^1}{\Gamma(1+\alpha_1)} + \frac{\mu t^2}{\Gamma(1+\alpha_2)}\right)\}^{-2}\}$$

$$U_5(x, t) = \ln^\circ \{-\frac{\mu \nu}{2\Lambda_2(t)} \{\coth^\circ\left(\frac{\mu x^1}{\Gamma(1+\alpha_1)} + \frac{\mu t^2}{\Gamma(1+\alpha_2)}\right) \pm \cosh^\circ\left(\frac{\mu x^1}{\Gamma(1+\alpha_1)} + \frac{\mu t^2}{\Gamma(1+\alpha_2)}\right)\}^2\}$$

$$U_6(x, t) = \ln^\circ \{-\frac{\mu \nu}{2\Lambda_2(t)} \{\tanh^\circ\left(\frac{\mu x^1}{\Gamma(1+\alpha_1)} + \frac{\mu t^2}{\Gamma(1+\alpha_2)}\right) \pm \tanh^\circ\left(\frac{\mu x^1}{\Gamma(1+\alpha_1)} + \frac{\mu t^2}{\Gamma(1+\alpha_2)}\right)\}^2\}$$

We observe that for different form of $\Lambda_2(t)$ and $\Lambda_3(t)$, we can get different solutions of (1.2) from (3.1)-(3.6).

5 Example and Concluding Remarks

Let $B_t$ be the Gaussian white noise, where $B_t$ is Brown motion. We have the Hermite transform $\tilde{B}_t = \sum_{k=1}^{\infty} \eta_k \int_{-t}^{t} \eta_k(s)ds$. Science $\exp^\circ(B_t) = \exp(B_t - t^2/2)$, we have $\tanh^\circ(B_t) = \tanh(B_t - t^2/2)$, $\coth^\circ(B_t) = \coth(B_t - t^2/2)$, $\cosh^\circ(B_t) = \cosh(B_t - t^2/2)$ and $\sinh^\circ(B_t) = \sinh(B_t - t^2/2)$. Suppose $\Lambda_3(t) = \alpha \Lambda_2(t)$ and $\Lambda_2(t) = \lambda_2(t) + \beta B_t$, where $\alpha, \beta$ are arbitrary.
constants and $\lambda_2(t)$ is integrable or bounded measurable function on $\mathbb{R}_+$. The white noise functional solutions of (1.2) are as follows: If $\Lambda_1(t)\Lambda_2(t)\Lambda_3(t) \neq 0$

$$U_7(x,t) = \ln \{ \pm i\sqrt{\alpha} + \frac{3\{\exp\left(\frac{\mu x^\alpha}{\Gamma(1+\alpha)} + \frac{\nu(t-\beta B_t + 0.5\beta t^2)^{\alpha_2}}{\Gamma(1+\alpha_2)} - 1\}^{-1}}{\Lambda_2(t)(1 \pm i\sqrt{\alpha})} -$$

$$\frac{2\mu \nu}{\Lambda_2(t)} \{ \exp\left(\frac{\mu x^\alpha}{\Gamma(1+\alpha)} + \frac{\nu(t-\beta B_t + 0.5\beta t^2)^{\alpha_2}}{\Gamma(1+\alpha_2)} - 1\}^{-2}\}$$

(5.1)

$$U_8(x,t) = \ln \{ \pm i\sqrt{\alpha} - \frac{2\mu \nu}{\Lambda_2(t)} \{ \exp\left(\frac{\mu x^\alpha}{\Gamma(1+\alpha)} + \frac{\nu(t-\beta B_t + 0.5\beta t^2)^{\alpha_2}}{\Gamma(1+\alpha_2)} - 1\}^{-2}\}$$

(5.2)

$$U_9(x,t) = \ln \{-\frac{\mu \nu}{2\Lambda_2(t)} \{ \coth\left(\frac{\mu x^\alpha}{\Gamma(1+\alpha)} + \frac{\nu(t-\beta B_t + 0.5\beta t^2)^{\alpha_2}}{\Gamma(1+\alpha_2)} \right) \pm$$

$$\csc\theta\left(\frac{\mu x^\alpha}{\Gamma(1+\alpha)} + \frac{\nu(t-\beta B_t + 0.5\beta t^2)^{\alpha_2}}{\Gamma(1+\alpha_2)} \right)\}^{-2}\}$$

(5.3)

$$U_{10}(x,t) = \ln \{-\frac{\mu \nu}{2\Lambda_2(t)} \{ \tanh\left(\frac{\mu x^\alpha}{\Gamma(1+\alpha)} + \frac{\nu(t-\beta B_t + 0.5\beta t^2)^{\alpha_2}}{\Gamma(1+\alpha_2)} \right) \pm i$$

$$\sech\theta\left(\frac{\mu x^\alpha}{\Gamma(1+\alpha)} + \frac{\nu(t-\beta B_t + 0.5\beta t^2)^{\alpha_2}}{\Gamma(1+\alpha_2)} \right)\}^{-2}\}$$

(5.4)

$$U_{11}(x,t) = \ln \{-\frac{\mu \nu}{2\Lambda_2(t)} \{ \coth\left(\frac{\mu x^\alpha}{\Gamma(1+\alpha)} + \frac{\nu(t-\beta B_t + 0.5\beta t^2)^{\alpha_2}}{\Gamma(1+\alpha_2)} \right) \pm$$

$$\csc\theta\left(\frac{\mu x^\alpha}{\Gamma(1+\alpha)} + \frac{\nu(t-\beta B_t + 0.5\beta t^2)^{\alpha_2}}{\Gamma(1+\alpha_2)} \right)\}^2\}$$

(5.5)

$$U_{12}(x,t) = \ln \{-\frac{\mu \nu}{2\Lambda_2(t)} \{ \tanh\left(\frac{\mu x^\alpha}{\Gamma(1+\alpha)} + \frac{\nu(t-\beta B_t + 0.5\beta t^2)^{\alpha_2}}{\Gamma(1+\alpha_2)} \right) \pm i$$

$$\sech\theta\left(\frac{\mu x^\alpha}{\Gamma(1+\alpha)} + \frac{\nu(t-\beta B_t + 0.5\beta t^2)^{\alpha_2}}{\Gamma(1+\alpha_2)} \right)\}^2\}$$

(5.6)

Finally, we remark that for $\alpha_1 = \alpha_2 = 0$, $p(t)=1$ and $q(t) = r(t) = 0$, Eqn.(1.1) reduces to the Liouville equation. For $\alpha_1 = \alpha_2 = 0$, $r(t) = 0$ and $q(t) = p(t) = 1$, Eqn.(1.1) reduces to the Sinh-Gordon equation. For $\alpha_1 = \alpha_2 = 0$, $p(t) = r(t) = 1$ and $q(t) = 0$, Eqn.(1.1) reduces to the well known Dodd-Bullough-Mikhailov equation. Moreover, for $\alpha_1 = \alpha_2 = 0$, $p(t)=0$, $q(t) = -1$ and $r(t) = 1$, gives Tzitzeica-Dodd-Bullough equation. Hence, our results in this work can be considered as a continuation of our results in our previous papers [4,5], this work gives directly exact solutions for wick-type stochastic form to each one of the above equations. Also, we remark that, since the Riccati equation has other solution if select other values of $c_1, c_2$ and $c_3$, there are many other exact solutions of variable coefficient and wick-type stochastic Zhiber-Shabat equations.
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1 Introduction
Several years back, Sophus Lie studied the invariance property of equations under a group of transformations. The approach used was later known as Lie symmetry method. This method has been used to solve differential equations, and recently it has been applied to difference equations. Although Maeda studied difference equations via Lie symmetry analysis in twentieth century [9, 10], it is Hydon who really rekindled the interest for solving difference equations via symmetry. For Hydon’s work, refer to [8].

Most often, difference equations arise as a result of discretizing differential equations, especially in phenomena that depend on time. There are many ways in which a differential equation can be discretized (see [4]). Difference equations have numerous applications. For example, biological systems, population dynamics, economics, physics (see [1, 2]). Although difference equations appear simple, finding their solutions can be incredibly difficult. The symmetry approach to finding solutions of difference equations is recent and the reader can refer to [8] and some recent articles [5–7, 11, 12] for further knowledge on this method.

In this paper, we consider the system of difference equations

\[ x_{n+4} = \frac{x_n x_{n+1}}{x_{n+3} (a_n + b_n x_n x_{n+1})} \] (1)

where \((a_n)_{n \in \mathbb{N}_0}\) and \((b_n)_{n \in \mathbb{N}_0}\) are non-zero sequences of real numbers. For equation (1), we derive all Lie point symmetries and give formulas for solutions in closed form. We also discuss periodicity and asymptotic behavior of solutions in some cases.
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1.1 Preliminaries

In this section, we give a background on symmetry methods for difference equations. Our definitions and notation come from [3, 8, 13].

Consider the difference equations

\[ x_{n+4} = \Omega(x_n, x_{n+1}, x_{n+3}), \quad (2) \]

where \( n \) denotes the independent variable; \( x_n \) the dependent variable. In this case \( u_{n+i} \) denotes the ‘\( i \)-th shift’ of \( u_n \).

Consider the group of transformations

\[ (n, x_n) \mapsto (n, \tilde{x}_n = x_n + \varepsilon Q_1(n, x_n) + O(\varepsilon^2)), \quad (3) \]

where \( Q \) is the characteristic of the group of point transformations. Let

\[ X = Q(n, x_n) \frac{\partial}{\partial x_n} \quad (4) \]

be the corresponding infinitesimal generator. The group of transformations (3) is a symmetry group if and only if

\[ Q(n + 4, \Omega) - X(\Omega) = 0, \quad (5) \]

whenever (2) holds. Here,

\[ X = Q(n, x_n) \frac{\partial}{\partial x_n} + Q(n, x_{n+1}) \frac{\partial}{\partial x_{n+1}} + Q(n + 3, x_{n+3}) \frac{\partial}{\partial x_{n+3}} \]

denotes the prolongation of \( X \) to all shifts of \( x_n \) appearing in the right hand sides of equations in (2). Equation (5), known as the linearized symmetry condition, can be solved for \( Q \) by applying the appropriate differential operators. The characteristic, together with the canonical coordinate

\[ s = \int \frac{dx_n}{Q(n, x_n)}, \quad (6) \]

are necessary in the reduction of order of (2). The following definition can be used to check if a given function is invariant under a given group of transformations.

**Definition 1** [13] Let \( G \) be a connected group of transformations acting on a manifold \( M \). A smooth real-valued function \( \zeta : M \to \mathbb{R} \) is an invariant function for \( G \) if and only if

\[ X(\zeta) = 0 \quad \text{for all} \quad x \in M. \]
2 Main results

2.1 Symmetry and difference invariant

To obtain the criterion which gives the Lie point symmetries of (1), we force (5) on

\[ x_{n+4} = \frac{x_n x_{n+1}}{x_{n+3}(a_n + b_n x_n x_{n+1})}. \]  

(7)

This leads to

\[
Q(n+4, x_{n+4}) + \frac{x_n x_{n+1} (a_n + b_n x_n x_{n+1}) Q(n + 3, x_{n+3})}{x_{n+3}^2 (a_n + b_n x_n x_{n+1})^2} \\
- \frac{a_n [x_n Q(n+1, x_{n+1}) + x_{n+1} Q(n, x_n)]}{x_{n+3} (a_n + b_n x_n x_{n+1})^2} = 0.
\]  

(8)

The methodology of solving these functional equations is given as follows:

- Firstly, apply the differential operator \( \frac{\partial}{\partial x_n} + \frac{x_{n+1}}{x_n} \frac{\partial}{\partial x_{n+1}} \) on equation (8). This leads (after simplification) to

\[ x_{n+1} Q'(n + 1, x_{n+1}) - x_{n+1} Q'(n, x_n) - Q(n + 1, x_{n+1}) + \frac{a_n}{x_n} Q(n, x_n) = 0. \]

- Secondly, differentiate with respect to \( x_n \), separate by powers of \( x_{n+1} \) and solve the resulting system of over determining equations for \( Q \). This gives

\[ Q(n, x_n) = \alpha(n)x_n + \beta(n) \]

for some functions \( \alpha \) and \( \beta \) of \( n \).

- Lastly, substitute the latter in (8) to eliminate any dependency among the arbitrary functions that appear in \( Q \). This leads to the constraints

\[
\alpha(n) + \alpha(n + 1) = 0 \quad \text{and} \quad \beta(n) = 0.
\]  

(9)

We have omitted the details in the computation. The constraints in (9) are readily solved \( \alpha(n) = (-1)^n \) and we have

\[ Q = (-1)^n x_n. \]  

(10)

Consequently, Equation (1) admits a one dimensional Lie algebra:

\[ X = (-1)^n x_n \frac{\partial}{\partial x_n}. \]  

(11)

The canonical coordinate is given by

\[ s_n = \int \frac{dx_n}{(-1)^n x_n} = (-1)^n \ln |x_n| \]  

(12)
and the difference invariant which is inspired by the form of the final constraints (9) is given by
\[ u_n = (-1)^n s_n + (-1)^{n+1} s_{n+1}. \]  
(13)

It is not difficult to verify, using Definition 1 together with (11), that (13) is indeed invariant under the group of transformations of (1). For simplicity, we prefer using the compatible variable
\[ |u_n| = \exp(-u_n) \]  
(14)

which is also invariant. This gives a convenient choice of the change variables which does not require lucky guesses. With this variable \( u_n \), it follows that
\[ u_{n+3} = a_n u_n + b_n \]  
(15)

whose solution is given by
\[ u_{3n+j} = u_j \left( \prod_{k_1=0}^{n-1} a_{3k_1+j} \right) + \sum_{l=0}^{n-1} \left( b_{3l+j} \prod_{k_2=l+1}^{n-1} a_{3k_2+j} \right), \quad j = 0, 1, 2. \]  
(16)

To obtain the solutions of (1), we go up the hierarchy created by the changes of variables. By evaluating (13) as a telescoping series, we have
\[ (-1)^n s_n = (-1)^n \sum_{k_1=0}^{n-1} (-1)^k_1 u_{k_1} + (-1)^n s_0 \quad (= \ln |x_n| \text{ from (12)}), \]  
(17)
i.e.
\[ x_n = \exp \left\{ (-1)^{n-1} \sum_{k_1=0}^{n-1} (-1)^{k_1} u_{k_1} + (-1)^{n} s_0 \right\}, \]  
(18)
\[ = \exp \{ \sum_{k_1=0}^{n-1} (-1)^{n+k_1} \ln u_{k_1} + \ln x_0 \}, \]  
(19)

where all the \( u_{k_1} \)'s are obtained using (16).

Note. Equation (19) gives the closed form solution of (1) in a unified manner. Looking at the form of \( u_l \) in (16), we rephrase (19) as follows:
\[ x_{6n+j} = \exp \left\{ \sum_{k_1=0}^{6n+j-1} (-1)^{6n+j+k_1} \ln u_{k_1} + \ln x_0 \right\}, \]  
(20)
\[ = x_j \prod_{i=0}^{n-1} \left( \prod_{r=0}^{2} \frac{u_{6i+j+2r}}{u_{6i+j+2r+1}} \right), \]  
(21)
We then substitute the expressions given in (16) in (22) to get

\[ x_{6n} = x_0 \prod_{i=0}^{n-1} u_3(2i) u_3(2i+1)+1 u_3(2i+1)+2, \]  
(22a)

\[ x_{6n+1} = x_1 \prod_{i=0}^{n-1} u_3(2i+1) u_3(2i+1)+1 u_3(2i+2), \]  
(22b)

\[ x_{6n+2} = x_2 \prod_{i=0}^{n-1} u_3(2i+2) u_3(2i+1)+1 u_3(2i+2)+1, \]  
(22c)

\[ x_{6n+3} = x_3 \prod_{i=0}^{n-1} u_3(2i+1)+1 u_3(2i+2)+2 u_3(2i+3), \]  
(22d)

\[ x_{6n+4} = x_4 \prod_{i=0}^{n-1} u_3(2i+2)+1 u_3(2i+3), \]  
(22e)

\[ x_{6n+5} = x_5 \prod_{i=0}^{n-1} u_3(2i+1)+2 u_3(2i+2)+2 u_3(2i+3)+1. \]  
(22f)

We then substitute the expressions given in (16) in (22) to get

\[ x_{6n} = x_0 \prod_{i=0}^{n-1} u_0 \prod_{l_1=0}^{2i-1} a_{3l_1} + \sum_{j=0}^{2i-1} b_{3j} \prod_{l_2=j+1}^{2i-1} a_{3l_2} + \sum_{j=0}^{2i-1} b_{3j+2} \prod_{l_2=j+1}^{2i-1} a_{3l_2+2}, \]  
(23a)

\[ u_0 \prod_{l_1=0}^{2i} a_{3l_1+1} + \sum_{j=0}^{2i} b_{3j+1} \prod_{l_2=j+1}^{2i} a_{3l_2+1}, \]

\[ u_2 \prod_{l_1=0}^{2i} a_{3l_1+2} + \sum_{j=0}^{2i} b_{3j+2} \prod_{l_2=j+1}^{2i} a_{3l_2+2} \]  
(23b)
\[
x_{6n+2} = x_2 \prod_{r=0}^{n-1} \left( \sum_{l=0}^{2i+1} \frac{u_2 \prod_{j=0}^{2i} a_{3j+2} + \sum_{j=0}^{2i} b_{3j+2} \prod_{l=0}^{2i} a_{3l+2}} {u_0 \prod_{j=0}^{2i} a_{3j} + \sum_{j=0}^{2i} b_{3j} \prod_{l=0}^{2i} a_{3l+j+1}} \right) u_1 \prod_{j=0}^{2i} a_{3j+1} + \sum_{j=0}^{2i} b_{3j+1} \prod_{l=0}^{2i} a_{3l+2} + 2^{i+1} n + 6
\]

\[
x_{6n+3} = x_3 \prod_{r=0}^{n-1} \left( \sum_{l=0}^{2i+1} \frac{u_0 \prod_{j=0}^{2i} a_{3j+1} + \sum_{j=0}^{2i} b_{3j} \prod_{l=0}^{2i} a_{3l+2}} {u_1 \prod_{j=0}^{2i} a_{3j+1} + \sum_{j=0}^{2i} b_{3j+1} \prod_{l=0}^{2i} a_{3l+2}} \right) u_2 \prod_{j=0}^{2i} a_{3j+2} + \sum_{j=0}^{2i} b_{3j+2} \prod_{l=0}^{2i} a_{3l+2} + 2^{i+1} n + 7
\]

\[
x_{6n+4} = x_4 \prod_{r=0}^{n-1} \left( \sum_{l=0}^{2i+1} \frac{u_4 \prod_{j=0}^{2i} a_{3j+1} + \sum_{j=0}^{2i} b_{3j} \prod_{l=0}^{2i} a_{3l+2}} {u_2 \prod_{j=0}^{2i} a_{3j+2} + \sum_{j=0}^{2i} b_{3j+2} \prod_{l=0}^{2i} a_{3l+2}} \right) u_0 \prod_{j=0}^{2i} a_{3j} + \sum_{j=0}^{2i} b_{3j} \prod_{l=0}^{2i} a_{3l+2} + 2^{i+1} n + 8
\]

\[
x_{6n+5} = x_5 \prod_{r=0}^{n-1} \left( \sum_{l=0}^{2i+1} \frac{u_2 \prod_{j=0}^{2i} a_{3j+2} + \sum_{j=0}^{2i} b_{3j+2} \prod_{l=0}^{2i} a_{3l+2}} {u_0 \prod_{j=0}^{2i} a_{3j} + \sum_{j=0}^{2i} b_{3j} \prod_{l=0}^{2i} a_{3l+2}} \right) u_0 \prod_{j=0}^{2i} a_{3j} + \sum_{j=0}^{2i} b_{3j} \prod_{l=0}^{2i} a_{3l+2} + 2^{i+1} n + 9
\]

(23c)
We rewrite (23) in terms of initial conditions only as follows:

\[
x_{6n} = x_0 \prod_{l=0}^{n-1} \frac{\prod_{i=0}^{2l-1} a_{3l+1} + x_1 x_2 \sum_{j=0}^{2l-1} b_{3j+1} \prod_{l_2=j+1} a_{3l_2+1}}{\prod_{i=0}^{2l-1} a_{3l+2} + x_2 x_3 \sum_{j=0}^{2l-1} b_{3j+2} \prod_{l_2=j+1} a_{3l_2+2}}
\]

\[
x_{6n+1} = x_1 \prod_{l=0}^{n-1} \frac{\prod_{i=0}^{2l} a_{3l+1} + x_1 x_2 \sum_{j=0}^{2l} b_{3j+1} \prod_{l_2=j+1} a_{3l_2+1} + x_1 x_2 \sum_{j=0}^{2l} b_{3j+2} \prod_{l_2=j+1} a_{3l_2+2}}{\prod_{i=0}^{2l} a_{3l+2} + x_2 x_3 \sum_{j=0}^{2l} b_{3j+2} \prod_{l_2=j+1} a_{3l_2+2}}
\]

\[
x_{6n+2} = x_2 \prod_{l=0}^{n-1} \frac{\prod_{i=0}^{2l+1} a_{3l+1} + x_1 x_2 \sum_{j=0}^{2l+1} b_{3j+1} \prod_{l_2=j+1} a_{3l_2+1}}{\prod_{i=0}^{2l+1} a_{3l+2} + x_2 x_3 \sum_{j=0}^{2l+1} b_{3j+2} \prod_{l_2=j+1} a_{3l_2+2}}
\]

\[
x_{6n+3} = x_3 \prod_{l=0}^{n-1} \frac{\prod_{i=0}^{2l+1} a_{3l+1} + x_1 x_2 \sum_{j=0}^{2l+1} b_{3j+1} \prod_{l_2=j+1} a_{3l_2+1}}{\prod_{i=0}^{2l+1} a_{3l+2} + x_2 x_3 \sum_{j=0}^{2l+1} b_{3j+2} \prod_{l_2=j+1} a_{3l_2+2}}
\]

\[
x_{6n+4} = x_4 \prod_{l=0}^{n-1} \frac{\prod_{i=0}^{2l+2} a_{3l+1} + x_1 x_2 \sum_{j=0}^{2l+2} b_{3j+1} \prod_{l_2=j+1} a_{3l_2+1}}{\prod_{i=0}^{2l+2} a_{3l+2} + x_2 x_3 \sum_{j=0}^{2l+2} b_{3j+2} \prod_{l_2=j+1} a_{3l_2+2}}
\]
where $x_4 = x_0x_1/(x_0(0 + b_0x_0x_1))$ and $x_5 = x_2x_3(a_0 + b_0x_0x_1)/(x_0(0 + b_1x_1x_2))$. In the following subsections, we study some special cases.

### 2.2 The case where $(a_n)$ and $(b_n)$ are 3 periodic sequences

Let $a_n = \{a_0, a_1, a_2, a_0, a_1, a_2, \ldots \}$ and $b_n = \{b_0, b_1, b_2, b_0, b_1, b_2, \ldots \}$. Equations in (23) reduce to

\[
x_{6n} = x_0 \prod_{i=0}^{n-1} \left( a_{2i}^2 + b_0x_0x_1 \sum_{j=0}^{2i} a_j^2 + b_2x_2x_3 \sum_{j=0}^{2i} a_j^2 + a_1^{2i+1} + b_1x_1x_2 \sum_{j=0}^{2i} a_j^2 \right),
\]

\[
x_{6n+1} = x_1 \prod_{i=0}^{n-1} \left( a_{2i+1}^2 + b_1x_1x_2 \sum_{j=0}^{2i+1} a_j^2 + b_0x_0x_1 \sum_{j=0}^{2i+1} a_j^2 + b_2x_2x_3 \sum_{j=0}^{2i+1} a_j^2 + a_1^{2i+1} + b_1x_1x_2 \sum_{j=0}^{2i+1} a_j^2 \right),
\]

\[
x_{6n+2} = x_2 \prod_{i=0}^{n-1} \left( a_{2i+1}^2 + b_2x_2x_3 \sum_{j=0}^{2i+1} a_j^2 + a_1^{2i+1} + b_1x_1x_2 \sum_{j=0}^{2i+1} a_j^2 + b_0x_0x_1 \sum_{j=0}^{2i+1} a_j^2 \right),
\]

\[
x_{6n+3} = x_3 \prod_{i=0}^{n-1} \left( a_{2i+1}^2 + b_1x_1x_2 \sum_{j=0}^{2i+1} a_j^2 + a_1^{2i+1} + b_0x_0x_1 \sum_{j=0}^{2i+1} a_j^2 \right),
\]

\[
x_{6n+4} = x_4 \prod_{i=0}^{n-1} \left( a_{2i+1}^2 + b_2x_2x_3 \sum_{j=0}^{2i+1} a_j^2 + a_1^{2i+1} + b_1x_1x_2 \sum_{j=0}^{2i+1} a_j^2 + b_0x_0x_1 \sum_{j=0}^{2i+1} a_j^2 \right),
\]

\[
x_{6n+5} = x_5 \prod_{i=0}^{n-1} \left( a_{2i+1}^2 + b_0x_0x_1 \sum_{j=0}^{2i+1} a_j^2 + b_2x_2x_3 \sum_{j=0}^{2i+1} a_j^2 + a_1^{2i+1} + b_1x_1x_2 \sum_{j=0}^{2i+1} a_j^2 + b_0x_0x_1 \sum_{j=0}^{2i+1} a_j^2 \right).
\]
2.3 The case where \((a_n)\) and \((b_n)\) are real constants

Let \(a_n = a\) and \(b_n = b\). Equations in (23) give rise to

\[
x_{6n} = x_0 \prod_{i=0}^{n-1} \frac{a^{2i} + bx_0 x_1 \sum_{j=0}^{2i-1} a^j + bx_2 x_3 \sum_{j=0}^{2i-1} a^j}{a^{2i} + bx_1 x_2 \sum_{j=0}^{2i-1} a^j + bx_0 x_1 \sum_{j=0}^{2i-1} a^j + bx_2 x_3 \sum_{j=0}^{2i-1} a^j},
\]

\[
x_{6n+1} = x_1 \prod_{i=0}^{n-1} \frac{a^{2i} + bx_1 x_2 \sum_{j=0}^{2i-1} a^j + bx_2 x_3 \sum_{j=0}^{2i-1} a^j}{a^{2i} + bx_2 x_3 \sum_{j=0}^{2i-1} a^j + bx_1 x_2 \sum_{j=0}^{2i-1} a^j + bx_0 x_1 \sum_{j=0}^{2i-1} a^j + bx_2 x_3 \sum_{j=0}^{2i-1} a^j},
\]

\[
x_{6n+2} = x_2 \prod_{i=0}^{n-1} \frac{a^{2i+1} + bx_2 x_3 \sum_{j=0}^{2i} a^j + bx_1 x_2 \sum_{j=0}^{2i} a^j + bx_2 x_3 \sum_{j=0}^{2i} a^j}{a^{2i+1} + bx_1 x_2 \sum_{j=0}^{2i+1} a^j + bx_2 x_3 \sum_{j=0}^{2i+1} a^j + bx_0 x_1 \sum_{j=0}^{2i+1} a^j + bx_2 x_3 \sum_{j=0}^{2i+1} a^j},
\]

\[
x_{6n+3} = x_3 \prod_{i=0}^{n-1} \frac{a^{2i+1} + bx_1 x_2 \sum_{j=0}^{2i+1} a^j + bx_2 x_3 \sum_{j=0}^{2i+1} a^j + bx_2 x_3 \sum_{j=0}^{2i+1} a^j}{a^{2i+1} + bx_2 x_3 \sum_{j=0}^{2i+2} a^j + bx_1 x_2 \sum_{j=0}^{2i+2} a^j + bx_0 x_1 \sum_{j=0}^{2i+2} a^j + bx_2 x_3 \sum_{j=0}^{2i+2} a^j},
\]

\[
x_{6n+4} = x_4 \prod_{i=0}^{n-1} \frac{a^{2i+2} + bx_1 x_2 \sum_{j=0}^{2i+1} a^j + bx_0 x_1 \sum_{j=0}^{2i+1} a^j + bx_2 x_3 \sum_{j=0}^{2i+1} a^j}{a^{2i+2} + bx_2 x_3 \sum_{j=0}^{2i+3} a^j + bx_1 x_2 \sum_{j=0}^{2i+3} a^j + bx_0 x_1 \sum_{j=0}^{2i+3} a^j + bx_2 x_3 \sum_{j=0}^{2i+3} a^j},
\]

\[
x_{6n+5} = x_5 \prod_{i=0}^{n-1} \frac{a^{2i+2} + bx_2 x_3 \sum_{j=0}^{2i+2} a^j + bx_1 x_2 \sum_{j=0}^{2i+2} a^j + bx_2 x_3 \sum_{j=0}^{2i+2} a^j}{a^{2i+2} + bx_2 x_3 \sum_{j=0}^{2i+3} a^j + bx_1 x_2 \sum_{j=0}^{2i+3} a^j + bx_0 x_1 \sum_{j=0}^{2i+3} a^j + bx_2 x_3 \sum_{j=0}^{2i+3} a^j},
\]

2.3.1 The case where \(a = 1\)

Equations in (25) simplify to

\[
x_{6n} = x_0 \prod_{i=0}^{n-1} \frac{1 + 2ibx_0 x_1}{1 + 2ibx_1 x_2} \frac{1 + 2ibx_2 x_3}{1 + (2i + 1)bx_0 x_1} \frac{1 + (2i + 1)bx_1 x_2}{1 + (2i + 1)bx_2 x_3},
\]

\[
x_{6n+1} = x_1 \prod_{i=0}^{n-1} \frac{1 + 2ibx_1 x_2}{1 + 2ibx_2 x_3} \frac{1 + 2ibx_0 x_1}{1 + (2i + 1)bx_1 x_2} \frac{1 + (2i + 1)bx_2 x_3}{1 + (2i + 1)bx_0 x_1},
\]

\[
x_{6n+2} = x_2 \prod_{i=0}^{n-1} \frac{1 + 2ibx_2 x_3}{1 + (2i + 1)bx_0 x_1} \frac{1 + (2i + 1)bx_1 x_2}{1 + (2i + 1)bx_2 x_3} \frac{1 + (2i + 2)bx_0 x_1}{1 + (2i + 2)bx_1 x_2},
\]
2.3 Existence of six periodic solutions

Let \( a_n = -1 \) and \( b_n = b \). Equations in (23) result in

\[
x_{6n+3} = x_3 \prod_{i=0}^{n-1} 1 + (2i+1)b_0x_1 1 + (2i+1)b_2x_3 1 + (2i+2)b_{x_1}x_2 1 + (2i+1)b_{x_0}x_1 1 + (2i+2)b_{x_2}x_3, \tag{26d}
\]

\[
x_{6n+4} = x_4 \prod_{i=0}^{n-1} 1 + (2i+1)b_1x_1 1 + (2i+1)b_{x_0}x_1 1 + (2i+2)b_{x_2}x_3 1 + (2i+1)b_{x_1}x_2 1 + (2i+3)b_{x_0}x_1, \tag{26e}
\]

\[
x_{6n+5} = x_5 \prod_{i=0}^{n-1} 1 + (2i+1)b_2x_3 1 + (2i+2)b_{x_1}x_2 1 + (2i+3)b_{x_0}x_1 1 + (2i+2)b_{x_2}x_3 1 + (2i+3)b_{x_1}x_2. \tag{26f}
\]

2.4 Existence of six periodic solutions

From (26), if \( a = 1 \) and \( b = 0 \), then the solution of (1) is periodic with period six as long as \( x_0 \neq x_2 \) or \( x_1 \neq x_3 \). It should also be noted that the solutions are periodic with period two when \( x_0 = x_2 \) and \( x_1 = x_3 \).

The graphs below are cases where the solutions are six periodic.

![Figure 1](image1.png)  
**Figure 1:** \( a = 1, b = 0, x_0 = 0.1, x_1 = 0.2, x_2 = 0.3, x_3 = 0.44 \).  

![Figure 2](image2.png)  
**Figure 2:** \( a = 1, b = 0, x_0 = 0.7, x_1 = -0.2, x_2 = 0.33, x_3 = -0.8 \).
2.5 Existence of 12-periodic solutions

Using (27), we have that if \( a = -1 \) and \( b = 0 \), then the solution of (1) is periodic with period twelve.

The graphs below are cases where the solutions are twelve periodic.

Figure 3: \( a = -1, b = 0, x_0 = 2.2, x_1 = 1.1, x_2 = 0.9, x_3 = 0.3 \).  
Figure 4: \( a = -1, b = 0, x_0 = 0.2, x_1 = 1.1, x_2 = -0.9, x_3 = 0.3 \).

3 Asymptotic behavior of the solutions for constant coefficients

Theorem 1 Let \( \{x_n\}_{n \in \mathbb{N}} \) be the solution to the sequence in (1) where \( a_n = 1 \) for all \( n \geq 0 \) and \( b_n = b \neq 0 \). Then

\[
\lim_{n \to \infty} x_n = 0.
\]

Proof 1 Using (26), we have that

\[
x_{6n} = x_0 \prod_{i=0}^{n-1} \left( 1 + \frac{ibx_0x_1}{1 + 2ibx_0x_1} \right) = x_0 \prod_{i=0}^{n-1} \left( 1 + \frac{bx_0x_1}{1 + 2ibx_0x_1} \right)^{-1} \left( 1 + \frac{bx_2x_3}{1 + 2ibx_2x_3} \right)^{-1} \left( 1 + \frac{bx_1x_2}{1 + 2ibx_1x_2} \right)
\]

We know that \( 1 + 2ix_kx_{k+1} \to \infty \) as \( i \to \infty \). Hence, there is a sufficiently large integer \( t \) such that for \( i \geq t \), we have

\[
1 + 2ix_kx_{k+1} \sim 2ix_kx_{k+1}.
\]
Thus
\[
x_{6n} = x_0 \Gamma(t) \prod_{i=t+1}^{n-1} \left(1 + \frac{1}{2i}\right)^{-1} \left(1 + \frac{1}{2i}\right)^{-1} \left(1 + \frac{1}{2i}\right)
\]
\[
= x_0 \Gamma(t) \prod_{i=t+1}^{n-1} \exp \left[ \ln \left(1 + \frac{1}{2i}\right)^{-1} + \ln \left(1 + \frac{1}{2i}\right)^{-1} + \ln \left(1 + \frac{1}{2i}\right) \right],
\]

where
\[
\Gamma(t) = \prod_{i=0}^{t} \left(1 + \frac{b x_0 x_1}{1 + 2bx_0 x_1}\right)^{-1} \left(1 + \frac{b x_2 x_3}{1 + 2bx_2 x_3}\right)^{-1} \left(1 + \frac{b x_1 x_2}{1 + 2bx_1 x_2}\right).
\]

Utilizing the expansion \( \ln(1 + x) = x + O(x^2) \), \((1 + x)^{-1} = 1 - x + O(x^2)\), for \( x \to 0 \), we obtain
\[
x_{6n} = x_0 \Gamma(t) \prod_{i=t+1}^{n-1} \exp \left[ -\frac{1}{2i} + O \left( \frac{1}{i^2} \right) \right]
\]
\[
= x_0 \Gamma(t) \exp \left[ -\sum_{i=t+1}^{n-1} \left( \frac{1}{2i} \right) \right] \prod_{i=t+1}^{n-1} \exp \left[ O \left( \frac{1}{i^2} \right) \right].
\]

Therefore,
\[
\lim_{n \to \infty} x_{6n} = 0 \quad \text{as} \quad n \to \infty.
\]

Similarly,
\[
\lim_{n \to \infty} x_{6n+j} = 0 \quad \text{as} \quad n \to \infty,
\]

for \( j = 1, 2, 3, 4, 5 \).
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GENERALIZED ZWEIER $\mathcal{I}$-CONVERGENT SEQUENCE SPACES OF FUZZY NUMBERS
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Abstract. In the present paper we introduce Zweier ideal convergent sequences spaces of fuzzy numbers by using lacunary sequence, infinite matrix and generalized difference matrix operator $A(m,n)$. We study some topological and algebraic properties of these sequence spaces. Some inclusion relations related to these spaces are also establish.

1. Introduction and Preliminaries

Initially the idea of $\mathcal{I}$-convergence was introduced by Kostyrko et al. [10]. Gurdal [7] studied the ideal convergence sequences in 2-normed spaces. Later on, it was further studied by Savas [21], Savas and Hazarika [8], Tripathy and Dutta [25], Tripathy and Hazarika [26], Raj et al. [17]. Let $X$ be a non-empty set, then a family of sets $\mathcal{I} \subset 2^X$ is called an ideal if for each $X_1, X_2 \in \mathcal{I}$, we have $X_1 \cup X_2 \in \mathcal{I}$ and for each $X_1 \in \mathcal{I}$ and each $X_2 \subset X_1$, we have $X_2 \in \mathcal{I}$. A non-empty family of sets $U \subset 2^X$ is a filter on $X$ if $\phi \notin U$, for each $X_1 \in U$, we have $X_1 \cap X_2 \in U$ and each $X_1 \in U$ and each $X_1 \subset X_2$, we have $X_2 \in U$. An ideal $\mathcal{I}$ is said to be non-trivial ideal if $\mathcal{I} \neq \phi$ and $X \notin \mathcal{I}$. Clearly, $\mathcal{I} \subset 2^X$ is a non-trivial ideal iff $U = U(\mathcal{I}) = \{X - X_1 : X_1 \in \mathcal{I}\}$ is a filter on $X$. A non-trivial ideal $\mathcal{I} \subset 2^X$ is said to be admissible if $\{x : x \in X\} \subset \mathcal{I}$. A non-trivial ideal is called maximal if there cannot exists any non-trivial ideal $\mathcal{J} \neq \mathcal{I}$ containing $\mathcal{I}$ as a subset.

A sequence $x = (x_k)$ of points in $\mathbb{R}$ is said to be $\mathcal{I}$-convergent to a real number $x_0$ if

$$\{k \in \mathbb{N} : |x_k - x_0| \geq \epsilon\} \in \mathcal{I},$$

for every $\epsilon > 0$ (see [10]). We denote it by $\mathcal{I} - \lim x_k = x_0$.

Kizmaz [9] introduced the notion of difference sequence spaces and studied $l_\infty(\Delta)$, $c(\Delta)$ and $c_0(\Delta)$. Further this notion generalized by Et and Çolak [5] by introducing the spaces $l_\infty(\Delta^i)$, $c(\Delta^i)$ and $c_0(\Delta^i)$. The new type of generalization of the difference sequence spaces was introduced by Tripathy and Esi [27] who studied the spaces $l_\infty(\Delta^i_v)$, $c(\Delta^i_v)$ and $c_0(\Delta^i_v)$.

Let $i, v$ be non-negative integers, then for $Z = l_\infty$, $c$, $c_0$ we have sequence spaces

$$Z(\Delta^i_v) = \{x = (x_k) \in w : (\Delta^i_v x_k) \in Z\},$$

where $\Delta^i_v x = (\Delta^i_v x_k) = (\Delta^{i-1}_v x_k - \Delta^{i-1}_v x_{k+1})$ and $\Delta^0_v x_k = x_k$ for all $k \in \mathbb{N}$, which is equivalent to the following binomial representation

$$\Delta^i_v x_k = \sum_{n=0}^{i} (-1)^n \binom{i}{n} x_{k+vn}.$$

Başar and Atlay [2] introduced and studied the generalized difference matrix $A(m,n) =$
straus and Tzafriri [11] used the idea of Orlicz function to define the following sequence
for all $r, s \in \mathbb{N}$ and $m, n \in \mathbb{R} - \{0\}$.
Başarır and Kayıkcı [3] introduced the generalized difference matrix $A^p$ of order $p$ and the
binomial representation of this operator is
$$
A^p(x_k) = \sum_{v=0}^{p} \binom{p}{v} m^{p-v} n^v x_{k-v},
$$
where $m, n \in \mathbb{R} - \{0\}$ and $r \in \mathbb{N}$.
Recently, Başarır et al.[4] studied the following generalized difference sequence spaces
$$
Z(A^p) = \{ x = (x_k) \in w : (A^p x_k) \in Z \},
$$
for $Z = l_\infty, c, c_0$, where $c, c_0$ are the sets of statistically convergent and statistically null
convergent respectively and the binomial representation of operator $A^p$ is as follows:
$$
A^p_i(x_k) = \sum_{v=0}^{p} \binom{p}{v} m^{p-v} n^v x_{k-i} v.
$$
Şengönül [22] defined the sequence $y = (y_k)$ which is frequently used as the $Z$-transformation
of the sequence $x = (x_k)$ that is,
$$
y_k = \beta x_k + (1 - \beta) x_{k-1},
$$
where $x_{-1} = 0, k \neq 0, 1 < k < \infty$ and $Z$ denotes the matrix $Z = (z_{ik})$ defined by
$$
z_{ik} = \begin{cases} 
\beta, & (i = k); \\
1 - \beta, & (i - 1 = k)(i, k \in \mathbb{N}); \\
0, & \text{otherwise.}
\end{cases}
$$
Şengönül [22] introduced the Zweier sequence spaces $Z$ and $Z_0$ as follows:
$$
Z = \{ x = (x_k) \in w : Z(x) \in c \}
$$
and
$$
Z_0 = \{ x = (x_k) \in w : Z(x) \in c_0 \}.
$$
An Orlicz function $M : [0, \infty) \rightarrow [0, \infty)$ is convex, continuous and non-decreasing function
which also satisfy $M(0) = 0, M(x) > 0$ for $x > 0$ and $M(x) \rightarrow \infty$ as $x \rightarrow \infty$. Linden-
strauss and Tzafriri [11] used the idea of Orlicz function to define the following sequence space:
$$
\ell_M = \left\{ x \in \omega : \sum_{k=1}^{\infty} M \left( \frac{|x_k|}{\rho} \right) < \infty, \text{ for some } \rho > 0 \right\},
$$
which is called as an Orlicz sequence space. An Orlicz function is said to satisfy $\Delta_2$-condition
if for a constant $R, M(Q x) \leq RQM(x)$ for all values of $x \geq 0$ and for $Q > 1$. A sequence
$\mathcal{M} = (M_k)$ of Orlicz functions is called as Musielak-Orlicz function.To know more about
sequence spaces see ([1], [15], [16], [24], [18], [19] and [28]) and references therein.
An increasing non-negative integer sequence $\theta = (k_r)$ with $k_0 = 0$ and $k_r - k_{r-1} \rightarrow \infty
as r \rightarrow \infty$ is known as lacunary sequence. The intervals determined by $\theta$ will be denoted
by $I_r = (k_{r-1}, k_r]$. We write $h_r = k_r - k_{r-1}$ and $q_r$ denotes the ratio $\frac{k_r}{k_{r-1}}$. The space of
Now, define $\hat{r}$

Now, denote the interval $[0, 1]$ as follows:

$$N_0 = \{ x = (x_k) : \lim_{r \to \infty} \frac{1}{h_r} \sum_{k \in I_r} |x_k - L| = 0, \text{ for some } L \}.$$

The space $N_0$ is a $BK-$ space with the norm

$$||x|| = \sup \left( \frac{1}{h_r} \sum_{k \in I_r} |x_k| \right).$$

Let $\lambda = (\lambda_{nk})$ be an infinite matrix of real or complex numbers $\lambda_{nk}$, where $n, k \in \mathbb{N}$. Then a matrix transformation of $x = (x_k)$ is denoted as $\lambda x$ and $\lambda x = \lambda_n(x)$ if $\lambda_n(x) = \sum_{k=1}^{\infty} \lambda_{nk} x_k$ converges for each $n \in \mathbb{N}$.

The concept of fuzzy numbers and arithmetic operations with these numbers were first introduced and investigated by Zadeh [29] in 1965. Subsequently many authors have discussed various aspects of the theory and applications of fuzzy sets such as fuzzy topological spaces, similarity relations and fuzzy orderings, fuzzy measures of fuzzy events and fuzzy mathematical programming. The theory of sequences of fuzzy numbers was first studied by Matloka [12]. He studied some of their properties and showed that every convergent sequences of fuzzy numbers is bounded. Later on Nanda [13] introduced sequences of fuzzy numbers and studied that the set of all convergent sequences of fuzzy numbers forms a complete metric space. Further, the theory of sequences of fuzzy numbers have been discussed by Savas and Mursaleen [20], Tripathy and Nanda [23], Hazarika and Savas [8] and many more.

Let $B$ denote the set of all closed bounded intervals $U = [u_1, u_2]$ on the real line $\mathbb{R}$. For $U, V \in B$, we define $U \leq V$ if $u_1 \leq v_1$ and $u_2 \leq v_2$ and we define

$$d(U, V) = \max\{|u_1 - v_1|, |u_2 - v_2|\}.$$

It is well known that $d$ defines a metric on $B$ and $(B, d)$ is a complete metric space (see [14]).

A fuzzy number is a function $U : \mathbb{R} \to [0, 1]$, which satisfy the following conditions:

(i) $U$ is normal i.e there exits an $x_0$ such that $U(x_0) = 1$,

(ii) $U$ is convex i.e for $x, y \in \mathbb{R}$ and $0 \leq \tau \leq 1$,

$$U(\tau x + (1 - \tau)y) \geq \min\{U(x), U(y)\},$$

(iii) $U$ is upper semi-continuous,

(iv) the closure of the set $\text{supp}(U)$ is compact, where $\text{supp}(U) = \{x \in \mathbb{R} : U(x) > 0\}$ and it is denoted by $[U]^0$.

The set of all fuzzy numbers are denoted by $\mathbb{R}_F$. Let $[U]^0 = \{ x \in \mathbb{R} : u(x) > 0 \}$ and the $r$-level set is $[U]^r = \{ x \in \mathbb{R} : u(x) \geq r \}, (0 \leq r \leq 1)$. The set $[U]^r$ is a closed and bounded interval of $\mathbb{R}$. For any $U, V \in \mathbb{R}_F$ and $\lambda \in \mathbb{R}$, it is positive to define uniquely the sum $U \oplus V$ and the product $U \odot V$ as follows:

$$[U \oplus V]^r = [U]^r + [V]^r \text{ and } [\lambda \odot U]^r = \lambda [U]^r.$$

Now, denote the interval $[U]^r$ by $[u_1^{(r)}, u_2^{(r)}]$, where $u_1^{(r)} \leq u_2^{(r)}$ and $u_1^{(r)}, u_2^{(r)} \in \mathbb{R}$, for $r \in [0, 1]$.

Now, define $\hat{d} : \mathbb{R}_F \times \mathbb{R}_F \to \mathbb{R}$ by

$$\hat{d}(U, V) = \sup_{r \in [0, 1]} d([U]^r, [V]^r).$$
Definition 1.1. A sequence \( x = (x_k) \) of fuzzy numbers is said to be convergent to a fuzzy number \( x_0 \) if for every \( \epsilon > 0 \) there exist a positive integer \( n_0 \) such that
\[
\hat{d}(x_k, x_0) < \epsilon, \quad \text{for } k > n_0.
\]

Definition 1.2. A sequence \( x = (x_k) \) of fuzzy numbers is said to be \( I \)-convergent to a fuzzy number \( x_0 \) if for every \( \epsilon > 0 \) such that
\[
\{ k \in \mathbb{N} : \hat{d}(x_k, x_0) \geq \epsilon \} \in I.
\]

Throughout the article, we denote Zweier fuzzy number sequence \( Z(x) \) by \( x' \) for \( x \in \omega F \).

Let \( I \) be an admissible ideal of \( \mathbb{N}, \mathcal{M} = (M_k) \) be a Musielak-Orlicz function, \( q = (q_k) \) be a bounded sequence of positive real numbers, \( \lambda = (\lambda_{nk}) \) be an infinite matrix, \( \theta \) be a lacunary sequence and \( \omega F \) is the set of all sequences of fuzzy real numbers. In the present paper we define lacunary Zweier \( I \)-convergent, lacunary Zweier \( I \)-null and lacunary Zweier \( I \)-bounded sequence spaces of fuzzy numbers as follows:

\[
Z^I(F)[A^P_i, \theta, \lambda, \mathcal{M}, q] = \left\{ x = (x_k) \in \omega F : \left\{ n \in \mathbb{N} : \lim_{r \to \infty} \frac{1}{h_r} \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{\hat{d}(A^P_i x'_k, x_0)}{\rho} \right) \right]^{q_k} \geq \epsilon \right\} \in I \right\}
\]

for some \( \rho > 0 \) and \( x_0 \in \mathbb{R} F \),

\[
Z_0^I(F)[A^P_i, \theta, \lambda, \mathcal{M}, q] = \left\{ x = (x_k) \in \omega F : \left\{ n \in \mathbb{N} : \lim_{r \to \infty} \frac{1}{h_r} \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{\hat{d}(A^P_i x'_k, 0)}{\rho} \right) \right]^{q_k} \geq \epsilon \right\} \in I \right\}
\]

for some \( \rho > 0 \),

and

\[
Z_\infty^I(F)[A^P_i, \theta, \lambda, \mathcal{M}, q] = \left\{ x = (x_k) \in \omega F : \exists K > 0 \text{ s.t. } \left\{ n \in \mathbb{N} : \frac{1}{h_r} \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{\hat{d}(A^P_i x'_k, 0)}{\rho} \right) \right]^{q_k} \geq K \right\} \in I \right\}
\]

for some \( \rho > 0 \).

where,
\[
\bar{0}(t) = \begin{cases} 
1, & \text{if } t = 0; \\
0, & \text{otherwise.}
\end{cases}
\]

If \( 0 < q_k \leq \sup q_k = D, C = \max(1, 2^{D-1}) \). Then
\[
|c_k + d_k|^{q_k} \leq C(|c_k|^{q_k} + |d_k|^{q_k}),
\]
for all \( c_k, d_k \in \mathbb{R} \) and for all \( k \in \mathbb{N} \).

The main purpose of this paper is to study some classes of lacunary Zweier sequences of fuzzy numbers defined by means of generalized difference matrix operator, Musielak-Orlicz function and infinite matrix. We shall make an effort to study some interesting algebraic and topological properties of concerning sequence spaces. Also, we examine some interrelations between these sequence spaces.
2. Main Results

**Theorem 2.1.** Let $\mathcal{M} = (M_k)$ be a Musielak-Orlicz function, $q = (q_k)$ be a bounded sequence of positive real numbers and $\theta$ be a lacunary sequence. Then the sequence spaces $Z^{\mathcal{I}(F)}[A^p, \theta, \lambda, \mathcal{M}, q]$, $Z^{\mathcal{I}(F)}_0[A^p, \theta, \lambda, \mathcal{M}, q]$ and $Z^{\mathcal{I}(F)}_\infty[A^p, \theta, \lambda, \mathcal{M}, q]$ are closed under addition and scalar multiplication.

**Proof.** Consider $x = (x_k), y = (y_k) \in Z^{\mathcal{I}(F)}_0[A^p, \theta, \lambda, \mathcal{M}, q]$ and $\alpha, \beta$ be scalars. Then there exist positive numbers $\rho_1 > 0$ and $\rho_2 > 0$ such that
\[
\{ n \in \mathbb{N} : \lim_{r \to \infty} \frac{1}{|h_r|} \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{d(A^p(x'_k, x_0))}{|\alpha| \rho_1 + |\beta| \rho_2} \right) \right]^{q_k} \geq \frac{\epsilon}{2} \} \in \mathcal{I}
\]
and
\[
\{ n \in \mathbb{N} : \lim_{r \to \infty} \frac{1}{|h_r|} \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{d(A^p(y'_k, y_0))}{|\alpha| \rho_1 + |\beta| \rho_2} \right) \right]^{q_k} \geq \frac{\epsilon}{2} \} \in \mathcal{I}.
\]
Since $A^p$ is linear and by using the continuity of Musielak-Orlicz function $\mathcal{M}$, we have the following inequality:
\[
\lim_{r \to \infty} \frac{1}{|h_r|} \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{d(A^p(\alpha(x'_k) + \beta(y'_k)))}{|\alpha| \rho_1 + |\beta| \rho_2} \right) \right]^{q_k} \leq D \lim_{r \to \infty} \frac{1}{|h_r|} \sum_{k \in I_r} \lambda_{nk} \left[ \frac{|\alpha|}{|\alpha| \rho_1 + |\beta| \rho_2} M_k \left( \frac{d(A^p(x'_k, x_0))}{\rho_1} \right) \right]^{q_k} + D \lim_{r \to \infty} \frac{1}{|h_r|} \sum_{k \in I_r} \lambda_{nk} \left[ \frac{|\beta|}{|\alpha| \rho_1 + |\beta| \rho_2} M_k \left( \frac{d(A^p(y'_k, y_0))}{\rho_2} \right) \right]^{q_k} \leq DK \lim_{r \to \infty} \frac{1}{|h_r|} \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{d(A^p(x'_k, x_0))}{\rho_1} \right) \right]^{q_k} + DK \lim_{r \to \infty} \frac{1}{|h_r|} \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{d(A^p(y'_k, y_0))}{\rho_2} \right) \right]^{q_k},
\]
where $K = \max \left\{ 1, \frac{|\alpha| \rho_1}{|\alpha| \rho_1 + |\beta| \rho_2}, \frac{|\beta| \rho_2}{|\alpha| \rho_1 + |\beta| \rho_2} \right\}$.

Thus, we have
\[
\left\{ n \in \mathbb{N} : \lim_{r \to \infty} \frac{1}{|h_r|} \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{d(A^p(\alpha(x'_k) + \beta(y'_k)))}{|\alpha| \rho_1 + |\beta| \rho_2} \right) \right]^{q_k} \geq \epsilon \right\} \subseteq \left\{ n \in \mathbb{N} : DK \lim_{r \to \infty} \frac{1}{|h_r|} \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{d(A^p(x'_k, x_0))}{\rho_1} \right) \right]^{q_k} \geq \frac{\epsilon}{2} \right\} \cup \left\{ n \in \mathbb{N} : DK \lim_{r \to \infty} \frac{1}{|h_r|} \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{d(A^p(y'_k, y_0))}{\rho_2} \right) \right]^{q_k} \geq \frac{\epsilon}{2} \right\}.
\]
Since the sets on right hand side of above relation belong to $\mathcal{I}$. Thus, the sequence space $Z^{\mathcal{I}(F)}_0[A^p, \theta, \lambda, \mathcal{M}, q]$ is closed under addition and scalar multiplication. Similarly, we can prove others. \( \Box \)

**Theorem 2.2.** Let $\mathcal{M} = (M_k)$ be a Musielak-Orlicz function, $q = (q_k)$ and $v = (v_k)$ be two bounded sequences of positive real numbers with $0 < q_k \leq v_k$ for each $k$ and $\left( \frac{v_k}{q_k} \right)$ be bounded. Then
(i) \( Z_0^{T(F)}[A^p, \theta, \lambda, M, v], Z_0^{\infty}(F)[A^p, \theta, \lambda, M, q] \subseteq Z_0^{T(F)}[A^p, \theta, \lambda, M, q] \),
(ii) \( Z_0^{T(F)}[A^p, \theta, \lambda, M, v], Z_0^{\infty}(F)[A^p, \theta, \lambda, M, q] \subseteq Z_0^{T(F)}[A^p, \theta, \lambda, M, q] \),
(iii) \( Z_0^{T(F)}[A^p, \theta, \lambda, M, v], Z_0^{\infty}(F)[A^p, \theta, \lambda, M, q] \subseteq Z_0^{\infty}(F)[A^p, \theta, \lambda, M, q] \).

**Proof.** The proof of the theorem is straightforward, so we omit it. \( \square \)

**Theorem 2.3.** Let \( M = (M_k) \) be a Musielak-Orlicz function and \( q = (q_k) \) be a bounded sequence of positive numbers. Then \( Z_0^{T(F)}[A^p, \theta, \lambda, M, q] \subseteq Z_0^{T(F)}[A^p, \theta, \lambda, M, q] \subseteq Z_0^{\infty}(F)[A^p, \theta, \lambda, M, q] \).

**Proof.** We know that the first inclusion is obvious. Next, we show that \( Z_0^{T(F)}[A^p, \theta, \lambda, M, q] \subseteq Z_0^{\infty}(F)[A^p, \theta, \lambda, M, q] \). Let \((x_k) \in Z_0^{T(F)}[A^p, \theta, \lambda, M, q] \). Then we have

\[
\frac{1}{n_r} \sum_{k \in I_r} \lambda_{nk} \left[ \frac{d(A^p x_k', 0)}{\rho} \right]^{q_k} \leq \frac{C}{n_r} \sum_{k \in I_r} \lambda_{nk} \left[ \frac{d(A^p x_k', 0)}{\rho} \right]^{q_k} + \frac{C}{n_r} \sum_{k \in I_r} \lambda_{nk} \left[ \frac{d(x_k, 0)}{\rho} \right]^{q_k} \leq \frac{C}{n_r} \sum_{k \in I_r} \lambda_{nk} \left[ \frac{d(A^p x_k', 0)}{\rho} \right]^{q_k} + C \max \left\{ 1, \sup \left[ \lambda_{nk} \left[ \frac{d(x_k, 0)}{\rho} \right] \right]^{D} \right\},
\]

where \( q_k = D \) and \( C = \max(1, 2^{D-1}) \). Therefore, \((x_k) \in Z_0^{\infty}(F)[A^p, \theta, \lambda, M, q] \). This completes the proof of the theorem. \( \square \)

**Theorem 2.4.** Let \( M = (M_k) \) and \( M' = (M'_k) \) be two Musielak-Orlicz functions. Then the following inclusions hold:
(i) \( Z_0^{T(F)}[A^p, \theta, \lambda, M, q] \cap Z_0^{\infty}(F)[A^p, \theta, \lambda, M', q] \subseteq Z_0^{T(F)}[A^p, \theta, \lambda, M, M', q] \),
(ii) \( Z_0^{T(F)}[A^p, \theta, \lambda, M, q] \cap Z_0^{\infty}(F)[A^p, \theta, \lambda, M', q] \subseteq Z_0^{T(F)}[A^p, \theta, \lambda, M, M', q] \),
(iii) \( Z_0^{T(F)}[A^p, \theta, \lambda, M, q] \cap Z_0^{\infty}(F)[A^p, \theta, \lambda, M', q] \subseteq Z_0^{T(F)}[A^p, \theta, \lambda, M, M', q] \).

**Proof.** Suppose \((x_k) \in Z_0^{T(F)}[A^p, \theta, \lambda, M, q] \cap Z_0^{\infty}(F)[A^p, \theta, \lambda, M', q] \). Then, we have

\[
\lambda_{nk} \left[ (M_k + M'_k) \left( \frac{d(A^p x_k', 0)}{\rho} \right) \right]^{q_k} \leq C \lambda_{nk} \left[ M_k \left( \frac{d(A^p x_k', 0)}{\rho} \right) \right]^{q_k} + \lambda_{nk} \left[ M'_k \left( \frac{d(A^p x_k', 0)}{\rho} \right) \right]^{q_k},
\]

which consequently implies that

\[
\frac{1}{n_r} \sum_{k \in I_r} \lambda_{nk} \left[ (M_k + M'_k) \left( \frac{d(A^p x_k', 0)}{\rho} \right) \right]^{q_k} \leq \frac{C}{n_r} \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{d(A^p x_k', 0)}{\rho} \right) \right]^{q_k} + \frac{C}{n_r} \sum_{k \in I_r} \lambda_{nk} \left[ M'_k \left( \frac{d(A^p x_k', 0)}{\rho} \right) \right]^{q_k}.
\]
This implies \((x_k) \in \mathcal{Z}_0^{T(F)}[A^p, \theta, \lambda, \mathcal{M} + \mathcal{M}', q]\). We can prove the other cases in the same way. □

**Theorem 2.5.** Let \(\mathcal{M} = (M_k)\) and \(\mathcal{M}' = (M'_k)\) be two Musielak-Orlicz functions. Then the following inclusion holds:

\[
\mathcal{Z}_0^{T(F)}[A^p, \theta, \lambda, \mathcal{M}, \mathcal{M}', q] \subseteq \mathcal{Z}_0^{T(F)}[A^p, \theta, \lambda, \mathcal{M}, \mathcal{M}', q].
\]

**Proof.** For given \(\epsilon > 0\) and choose \(\epsilon_0\) such that \(\sup_n \left(\sum_{k \in I_r} \lambda_n k \right) \max\{\epsilon_0^D, \epsilon_0^E\} < \epsilon\). Choose \(0 < \varphi < 1\) such that \(M_k(t) < \epsilon_0\), for all \(k \in \mathbb{N}\). Let \(x = (x_k) \in \mathcal{Z}_0^{T(F)}[A^p, \theta, \lambda, \mathcal{M}, \mathcal{M}', q]\). Then for some \(\rho > 0\), we have

\[
B_1 = \left\{ n \in \mathbb{N} : \lim_{r \to \infty} \frac{1}{h_r} \sum_{k \in I_r} \lambda_n k \left[ M_k\left( \frac{\hat{d}(x'_k, 0)}{\rho} \right) \right]^{q_k} \geq \varphi \} \in \mathcal{I}.
\]

If \(n \notin B_1\), then we have

\[
\lim_{r \to \infty} \frac{1}{h_r} \sum_{k \in I_r} \lambda_n k \left[ M_k\left( \frac{\hat{d}(x'_k, 0)}{\rho} \right) \right]^{q_k} < \varphi.
\]

This implies

\[
\left[ M_k\left( \frac{\hat{d}(x'_k, 0)}{\rho} \right) \right]^{q_k} < \varphi^D \text{ for all } k \in \mathbb{N}.
\]

Hence,

\[
M_k\left( \frac{\hat{d}(x'_k, 0)}{\rho} \right) < \varphi \text{ for all } k \in \mathbb{N}.
\]

Therefore,

\[
M_k\left( \frac{\hat{d}(x'_k, 0)}{\rho} \right) < \epsilon_0 \text{ for all } k \in \mathbb{N}.
\]

Thus, we get

\[
\lim_{r \to \infty} \frac{1}{h_r} \sum_{k \in I_r} \lambda_n k \left[ M_k\left( \frac{\hat{d}(x'_k, 0)}{\rho} \right) \right]^{q_k} < \sup_n \left(\sum_{k \in I_r} \lambda_n k \right) \max\{\epsilon_0^D, \epsilon_0^E\} < \epsilon.
\]

Now, we have

\[
\lim_{r \to \infty} \frac{1}{h_r} \sum_{k \in I_r} \lambda_n k \left[ M_k\left( \frac{\hat{d}(x'_k, 0)}{\rho} \right) \right]^{q_k} < \epsilon.
\]

This implies

\[
\left\{ n \in \mathbb{N} : \lim_{r \to \infty} \frac{1}{h_r} \sum_{k \in I_r} \lambda_n k \left[ M_k\left( \frac{\hat{d}(x'_k, 0)}{\rho} \right) \right]^{q_k} \geq \epsilon \right\} \subset B_1 \in \mathcal{I}.
\]

This completes the proof. □

**Theorem 2.6.** If \(\lim q_k > 0\) and \(x = (x_k) \rightarrow x_0(\mathcal{Z}_0^{T(F)}[A^p, \theta, \lambda, \mathcal{M}, q])\), then \(x_0\) is unique.

**Proof.** Let \(\lim q_k = u_0\). Consider that \((x_k) \rightarrow x_0(\mathcal{Z}_0^{T(F)}[A^p, \theta, \lambda, \mathcal{M}, q])\) and \((x_k) \rightarrow y_0(\mathcal{Z}_0^{T(F)}[A^p, \theta, \lambda, \mathcal{M}, q])\). So, there exist \(\rho_1, \rho_2 > 0\), such that

\[
X_1 = \left\{ n \in \mathbb{N} : \lim_{r \to \infty} \frac{1}{h_r} \sum_{k \in I_r} \lambda_n k \left[ M_k\left( \frac{\hat{d}(x'_k, x_0)}{\rho_1} \right) \right]^{q_k} \geq \frac{\epsilon}{2} \right\} \in \mathcal{I}
\]
and
\begin{equation}
X_2 = \left\{ n \in \mathbb{N} : \lim_{r \to \infty} \frac{1}{h_r} \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{\hat{d}(A^P_k x_k, y_0)}{\rho} \right) \right]^{q_k} \geq \frac{\epsilon}{2} \right\} \subset \mathcal{I}.
\end{equation}

Define \( \rho = \max \{ 2\rho_1, 2\rho_2 \} \). Then we have
\[
\sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{\hat{d}(x_0, y_0)}{\rho} \right) \right]^{q_k} \leq D \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{\hat{d}(A^P_k x_k, x_0)}{\rho_1} \right) \right]^{q_k} + D \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{\hat{d}(A^P_k x_k, y_0)}{\rho_2} \right) \right]^{q_k}.
\]

Then from (2.1) and (2.2), we have
\[
\left\{ n \in \mathbb{N} : \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{\hat{d}(x_0, y_0)}{\rho} \right) \right]^{q_k} \geq \epsilon \right\} 
\subseteq \left\{ n \in \mathbb{N} : D \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{\hat{d}(A^P_k x_k, x_0)}{\rho_1} \right) \right]^{q_k} \geq \frac{\epsilon}{2} \right\}
\cup \left\{ n \in \mathbb{N} : D \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{\hat{d}(A^P_k x_k, y_0)}{\rho_2} \right) \right]^{q_k} \geq \frac{\epsilon}{2} \right\}
\subset X_1 \cup X_2 \subset \mathcal{I}.
\]

Also,
\[
\left[ M_k \left( \frac{\hat{d}(x_0, y_0)}{\rho} \right) \right]^{q_k} \to \left[ M_k \left( \frac{\hat{d}(x_0, y_0)}{\rho} \right) \right]^{u_0} \text{ as } k \to \infty.
\]

Then, we have
\[
\lim_{k \to \infty} M_k \left( \frac{\hat{d}(x_0, y_0)}{\rho} \right) = \left[ M_k \left( \frac{\hat{d}(x_0, y_0)}{\rho} \right) \right]^{u_0} = 0.
\]

Thus, \( x_0 = y_0 \). 

**Theorem 2.7.** Let \( M = (M_k) \) be a Musielak-Orlicz function and \( q = (q_k) \) be a bounded sequence of positive real numbers,

(a) If \( 0 < \inf q_k \leq q_k \leq 1 \) for all \( k \), then \( Z_0^{Z(F)}[A^P_k, \theta, \lambda, M, q] \subseteq Z_0^{Z(F)}[A^P_k, \theta, \lambda, M] \) and \( Z^{Z(F)}[A^P_k, \theta, \lambda, M, q] \subseteq Z^{Z(F)}[A^P_k, \theta, \lambda, M] \).

(b) If \( 1 \leq q_k \leq \sup q_k = D < \infty \) for all \( k \), then \( Z_0^{Z(F)}[A^P_k, \theta, \lambda, M] \subseteq Z_0^{Z(F)}[A^P_k, \theta, \lambda, M] \) and \( Z^{Z(F)}[A^P_k, \theta, \lambda, M] \subseteq Z^{Z(F)}[A^P_k, \theta, \lambda, M] \).

**Proof.** (a) Suppose \( (x_k) \in Z^{Z(F)}[A^P_k, \theta, \lambda, M, q] \). Since \( 0 < \inf q_k \leq q_k \leq 1 \), then we have
\[
\lim_{r \to \infty} \frac{1}{h_r} \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{\hat{d}(A^P_k x_k, x_0)}{\rho} \right) \right]^{q_k} \leq \lim_{r \to \infty} \frac{1}{h_r} \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{\hat{d}(A^P_k x_k, x_0)}{\rho} \right) \right]^{q_k}.
\]
Thus,
\[
\left\{ n \in \mathbb{N} : \lim_{r \to \infty} \frac{1}{h_r} \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{d(A^p_k x'_k, x_0)}{\rho} \right) \right] \geq \epsilon \right\}
\subseteq \left\{ n \in \mathbb{N} : \lim_{r \to \infty} \frac{1}{h_r} \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{d(A^p_k x'_k, x_0)}{\rho} \right) \right]^{q_k} \geq \epsilon \right\} \in \mathcal{I}.
\]

The other part can be proved in the same way.

(ii) Suppose \((x_k) \in Z^{\mathcal{I}(F)}[A^p_k, \theta, \lambda, \mathcal{M}]\). Since \(1 \leq q_k \leq \sup q_k = D < \infty\). Then for each \(0 < \epsilon < 1\), there exists a positive integer \(m_0\) such that
\[
\lim_{r \to \infty} \frac{1}{h_r} \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{d(A^p_k x'_k, x_0)}{\rho} \right) \right] \leq \epsilon < 1,
\]
for all \(n \geq m_0\). This implies
\[
\lim_{r \to \infty} \frac{1}{h_r} \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{d(A^p_k x'_k, x_0)}{\rho} \right) \right]^{q_k} \leq \lim_{r \to \infty} \frac{1}{h_r} \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{d(A^p_k x'_k, x_0)}{\rho} \right) \right].
\]

Thus,
\[
\left\{ n \in \mathbb{N} : \lim_{r \to \infty} \frac{1}{h_r} \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{d(A^p_k x'_k, x_0)}{\rho} \right) \right]^{q_k} \geq \epsilon \right\}
\subseteq \left\{ n \in \mathbb{N} : \lim_{r \to \infty} \frac{1}{h_r} \sum_{k \in I_r} \lambda_{nk} \left[ M_k \left( \frac{d(A^p_k x'_k, x_0)}{\rho} \right) \right] \geq \epsilon \right\} \in \mathcal{I}.
\]

The other part can be proved in the same way.

\[\square\]
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1. Introduction

It is well-known that several mathematics problems are naturally formulated as fixed point problem $Tx = x$, where $T$ is some suitable mapping, may be nonlinear. For example, for given functions $\zeta : [a, b] \subseteq \mathbb{R} \to \mathbb{R}$ and $\xi : [a, b] \times [a, b] \times \mathbb{R} \to \mathbb{R}$, the solution of following nonlinear integral equation

$$x(c) = \zeta(c) + \int_{a}^{b} \xi(c, r, x(r))dr,$$

where $x \in C[a, b]$ (the set of all continuous real-valued functions defined on $[a, b] \subseteq \mathbb{R}$), is equivalently to fixed point problems for the following mapping $T : C[a, b] \to C[a, b]$ defined by
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for all $x \in C[a, b]$.

The well-known Banach contraction theorem uses the Picard iteration process for approximation of fixed point. Many iterative processes have been developed to approximate fixed points of contraction type of mapping in $CAT(0)$ type spaces of ground spaces. Some of the other well-known iterative processes are those of Mann [17], Ishikawa [10], Noor [8], Abbas [1], Agarwal [2], Phuengrattana and Suantai [19], Karahan and Ozdemir [11], Chugh, Kumar and Kumar [6], Sahu and Petrusel [20], Khan [14], Gursoy and Karakaya [9], Thakur, Thakur and Postolache [22] and so on. See also [13, 23, 25] for more information on $CAT(0)$ spaces and applications. Recently, Ullah and Arshad [24] introduced a new three steps iteration process as the $K^*$ iteration process and proved that it is strong and converges fast as compared to all above mentioned iteration processes. They use uniformly convex Banach space as a ground space.

Motivated by above, in this paper, first we develop an example of Suzuki generalized nonexpansive mappings is given which is not nonexpansive. We compare the speed of convergence of the $K^*$ iteration process with the leading two steps S-iteration process and leading three steps Picard-S-iteration process for Suzuki generalized nonexpansive mappings, and graphic representation is also given.

Finally, we prove some strong and $\Delta$-convergence theorems for Suzuki generalized nonexpansive mappings in the setting of $CAT(0)$ spaces.

2. Preliminaries

Let $(X, d)$ be a metric space. A geodesic from $x$ to $y$ in $X$ is a mapping $c$ from closed interval $[0, l] \subset \mathbb{R}$ to $X$ such that $c(0) = x, c(l) = y$, and $d(c(t), c(t')) = |t - t'|$ for all $t, t' \in [0, l]$. In particular, $c$ is an isometry and $d(x, y) = l$. The image of $c$ is called a geodesic (or metric) segment joining $x$ and $y$. The space $(X, d)$ is said to be a geodesic space if every two points of $X$ is joined by a geodesic and $X$ is said to be uniquely geodesic if there is exactly one geodesic joining $x$ and $y$ for each $x, y \in X$, which we denote by $[x, y]$, called the segment joining $x$ to $y$.

A geodesic triangle $\Delta(x_1, x_2, x_3)$ in a geodesic metric space $(X, d)$ consists of three points $x_1, x_2, x_3$ in $X$ (the vertices of $\Delta$) and a geodesic segment between each pair of vertices (the edges of $\Delta$). A comparison triangle for the triangle $\Delta(x_1, x_2, x_3)$ in $(X, d)$ is a triangle $\bar{\Delta}(\bar{x}_1, \bar{x}_2, \bar{x}_3)$ in $\mathbb{R}^2$ such that $d_{\mathbb{R}^2}(\bar{x}_i, \bar{x}_j) = d(x_i, x_j)$ for $i, j \in \{1, 2, 3\}$.

A geodesic space is said be a $CAT(0)$ space if all geodesic triangles of appropriate size satisfy the following comparison axiom.
CAT(0): Let $\Delta$ be a geodesic triangle in $X$ and $\bar{\Delta}$ be a comparison triangle for $\Delta$. Then $\Delta$ is said to satisfy the CAT(0) inequality if for $x, y \in \Delta$ and all comparison points $\bar{x}, \bar{y} \in \bar{\Delta}$,

$$d(x, y) \leq d_{E^2}(\bar{x}, \bar{y}).$$

If $x, y_1, y_2$ are points in CAT(0) space and if $y_0$ is the midpoint of the segment $[y_1, y_2]$, then the CAT(0) inequality implies

$$d(x, y_0)^2 \leq \frac{1}{2}d(x, y_1)^2 + \frac{1}{2}d(x, y_2)^2 - \frac{1}{4}d(y_1, y_2)^2.$$  \hspace{1cm} (CN)

This is the (CN) inequality of Burhat and Tits [5].

We recall the following result from Dhompongsa and Panyanak [8].

Lemma 2.1. ([8]) For $x, y \in X$ and $\alpha \in [0, 1]$, there exists a unique point $z \in [x, y]$ such that

$$d(x, z) = \alpha d(x, y) \text{ and } d(y, z) = (1 - \alpha) d(x, y).$$  \hspace{1cm} (2.1)

The notation $((1 - \alpha)x \oplus \alpha y)$ is used for the unique point $z$ satisfying (2.1).

CAT(0) space may be regarded as a metric version of Hilbert space. For example, in CAT(0) space we have the following extended version of parallelogram law:

$$d(z, \alpha x \oplus (1 - \alpha)y)^2 = \alpha d(x, z)^2 + (1 - \alpha)d(z, y)^2 - \alpha(1 - \alpha)d(x, y)^2$$ \hspace{1cm} (2.2)

for any $\alpha \in [0, 1], x, y \in X$.

If $\alpha = \frac{1}{2}$, then the inequality (2.2) becomes the (CN) inequality.

In fact, a geodesic space is a CAT(0) space if and only if it satisfies the (CN) inequality (cf. [5]). Complete CAT(0) spaces are often called Hadamard spaces. For more on these spaces, please refer to [3, 4].

Lemma 2.2. ([14, Lemma 2.4]) For $x, y, z \in X$ and $\alpha \in [0, 1]$, we have

$$d(z, \alpha x \oplus (1 - \alpha)y) \leq \alpha d(z, x) + (1 - \alpha) d(z, y).$$

Let $C$ be a nonempty closed convex subset of a CAT(0) space $X$ let $\{x_n\}$ be a bounded sequence in $X$. For $x \in X$, we set

$$r(x, \{x_n\}) = \limsup_{n \to \infty} d(x_n, x).$$

The asymptotic radius of $\{x_n\}$ relative to $C$ is given by

$$r(C, \{x_n\}) = \inf \{r(x, \{x_n\}) : x \in C\}$$

and the asymptotic center of $\{x_n\}$ relative to $C$ is the set

$$A(C, \{x_n\}) = \{x \in C : r(x, \{x_n\}) = r(C, \{x_n\})\}.$$

It is well known that, in a complete CAT(0) space, $A(C, \{x_n\})$ consists of exactly one point.

We now recall the definition of $\Delta$-convergence in CAT(0) space.
**Definition 2.3.** A sequence \( \{x_n\} \) in a \( CAT(0) \) space \( X \) is said to be \( \Delta \)-convergent to \( x \in X \) if \( x \) is the unique asymptotic center of \( \{u_x\} \) for every subsequence \( \{u_x\} \) of \( \{x_n\} \).

In this case, we write \( \Delta \text{-lim}_{n \to \infty} x_n = x \) and call \( x \) the \( \Delta \)-lim of \( \{x_n\} \).

Recall that a bounded sequence \( \{x_n\} \) in \( X \) is said to be regular if \( r(\{x_n\}) = r(\{u_x\}) \) for every subsequence \( \{u_x\} \) of \( \{x_n\} \).

Since in a \( CAT(0) \) space every regular sequence \( \Delta \)-converges, we see that every bounded sequence in \( X \) has a \( \Delta \)-convergent subsequence.

A \( CAT(0) \) space \( X \) is said to satisfy the Opial’s property [17] if for each sequence \( \{x_n\} \) in \( X \), \( \Delta \)-converges to \( x \in X \), we have

\[
\limsup_{n \to \infty} d(x_n, x) < \limsup_{n \to \infty} d(x_n, y)
\]

for all \( y \in X \) such that \( y \neq x \).

**Definition 2.4.** A point \( p \) is called a fixed point of a mapping \( T \) if \( T(p) = p \) and \( F(T) \) represents the set of all fixed points of the mapping \( T \).

**Definition 2.5.** Let \( C \) be a nonempty subset of a \( CAT(0) \) space \( X \).

(i) A mapping \( T : C \to C \) is called a contraction if there exists \( \alpha \in (0, 1) \) such that

\[
d(Tx, Ty) \leq \alpha d(x, y)
\]

for all \( x, y \in C \).

(ii) A mapping \( T : C \to C \) is called nonexpansive if

\[
d(Tx, Ty) \leq d(x, y)
\]

for all \( x, y \in C \).

(iii) A mapping is a quasi-nonexpansive if for all \( x \in C \) and \( p \in F(T) \), we have

\[
d(Tx, p) \leq d(x, p).
\]

In 2008, Suzuki [21] introduced the concept of generalized nonexpansive mappings which is a condition on mappings called condition (C). A mapping \( T : C \to C \) is said to satisfy condition (C) if for all \( x, y \in C \), we have

\[
\frac{1}{2} d(x, Tx) \leq d(x, y) \text{ implies } d(Tx, Ty) \leq d(x, y).
\]

Suzuki [21] showed that the mapping satisfying condition (C) is weaker than nonexpansiveness. The mapping satisfying condition (C) is called a Suzuki generalized nonexpansive mapping.

Suzuki [21] obtained fixed point theorems and convergence theorems for Suzuki generalized nonexpansive mapping. In 2011, Phuengrattana [18] proved convergence theorems for Suzuki generalized nonexpansive mappings using the Ishikawa iteration in uniformly convex Banach spaces and \( CAT(0) \) spaces. Recently, fixed point theorems for Suzuki generalized nonexpansive mapping have been studied by a number of authors, see, e.g., [22] and references therein.
The following are some basic properties of Suzuki generalized nonexpansive mappings whose proofs in the setup of $CAT(0)$ spaces follow the same lines as those of [12, Propositions 11, 14, 19] and therefore we omit them.

**Proposition 2.6.** Let $C$ be a nonempty subset of a $CAT(0)$ space $X$ and $T : C \to C$ be any mapping.

(i) [21, Proposition 1] If $T$ is nonexpansive, then $T$ is a Suzuki generalized nonexpansive mapping.

(ii) [21, Proposition 2] If $T$ is a Suzuki generalized nonexpansive mapping and has a fixed point, then $T$ is a quasi-nonexpansive mapping.

(iii) [21, Lemma 7] If $T$ is a Suzuki generalized nonexpansive mapping, then
\[ d(x, Ty) \leq 3d(Tx, x) + d(x, y) \]
for all $x, y \in C$.

**Lemma 2.7.** [21, Theorem 5] Let $C$ be a weakly compact convex subset of a $CAT(0)$ space $X$. Let $T$ be a mapping on $C$. Assume that $T$ is a Suzuki generalized nonexpansive mapping. Then $T$ has a fixed point.

**Lemma 2.8.** [16, Lemma 2.9] Suppose that $X$ is a complete $CAT(0)$ space and $x \in X$. If $\{t_n\}$ is a sequence in $[b, c]$ for some $b, c \in (0, 1)$ and $\{x_n\}, \{y_n\}$ are sequences in $X$ such that for some $r \geq 0$, we have
\[ \lim_{n \to \infty} \sup d(x_n, x) \leq r, \]
\[ \lim_{n \to \infty} \sup d(y_n, x) \leq r, \]
\[ \lim_{n \to \infty} \sup d(t_n x_n + (1 - t_n) y_n, x) = r, \]
then
\[ \lim_{n \to \infty} d(x_n, y_n) = 0. \]

**Lemma 2.9.** [7, Proposition 2.1] If $C$ is a closed convex subset of a complete $CAT(0)$ space $X$ and if $\{x_n\}$ is a bounded sequence in $C$, then the asymptotic center of $\{x_n\}$ is in $C$.

**Lemma 2.10.** [15] Every bounded sequence in a complete $CAT(0)$ space always has a $\Delta$-convergent subsequence.

**Lemma 2.11.** [15, Proposition 3.7] Let $C$ is a closed convex subset of a complete $CAT(0)$ space $X$ and $T : C \to X$ be a Suzuki generalized nonexpansive mapping. Then the conditions $\{x_n\}$ $\Delta$-converges to $x$ and $d(Tx_n, x_n) \to 0$ imply $x \in C$ and $Tx = x$.

The following is an example of Suzuki generalized nonexpansive mapping which is not nonexpansive.

**Example 1.** Define a mapping $T : [0, 1] \to [0, 1]$ by
\[ Tx = \begin{cases} 
1 - x & \text{if } x \in \left[0, \frac{1}{2}\right), \\
\frac{x + 5}{6} & \text{if } x \in \left[\frac{1}{6}, 1\right]. 
\end{cases} \]
We need to prove that \( T \) is a Suzuki generalized nonexpansive but not nonexpansive.

If \( x = \frac{15}{96} \) and \( y = \frac{1}{6} \), then we have
\[
d(Tx, Ty) = |Tx - Ty| = \left| \frac{1}{2} - \frac{15}{96} - \frac{31}{36} \right| = \frac{5}{288}
\]

Hence \( T \) is not a nonexpansive mapping.

To verify that \( T \) is a Suzuki generalized nonexpansive mapping, consider the following cases:

**Case I:** Let \( x \in [0, \frac{1}{6}) \). Then \( \frac{1}{2}d(x, Tx) = \frac{1}{2}d(x, \{ \frac{1}{2}, \frac{1}{3} \}) \). For \( \frac{1}{2}d(x, Tx) \leq d(x, y) \), we have \( \frac{1-2x}{2} \leq y-x \), i.e., \( \frac{1}{2} \leq y \) and hence \( y \in [\frac{1}{2}, 1] \). We have
\[
d(Tx, Ty) = \left| \frac{y + 5}{6} - (1 - x) \right| = \left| \frac{y + 6x - 1}{6} \right| < \frac{1}{6}
\]

and
\[
d(x, y) = |x - y| > \frac{1}{6} - \frac{1}{2} = \frac{2}{6}.
\]

Hence \( \frac{1}{2}d(x, Tx) \leq d(x, y) \implies d(Tx, Ty) \leq d(x, y) \).

**Case II:** Let \( x \in [\frac{1}{6}, 1] \). Then \( \frac{1}{2}d(x, Tx) = \frac{1}{2}\left| \frac{2x+5}{6} - x \right| = \frac{5-5x}{12} \in [0, \frac{25}{72}] \). For \( \frac{1}{2}d(x, Tx) \leq d(x, y) \), we have \( \frac{5-5x}{12} \leq |y-x| \), which gives two possibilities:

(a) Let \( x < y \). Then \( \frac{5-5x}{12} \leq y-x \implies y \geq \frac{5+7x}{12} \implies y \in [\frac{37}{72}, 1] \subset [\frac{1}{6}, 1] \).

So
\[
d(Tx, Ty) = \left| \frac{x + 5}{6} - \frac{y + 5}{6} \right| = \frac{1}{6}d(x, y) \leq d(x, y).
\]

Hence \( \frac{1}{2}d(x, Tx) \leq d(x, y) \implies d(Tx, Ty) \leq d(x, y) \).

(b) Let \( x > y \). Then \( \frac{5-5x}{12} \leq x - y \implies y \leq x - \frac{5-5x}{12} = \frac{17x-5}{12} \implies y \in [-\frac{13}{72}, 1] \). Since \( y \in [0, 1] \), \( y \leq \frac{17x-5}{12} \implies x \in [\frac{5}{12}, 1] \). So the case is \( x \in [\frac{5}{12}, 1] \) and \( y \in [0, 1] \).

Now the case that \( x \in [\frac{5}{12}, 1] \) and \( y \in [\frac{1}{6}, 1] \) is the same case as that of (a). So let \( x \in [\frac{5}{12}, 1] \) and \( y \in [0, \frac{1}{6}) \). Then
\[
d(Tx, Ty) = \left| \frac{x + 5}{6} - (1 - y) \right| = \left| \frac{x + 6y - 1}{6} \right|.
\]

For convenience, first we consider \( x \in [\frac{5}{12}, 1] \) and \( y \in [0, \frac{1}{6}) \). Then \( d(Tx, Ty) \leq \frac{1}{12} \) and \( d(x, y) \geq \frac{3}{12} \). Hence \( d(Tx, Ty) \leq d(x, y) \).
Table 1. Some values produced by $S$, Picard-$S$ and $K^*$ IP

<table>
<thead>
<tr>
<th>$K^*$</th>
<th>Picard-$S$</th>
<th>$S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_0$</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>$x_1$</td>
<td>0.99809713998382</td>
<td>0.99722222222222</td>
</tr>
<tr>
<td>$x_2$</td>
<td>0.99997729192914</td>
<td>0.9999300629392</td>
</tr>
<tr>
<td>$x_3$</td>
<td>0.99999985210113</td>
<td>0.9999849779947</td>
</tr>
<tr>
<td>$x_4$</td>
<td>0.9999999971662</td>
<td>0.999996779523</td>
</tr>
<tr>
<td>$x_5$</td>
<td>1</td>
<td>0.99999999933035</td>
</tr>
<tr>
<td>$x_6$</td>
<td>1</td>
<td>0.9999999998638</td>
</tr>
<tr>
<td>$x_7$</td>
<td>1</td>
<td>0.9999999999973</td>
</tr>
<tr>
<td>$x_8$</td>
<td>1</td>
<td>0.99999999999999</td>
</tr>
<tr>
<td>$x_9$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$x_{10}$</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2. Some values produced by $S$, Picard-$S$ and $K^*$ IP

<table>
<thead>
<tr>
<th>$K^*$</th>
<th>Picard-$S$</th>
<th>$S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_0$</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>$x_1$</td>
<td>0.99048569991909</td>
<td>0.99722222222222</td>
</tr>
<tr>
<td>$x_2$</td>
<td>0.99988645964572</td>
<td>0.9999300629392</td>
</tr>
<tr>
<td>$x_3$</td>
<td>0.99999992650565</td>
<td>0.999996050566</td>
</tr>
<tr>
<td>$x_4$</td>
<td>0.9999999858311</td>
<td>0.999996779523</td>
</tr>
<tr>
<td>$x_5$</td>
<td>1</td>
<td>0.9999999933035</td>
</tr>
<tr>
<td>$x_6$</td>
<td>1</td>
<td>0.999999998638</td>
</tr>
<tr>
<td>$x_7$</td>
<td>1</td>
<td>0.9999999999973</td>
</tr>
<tr>
<td>$x_8$</td>
<td>1</td>
<td>0.99999999999999</td>
</tr>
<tr>
<td>$x_9$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$x_{10}$</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Next consider $x \in [\frac{1}{2}, 1]$ and $y \in [0, \frac{1}{6}]$. Then $d(Tx, Ty) \leq \frac{1}{6}$ and $d(x, y) \geq \frac{2}{6}$. Hence $d(Tx, Ty) \leq d(x, y)$. So $$\frac{1}{2}d(x, Tx) \leq d(x, y) \implies d(Tx, Ty) \leq d(x, y).$$ Hence $T$ is a Suzuki generalized nonexpansive mapping.

In order to show the efficiency of $K^*$ iteration process, we use Example 1 with $x_0 = 0.9, x_0 = 0.5$ and get the above Tables 1 and 2. Graphic representation is given in Figure 1.

Let $n \geq 0$ and $\{\alpha_n\}$ and $\{\beta_n\}$ be real sequences in $[0, 1]$. Ullah and Arshad [24] introduced a new iteration process known as the $K^*$ iteration process

$$\begin{align*}
x_0 &\in C \\
z_n &= (1 - \beta_n)x_n + \beta_nTx_n \\
y_n &= T((1 - \alpha_n)z_n + \alpha_nTz_n) \\
x_{n+1} &= Ty_n.
\end{align*}$$
Figure 1. Convergence of iterative sequences generated by $K^*$ (red line), Picard-S (blue line) and $S$ (green line) iteration process to the fixed point 1 of the mapping $T$ defined in Example 1.

They also proved that the $K^*$ iteration process is faster than the Picard-S iteration and $S$-iteration processes with the help of a numerical example.

3. Convergence results for Suzuki generalized nonexpansive mappings

In this section, we prove some strong and $\Delta$-convergence theorems of a sequence generated by a $K^*$ iteration process for Suzuki generalized nonexpansive mappings in the setting of $\text{CAT}(0)$ space. The $K^*$ iteration process in the language of $\text{CAT}(0)$ space is given by

\[
\begin{align*}
x_0 & \in C \\
z_n &= (1 - \beta_n)x_n \oplus \beta_n Tx_n \\
y_n &= T((1 - \alpha_n)z_n \oplus \alpha_n Tz_n) \\
x_{n+1} &= Ty_n
\end{align*}
\]

(3.1)

Lemma 3.1. Let $C$ be a nonempty closed convex subset of a $\text{CAT}(0)$ space $X$ and $T : C \to C$ be a Suzuki generalized nonexpansive mapping with $F(T) \neq \emptyset$. For arbitrarily chosen $x_0 \in C$, let the sequence $\{x_n\}$ be generated by (3.1). Then \( \lim_{n \to \infty} d(x_n, p) \) exists for any $p \in F(T)$.

Proof. Let $p \in F(T)$ and $z \in C$. Since $T$ is a Suzuki generalized nonexpansive mapping,

\[
\frac{1}{2}d(p, Tp) = 0 \leq d(p, z) \text{ implies that } d(Tp, Tz) \leq d(p, z).
\]

By Proposition 2.6 (ii), we have
\[ d(z_n, p) = d((1 - \beta_n)x_n \oplus \beta_nTx_n), p) \]
\[ \leq (1 - \beta_n)d(x_n, p) + \beta_n d(Tx_n, p) \]
\[ \leq (1 - \beta_n)d(x_n, p) + \beta_n d(x_n, p) \]
\[ = d(x_n, p). \quad (3.2) \]

Using (3.2), we get
\[ d(y_n, p) = d((T(1 - \alpha_n)z_n \oplus \alpha_nTz_n), p) \]
\[ \leq d(((1 - \alpha_n)z_n \oplus \alpha_nTz_n), p) \]
\[ \leq (1 - \alpha_n)d(z_n, p) + \alpha_n d(Tz_n, p) \]
\[ \leq (1 - \alpha_n)d(x_n, p) + \alpha_n d(x_n, p) \]
\[ = d(x_n, p). \quad (3.3) \]

Similarly by using (3.3), we have
\[ d(x_{n+1}, p) = d(Ty_n, p) \]
\[ \leq d(y_n, p) \]
\[ \leq d(x_n, p). \]

This implies that \( \{d(x_n, p)\} \) is bounded and nonincreasing for all \( p \in F(T) \). Hence \( \lim_{n \to \infty} d(x_n, p) \) exists, as required. \( \square \)

**Theorem 3.2.** Let \( C \) be a nonempty closed convex subset of a \( \text{CAT}(0) \) space \( X \) and \( T : C \to C \) be a Suzuki generalized nonexpansive mapping. For arbitrary chosen \( x_0 \in C \), let the sequence \( \{x_n\} \) be generated by (3.1) for all \( n \geq 1 \), where \( \{\alpha_n\} \) and \( \{\beta_n\} \) are sequences of real numbers in \( [a, b] \) for some \( a, b \) with \( 0 < a \leq b < 1 \). Then \( F(T) \neq \emptyset \) if and only if \( \{x_n\} \) is bounded and \( \lim_{n \to \infty} d(Tx_n, x_n) = 0 \).

**Proof.** Suppose \( F(T) \neq \emptyset \) and let \( p \in F(T) \). Then, by Theorem 3.2, \( \lim_{n \to \infty} d(x_n, p) \) exists and \( \{x_n\} \) is bounded. Put
\[ \lim_{n \to \infty} d(x_n, p) = r. \quad (3.4) \]

From (3.2) and (3.4), we have
\[ \limsup_{n \to \infty} d(z_n, p) \leq \limsup_{n \to \infty} d(x_n, p) = r. \quad (3.5) \]

By Proposition 2.6 (ii) we have
\[ \limsup_{n \to \infty} d(y_n, p) \leq \limsup_{n \to \infty} d(x_n, p) = r. \quad (3.6) \]
On the other hand, by using (3.2), we have
\[ d(x_{n+1}, p) = d(Ty_n, p) \leq d(y_n, p) = d(T(1 - \alpha_n)z_n + \alpha_n Tz_n, p) \leq d((1 - \alpha_n)z_n + \alpha_n Tz_n, p) \]
\[ \leq (1 - \alpha_n)d(z_n, p) + \alpha_n d(Tz_n, p) \leq (1 - \alpha_n)d(x_n, p) + \alpha_n d(z_n, p) = d(x_n, p) - \alpha_n d(x_n, p) + \alpha_n d(z_n, p). \]

This implies that
\[ \frac{d(x_{n+1}, p) - d(x_n, p)}{\alpha_n} \leq d(z_n, p) - d(x_n, p). \]

So
\[ d(x_{n+1}, p) - d(x_n, p) \leq \frac{d(x_{n+1}, p) - d(x_n, p)}{\alpha_n} \leq d(z_n, p) - d(x_n, p), \]
which implies that
\[ d(x_{n+1}, p) \leq d(z_n, p). \]

Therefore,
\[ r \leq \liminf_{n \to \infty} d(z_n, p). \quad (3.7) \]

By (3.5) and (3.7), we get
\[ r = \lim_{n \to \infty} d(z_n, p) \]
\[ = \lim_{n \to \infty} d(((1 - \beta_n)x_n + \beta_n Tx_n), p) \]
\[ = \lim_{n \to \infty} d(\beta_n (Tx_n, p) + (1 - \beta_n)(x_n, p)). \quad (3.8) \]

From (3.4), (3.6), (3.8) and Lemma 2.8, we have that \( \lim_{n \to \infty} d(Tx_n, x_n) = 0. \)

Conversely, suppose that \( \{x_n\} \) is bounded and \( \lim_{n \to \infty} d(Tx_n, x_n) = 0. \) Let \( p \in A(C, \{x_n\}). \) By Proposition 2.6 (iii), we have
\[ r(Tp, \{x_n\}) = \limsup_{n \to \infty} d(x_n, Tp) \]
\[ \leq \limsup_{n \to \infty} (3d(Tx_n, x_n) + d(x_n, p)) \]
\[ \leq \limsup_{n \to \infty} d(x_n, p) = r(p, \{x_n\}). \]

This implies that \( Tp \in A(C, \{x_n\}). \) Since \( X \) is uniformly convex, \( A(C, \{x_n\}) \) is a singleton and hence we have \( Tp = p. \) So \( F(T) \neq \emptyset. \)

Now we are in the position to prove \( \Delta \)-convergence theorem.
Theorem 3.3. Let $C$ be a nonempty closed convex subset of a complete CAT(0) space $X$ and $T : C \to C$ be a Suzuki generalized nonexpansive mapping with $F(T) \neq \emptyset$. Let $\{t_n\}$ and $\{s_n\}$ be sequences in $[0, 1]$ such that $\{t_n\} \in [a, b]$ and $\{s_n\} \in [0, b]$ or $\{t_n\} \in [a, 1]$ and $\{s_n\} \in [a, b]$ for some $a, b$ with $0 < a \leq b < 1$. For an arbitrary element $x_1 \in C$, $\{x_n\}$ $\Delta$-converges to a fixed point of $T$.

Proof. Since $F(T) \neq \emptyset$, by Theorem 3.3, we have that $\{x_n\}$ is bounded and $\lim d(Tx_n, x_n) = 0$. We now let $w_w \{x_n\} := \bigcup A\{\{u_n\}\}$ where the union is taken over all subsequences $\{u_n\}$ of $\{x_n\}$. We claim that $w_w \{x_n\} \subset F(T)$. Let $u \in w_w \{x_n\}$. Then there exists a subsequence $\{u_n\}$ of $\{x_n\}$ such that $A(\{u_n\}) = \{u\}$. By Lemmas 2.9 and 2.10, there exists a subsequence $\{v_n\}$ of $\{u_n\}$ such that $\Delta\lim_n \{v_n\} = v \in C$. Since $\lim d(v_n, T\{v_n\}) = 0$, $v \in F(T)$ by Lemma 2.11. We claim that $u = v$. Suppose not. Since $T$ is a Suzuki generalized nonexpansive mapping and $v \in F(T)$, $\lim_n d(x_n, v)$ exists by Theorem 3.2. Then by uniqueness of asymptotic centers,

$$\lim_{n \to \infty} \sup d(v_n, v) < \lim_{n \to \infty} \sup d(v_n, u),$$

which is a contradiction and hence $u = v \in F(T)$. To show that $\{x_n\}$ $\Delta$-converges to a fixed point of $T$, it is sufices to show that $w_w \{x_n\}$ consists of exactly one point. Let $\{u_n\}$ be a subsequence of $\{x_n\}$. By Lemmas 2.9 and 2.10, there exists a subsequence $\{v_n\}$ of $\{u_n\}$ such that $\Delta\lim_n \{v_n\} = v \in C$. Let $A(\{u_n\}) = \{u\}$ and $A(\{x_n\}) = \{x\}$. We have seen that $c \in F(T)$. We can complete the proof by showing that $x = v$. Suppose not. Since $\{d(x_n, v)\}$ is convergent, by the uniqueness of asymptotic centers,

$$\lim_{n \to \infty} \sup d(v_n, v) < \lim_{n \to \infty} \sup d(v_n, x),$$

which is a contradiction and hence the conclusion follows. $\square$

Next we prove the strong convergence theorem.

Theorem 3.4. Let $C$ be a nonempty compact convex subset of a CAT(0) space $X$ and $T : C \to C$ is a Suzuki generalized nonexpansive mapping. For arbitrary chosen $x_0 \in C$, let the sequence $\{x_n\}$ be generated by (3.1) for all $n \geq 1$, where $\{\alpha_n\}$ and $\{\beta_n\}$ are sequences of real numbers in $[a, b]$ for some $a, b$ with $0 < a \leq b < 1$. Then $\{x_n\}$ converges strongly to a fixed point of $T$. 
Proof. By Lemma 2.7, we have that $F(T) \neq \emptyset$ and so by Theorem 3.2 we have $\lim_{n \to \infty} d(Tx_n, x_n) = 0$. Since $C$ is compact, there exists a subsequence $(x_{n_k})$ of $(x_n)$ such that $(x_{n_k})$ converges strongly to $p$ for some $p \in C$. By Proposition 2.6 (iii), we have

$$d(x_{n_k}, Tp) \leq 3d(Tx_{n_k}, x_{n_k}) + d(x_{n_k}, p), \text{ for all } n \geq 1.$$ 

Letting $k \to \infty$, we get $Tp = p$, i.e., $p \in F(T)$. By Theorem 3.2, $\lim_{n \to \infty} d(x_n, p)$ exists for every $p \in F(T)$ and so $(x_n)$ converges strongly to $p$. \hfill $\square$

Senter and Dotson [22] introduced the notion of a mappings satisfying condition (I) as follows.

A mapping $T : C \to C$ is said to satisfy condition (I) if there exists a nondecreasing function $f : [0, \infty) \to [0, \infty)$ with $f(0) = 0$ and $f(r) > 0$ for all $r > 0$ such that $d(x, Tx) \geq f(d(x, F(T)))$ for all $x \in C$, where $d(x, F(T)) = \inf_{p \in F(T)} d(x, p)$.

Now we prove the strong convergence theorem using condition (I).

**Theorem 3.5.** Let $C$ be a nonempty closed convex subset of a CAT(0) space $X$ and $T : C \to C$ be a Suzuki generalized nonexpansive mapping. For arbitrary chosen $x_0 \in C$, let the sequence $(x_n)$ be generated by (3.1) for all $n \geq 1$, where $\{\alpha_n\}$ and $\{\beta_n\}$ are sequences of real numbers in $[a, b]$ for some $a, b$ with $0 < a < b < 1$ such that $F(T) \neq \emptyset$. If $T$ satisfies condition (I), then $(x_n)$ converges strongly to a fixed point of $T$.

**Proof.** By Lemma 3.1, we see that $\lim_{n \to \infty} d(x_n, p)$ exists for all $p \in F(T)$ and so $\lim_{n \to \infty} d(x_n, F(T))$ exists. Assume that $\lim_{n \to \infty} d(x_n, p) = r$ for some $r \geq 0$. If $r = 0$, then the result follows. Suppose $r > 0$. Then from the hypothesis and condition (I),

$$f(d(x_n, F(T))) \leq d(Tx_n, x_n). \quad (3.9)$$

Since $F(T) \neq \emptyset$, by Theorem 3.3, we have $\lim_{n \to \infty} d(Tx_n, x_n) = 0$. So (3.9) implies that

$$\lim_{n \to \infty} f(d(x_n, F(T))) = 0. \quad (3.10)$$

Since $f$ is a nondecreasing function, from (3.10), we have $\lim_{n \to \infty} d(x_n, F(T)) = 0$. Thus we have a subsequence $(x_{n_k})$ of $(x_n)$ and a sequence $(y_k)$, $y_k \in F(T)$, such that

$$d(x_{n_k}, y_k) < \frac{1}{2^k} \text{ for all } k \in \mathbb{N}.$$

So using (3.4), we get

$$d(x_{n_k+1}, y_k) \leq d(x_{n_k}, y_k) < \frac{1}{2^k}.$$
Hence
\[ d(y_{k+1}, y_k) \leq d(y_{k+1}, x_{k+1}) + d(x_{k+1}, y_k) \leq \frac{1}{2^{k+1}} + \frac{1}{2^k} < \frac{1}{2^{k-1}} \to 0, \text{ as } k \to \infty. \]

This shows that \( \{y_k\} \) is a Cauchy sequence in \( F(T) \) and so it converges to a point \( p \). Since \( F(T) \) is closed, \( p \in F(T) \) and then \( \{x_{n_k}\} \) converges strongly to \( p \). Since \( \lim_{n \to \infty} d(x_n, p) \) exists, we have that \( x_n \to p \in F(T) \). Hence the proof is complete. \( \square \)
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Abstract

In this paper, first we derive some nonlinear discrete inequalities, and then as an application, we study the Ulam stability of the first order nonlinear difference equation

$$\Delta y(n) = f(n,y(n)), \ n \geq n_0,$$

where \(f\) is a given function. The obtained result on Ulam stability is new to the literature in the sense that our approach does not require the explicit form of solutions of the investigated equations.
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1. Introduction

In the passed years, the Ulam stability of functional equations received a great attention. In general, we say that an equation is stable in the sense of Ulam if for
every approximate solution of that equation there exists an exact solution of the equation near it. For more details on Ulam stability, one can refer to [13].

The problem of the Ulam stability of difference equations is related to the notion of the perturbation of discrete dynamical systems. In [2–5, 7–9, 11, 12, 14, 17], the authors studied Ulam stability of linear difference equations and in [16], the authors obtained some results on Ulam stability for some second order linear difference equations. In all these papers, the authors studied the Ulam stability of first and second order linear difference equations and it seems that no results dealing with Ulam stability for the nonlinear difference equations are available in the literature.

Therefore the purpose of this paper is to study that Ulam stability of the following first order nonlinear difference equation

$$\Delta y(n) = f(n, y(n)), \ n \geq N,$$  \hspace{1cm} (1.1)

where \( f \in C(N, \mathbb{R}) \) and \( N \) denotes the set of all non-negative integers, without using the explicit form of the solutions.

Next, we present the definition of the Ulam stability for difference equations.

**Definition 1.1.** The equation (1.1) is called stable in Ulam sense if there exists a constant \( L \geq 0 \) such that for every \( \epsilon > 0 \) and every \( \{y(n)\} \) in \( \mathbb{R} \) satisfying

$$|\Delta y(n) - f(n, y(n))| \leq \epsilon, \ n \geq 0$$  \hspace{1cm} (1.2)

there exists a sequence \( \{x(n)\} \) in \( \mathbb{R} \) with the properties

$$\Delta x(n) = f(n, x(n)), \ n \geq 0$$  \hspace{1cm} (1.3)

and

$$|y(n) - x(n)| \leq L \epsilon, \ n \geq 0.$$  \hspace{1cm} (1.4)

A sequence \( \{y(n)\} \) which satisfies (1.2) for some \( \epsilon > 0 \) is called an approximate solution of the nonlinear difference equation (1.1), and we reformulate the above definition as: the equation (1.1) is called Ulam stable if for every approximate solution of it there exists an exact solutions close to it. If in Definition 1.1, the
number $\epsilon$ is replaced by a sequence of positive numbers $\{\epsilon(n)\}$ and $L\epsilon$ from (1.4) by a sequence of positive numbers $\{\eta(n)\}$ the equation (1.1) is called generalized stable in the Ulam sense.

In this paper first we derive some nonlinear discrete inequalities, and as an application we investigate the Ulam stability of equations (1.1).

2. NONLINEAR DISCRETE INEQUALITIES

In this section, we present some nonlinear discrete inequalities which provide us a powerful tool for investigating the Ulam stability of a nonlinear first order difference equations.

We begin with the following results which can be found in: [[6], Theorem 41, pp.39].

**Lemma 2.1.** If $a > 0$ and $0 < \alpha \leq 1$, then

$$a^\alpha \leq \alpha a + (1 - \alpha)$$

and the equality holds if $\alpha = 1$.

**Theorem 2.2.** Let $\{u(n)\}$, $\{f(n)\}$, $\{g(n)\}$ and $\{h(n)\}$ be nonnegative real sequences defined for all $n \in \mathbb{N}$, and

$$u(n) \leq f(n) + g(n) \sum_{s=0}^{n-1} h(s)u^\alpha(s), \quad (2.1)$$

where $0 < \alpha \leq 1$. Then

$$u(n) \leq f(n) + g(n) \sum_{s=0}^{n-1} h(s)(\alpha f(s) + (1 - \alpha)) \exp \left( \sum_{t=s+1}^{n-1} \alpha f(t)g(t) \right). \quad (2.2)$$

**Proof.** Defining a sequence $R(n)$ by

$$R(n) = \sum_{s=0}^{n-1} h(s)u^\alpha(s),$$

then $R(0) = 0$ and $u(n) \leq f(n) + g(n)R(n)$. Now using Lemma 2.1, one can obtain

$$\Delta R(n) = h(n)u^\alpha(n) \leq h(n)(f(n) + g(n)R(n))^\alpha$$

$$\leq (\alpha h(n)f(n) + (1 - \alpha)h(n)) + \alpha h(n)g(n)R(n).$$
or
\[ R(n + 1) - (1 + \alpha h(n)g(n))R(n) \leq h(n)(\alpha f(n) + (1 - \alpha)). \] (2.3)

Multiplying (2.3) by \( \prod_{s=0}^{n}(1 + \alpha h(s)g(s))^{-1} \), we have
\[ \Delta \left( R(n) \prod_{s=0}^{n}(1 + \alpha h(s)g(s))^{-1} \right) \leq h(n)(\alpha f(n) + (1 - \alpha)) \prod_{s=0}^{n}(1 + \alpha h(s)g(s))^{-1}. \]

Summing up the last inequality from 0 to \( n - 1 \), we obtain
\[ R(n) \leq \sum_{s=0}^{n-1} h(s)(\alpha f(s) + (1 - \alpha)) \prod_{t=s+1}^{n-1} (1 + \alpha h(t)g(t)) \]
\[ \leq \sum_{s=0}^{n-1} h(s)(\alpha f(s) + (1 - \alpha)) \left( \exp \sum_{t=s+1}^{n-1} \alpha h(t)g(t) \right). \] (2.4)

Using (2.4) in \( u(n) \leq f(n) + g(n)R(n) \), we have the desired inequality (2.2). This completes the proof.

**Corollary 2.3.** Let \( u(n) \) and \( p(n) \) be non-negative real sequences defined for all \( n \in \mathbb{N} \) such that
\[ u(n) \leq c + \sum_{s=0}^{n-1} p(s)u^\alpha(s) \] (2.5)
where \( c \geq 0 \) and \( 0 < \alpha \leq 1 \). Then
\[ u(n) \leq \left( \frac{\alpha c + (1 - \alpha)}{\alpha} \right) \exp \left( \sum_{s=0}^{n-1} \alpha p(s) \right). \] (2.6)

**Proof.** Let \( f(n) = c \geq 0, g(n) = 1 \) and \( h(n) = p(n) \) in (2.2), we have
\[ u(n) \leq c + \sum_{s=0}^{n-1} p(s)(\alpha c + 1 - \alpha) \prod_{t=s+1}^{n-1} (1 + \alpha p(t)) \]
\[ = c + \frac{(\alpha c + (1 - \alpha))}{\alpha} \sum_{s=0}^{n-1} \alpha p(s) \prod_{t=s+1}^{n-1} (1 + \alpha p(t)) \]
\[ = c + \frac{(\alpha c + (1 - \alpha))}{\alpha} \left( \prod_{s=0}^{n-1} (1 + \alpha p(s)) - 1 \right) \]
\[ \leq \left( \frac{\alpha c + (1 - \alpha)}{\alpha} \right) \exp \left( \sum_{s=0}^{n-1} \alpha p(s) \right). \]
The proof is now complete.
**Theorem 2.4.** Let \( u(n) \), \( p(n) \) and \( h(n) \) be non-negative real sequences for all \( n \in \mathbb{N} \) and
\[
    u(n) \leq c + \sum_{s=0}^{n-1} p(s)u(s) + \sum_{s=0}^{n-1} h(s)u^\alpha(s),
\]
where \( c \geq 0 \) and \( 0 < \alpha \leq 1 \). Then
\[
    u(n) \leq \left( c + (1 - \alpha) \sum_{s=0}^{n-1} h(s) \right) \exp \left( \sum_{s=0}^{n-1} (p(s) + \alpha h(s)) \right).
\]

**Proof.** Let \( R(n) \) be the right hand side of (2.7). Then \( R(0) = c \) and \( u(n) \leq R(n) \) and
\[
    \Delta R(n) = p(n)u(n) + h(n)u^\alpha(n)
\]
\[
    \leq p(n)R(n) + h(n)R^\alpha(n)
\]
\[
    \leq p(n)R(n) + h(n)(\alpha R(n) + (1 - \alpha))
\]
\[
    = (p(n) + \alpha h(n))R(n) + (1 - \alpha)h(n)
\]
where we have used Lemma 2.1. Now from (2.9), we have
\[
    R(n+1) - (1 + p(n) + \alpha h(n))R(n) \leq (1 - \alpha)h(n).
\]
Arguing as in the proof of Theorem 2.2, one can easily obtain the desired result and hence the details are omitted. ■

**Remark 2.1.** (a) If \( \alpha = 1 \) in Theorem 2.2, then it reduced to the well-known Pachpatte inequality [10], in 2002. For \( 0 < \alpha < 1 \) the estimate (2.2) of Theorem 2.2 is new to the literature.

(b) If \( \alpha = 1 \) and \( g(n) \equiv 1 \), then Theorem 2.2 reduced to a well-known result due to Sugiyama [15], in 1969.

**Remark 2.2.** If \( \alpha = 1 \) in Corollary 2.3, then it reduced to the discrete analogue of the well-known Gronwall-Bellman inequality [1].

**Remark 2.3.** The result obtained in Theorem 2.4 is different from that one by Willet and Wong [18] for the case \( 0 < \alpha < 1 \).
3. ULAM STABILITY

As an application of the discrete inequalities established in Section 2, we investigate the Ulam stability of equation (1.1).

**Theorem 3.1.** Let \( p(n) \) be a positive real sequence for all \( n \in \mathbb{N} \) such that

\[
|f(n, u) - f(n, v)| \leq p(n)|u - v|^\alpha
\]

where \( 0 < \alpha \leq 1 \), and

\[
\sum_{n=0}^{\infty} p(n) < \infty.
\]

If for a positive real sequence \( \phi(n) \) such that \( \sum_{n=0}^{\infty} \phi(n) < \infty \), and

\[
|\Delta y(n) - f(n, y(n))| \leq \phi(n)
\]

then there exists a real sequence \( x(n) \) and a constant \( k > 0 \) satisfying

\[
\Delta x(n) = f(n, x(n))
\]

such that \( |y(n) - x(n)| \leq k \); that is, equation (1.1) has the Ulam stability.

**Proof.** From the inequality (3.3), we have

\[
y(n) \leq y(0) + \sum_{s=0}^{n-1} f(s, y(s)) + \sum_{s=0}^{n-1} \phi(s)
\]

and from the equation (3.4), we obtain

\[
x(n) = x(0) + \sum_{s=0}^{n-1} f(s, x(s)).
\]

Combining (3.5) and (3.6) yields

\[
|y(n) - x(n)| \leq |y(0) - x(0)| + \sum_{s=0}^{n-1} |f(s, y(s)) - f(s, x(s))| + \sum_{s=0}^{n-1} \phi(s).
\]

Using the condition (3.1) in the above inequality, we have

\[
|y(n) - x(n)| \leq M_1 + \sum_{s=0}^{n-1} p(s)|y(s) - x(s)|^\alpha + M_2
\]

(3.7)
where $M_1 = |y(0) - x(0)|$ and $\sum_{n=0}^{\infty} \phi(n) \leq M_2$ by hypothesis. Now applying Corollary 2.3 in (3.7), we obtain
\[
|y(n) - x(n)| \leq \left(\frac{(M_1 + M_2)\alpha + (1 - \alpha)}{\alpha}\right) \exp\left(\sum_{s=0}^{n-1} \alpha p(s)\right), \tag{3.8}
\]
It follows from (3.2) that there is a constant $M_3 > 0$ such that $\sum_{n=0}^{\infty} p(n) \leq M_3$, and using this in (3.8), one obtains
\[
|y(n) - x(n)| \leq k
\]
where $k = \left(\frac{(M_1 + M_2)\alpha + (1 - \alpha)}{\alpha}\right) \exp(\alpha M_3)$. This completes the proof. \[\blacksquare\]

4. Conclusion

In this paper, first we have obtained some new nonlinear discrete inequalities and then as an application we investigate the Ulam stability of a nonlinear first order difference equation. In this approach, we do not need to require the explicit form of the solution of the studied equation, where as in [3,4,7-9,11,12,14] the authors used the explicit form of the solutions to prove their established results.

References


[18] D.Willett and J.S.W.Wong, On the discrete analogues of some generalizations
Algebras and Smarandache Types

Jung Mi Ko\(^1\) and Sun Shin Ahn\(^2,\)*

\(^1\)Department of Mathematics, Gangneung-Wonju National University, Gangneung 25457, Korea
\(^2\)Department of Mathematics Education, Dongguk University, Seoul 04620, Korea

Abstract. In this paper we introduce the notion of a \(BQ\)-algebra and show that it is equivalent to an abelian group. For deep investigations of several algebraic structures, we introduce the notions of a Smarandache \(V\)-algebra-type \(U\)-algebra and a Smarandache \(V\)-algebra-trans-type \(U\)-algebra, and apply the notions to several algebras.

1. Introduction

W. B. Vasantha Kandasamy ([8]) studied the concept of Smarandache groupoids, ideals of groupoids, Smarandache Bol groupoids and strong Bol groupoids, and obtained many interesting results about them. Smarandace semigroups are very important for the study of congruences, and it was studied by R. Padilla ([18]). It will be very interesting to study the Smarandache structure in general algebraic structures. Kim et al. ([11]) defined the concept of a Smarandache \(d\)-algebra and investigated some related properties of it. Seo et al. ([19]) introduced the concept of a Smarandache fuzzy \(BCI\)-algebra and investigated some related properties of it. Neggers et al. ([17]) defined the notion of a \(B\)-algebra and investigated some related properties of it. Some properties of \(B\)-algebra are studied in ([3, 12, 13]).

In this paper, we introduce the notion of a \(BQ\)-algebra and show that it is equivalent to an abelian group. Moreover, we introduce the notions of a Smarandache \(V\)-algebra-type \(U\)-algebra and a Smarandache \(V\)-algebra-trans-type \(U\)-algebra, and apply the notions to several algebras.

2. Preliminaries

A \(B\)-algebra ([17]) is a non-empty set \(X\) with a selected point \(0\) and a binary operation \(\ast\) satisfying the following axioms: (i) \(x \ast x = 0\), (ii) \(x \ast 0 = x\), (iii) \((x \ast y) \ast z = x \ast (z \ast (0 \ast y))\) for any \(x, y, z \in X\). A \(B\)-algebra \((X, \ast, 0)\) is said to be \(0\)-commutative ([2]) if \(x \ast (0 \ast y) = y \ast (0 \ast x)\) for any \(x, y \in X\). Let \((X, \ast, 0)\) be a \(B\)-algebra and let \(g \in X\). We define \(g^{[0]} := 0, g^{[1]} := g^{[0]} \ast (0 \ast g) = 0 \ast (0 \ast g) = g\) and \(g^{[n]} := g^{[n-1]} \ast (0 \ast g)\) where \(n \geq 1\).
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Theorem 2.1. Let \((X, *, 0)\) be a \(B\)-algebra and let \(g \in X\). Then
\[
g^{[m]} * g^{[n]} = \begin{cases} 
g^{[m-n]} & \text{if } m \geq n, \\
0 * g^{[n-m]} & \text{otherwise.}
\end{cases}
\]

Theorem 2.2. ([10]) Every \(0\)-commutative \(B\)-algebra is a \(BCI\)-algebra.

Theorem 2.3. ([10]) The following are equivalent:

(i) \(X\) is an abelian group,
(ii) \(X\) is a \(p\)-semisimple \(BCI\)-algebra,
(iii) \(X\) is a \(0\)-commutative \(B\)-algebra.

Let \((X, *, 0)\) be a \(B\)-algebra. Given \(x, y \in X\), we define \(x^{(1)} * y \equiv x * y, x^{(2)} * y \equiv (x * y) * y, x^{(n)} * y \equiv (x * (n-1) * y) * y\) where \(n \geq 3\). For general references for \(BCK/BCI\)-algebras, we refer to [5, 6, 14].

3. Several algebras

Let \((X, \ast)\) be a groupoid (or a binary system, an algebra), i.e., \(X\) is a set and “\(\ast\)” is a binary operation on \(X\). If we take an element \(p\) in \(X\) which plays an important role in \((X, \ast)\), then we say that \(p\) is a selected point and we write it by \((X, \ast, p)\). Such an algebra \((X, \ast, p)\) is said to be a pointed algebra.

Example 3.1. Let \((X, \ast)\) be a group with identity \(e\). The identity element \(e\) plays an important role in \((X, \ast)\) and hence we may write it by \((X, \ast, e)\) and \(e\) becomes a selected point in \((X, \ast)\).

We regard all algebras below as pointed algebras without loss of generality. For simplicity’s sake, we shall write \(p = 0\), not intending 0 to have the usual meaning. Thus, in Example 3.1, \((X, \ast, e)\) becomes \((X, \ast, 0)\) unless it is important to distinguish the algebra \((X, \ast, 0)\) which contains the subalgebra (not necessary a subgroup) \((Y, \ast)\) with its selected point \(p\) to produce \((Y, \ast, p)\).

Example 3.2. Consider \(X := \{a, b, c, d\}\) with the following table:

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>a</td>
<td>a</td>
<td>a</td>
<td>a</td>
</tr>
<tr>
<td>b</td>
<td>a</td>
<td>a</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>c</td>
<td>a</td>
<td>b</td>
<td>c</td>
<td>c</td>
</tr>
<tr>
<td>d</td>
<td>a</td>
<td>b</td>
<td>c</td>
<td>d</td>
</tr>
</tbody>
</table>
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Then \((X, *, d)\) is an pointed algebra and the selected point \(d\) is the right identity. Consider \(Y := \{a, c\}\) and \(Z := \{a, d\}\) with the following tables:

<table>
<thead>
<tr>
<th>*</th>
<th>a</th>
<th>c</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>a</td>
<td>a</td>
</tr>
<tr>
<td>c</td>
<td>a</td>
<td>c</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>*</th>
<th>a</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>a</td>
<td>a</td>
</tr>
<tr>
<td>d</td>
<td>a</td>
<td>d</td>
</tr>
</tbody>
</table>

Then \((Y, *, c)\) is a pointed algebra with a selected point \(c\) is the right identity, and \((Z, *, d)\) is also a pointed algebra with a special point \(d\) is the left identity.

**Definition 3.3.** Let \((X, *, p)\) be a pointed algebra. Define a binary operation “●” on \(X\) by

\[ x \cdot y := x \ast (p \ast y) \]

for any \(x, y \in X\). Then the algebra \((X, \bullet, p)\) is called a \(p\)-derived algebra from \((X, *, p)\).

**Example 3.4.** (i) Let \((X, *, e)\) be a group with identity \(e\). If \((X, \bullet, e)\) is an \(e\)-derived algebra of \((X, *, e)\), then \((X, \bullet) = (X, *)\), since \(e\) is the identity, we have \(x \bullet y = x \ast (e \ast y) = x \ast y\) for all \(x, y \in X\).

(ii) Let \((X, *, p)\) be a left-zero-semigroup with a selected point \(p\). If \((X, \bullet, p)\) is a \(p\)-derived algebra of \((X, *, p)\), then \((X, *) = (X, \bullet)\).

Let \(X\) be a \(d\)-algebra and \(x \in X\). Define \(x \star X := \{x \ast a | a \in X\}\). \(X\) is said to be edge ([16]) if for any \(x \in X\), \(x \star X = \{x, 0\}\).

**Lemma 3.5.** ([16]) Let \(X\) be an edge \(d\)-algebra. Then

(i) \(x \star 0 = x\) for all \(x \in X\).

(ii) \((x \star (x \ast y)) \ast y = 0\) for all \(x, y \in X\).

**Example 3.6.** (i) Let \((X, *, 0)\) be an edge \(d\)-algebra. If \((X, \bullet, 0)\) is an \(e\)-derived algebra of \((X, *, 0)\), then \((X, \bullet)\) is a left-zero-semigroup.

(ii) Let \((X, *, 0)\) be a \(BCK\)-algebra. If \((X, \bullet, 0)\) is an \(e\)-derived algebra of \((X, *, 0)\), then \((X, \bullet)\) is a left-zero-semigroup. In fact, \(x \bullet y = x \ast (0 \ast y) = x \ast 0 = x\) for all \(x, y \in X\).

In terms of list of axioms to be used to describe the various algebra types we note the following section of axioms:

1. \(x \ast x = 0\) for all \(x \in X\).
2. \(x \ast 0 = x\) for all \(x \in X\).
3. \(0 \ast x = x\) for all \(x \in X\).
4. \(x \ast y = y \ast x\) for all \(x, y \in X\).
5. \(x \ast y = y \ast x = 0 \iff x = y\) for all \(x, y \in X\).
6. \(x \ast y = y \ast x = 0 \Rightarrow x = y\) for all \(x, y \in X\).
7. \(x \ast y = y \ast x \Rightarrow x = y\) for all \(x, y \in X\).
8. \(0 \ast x = 0\) for all \(x \in X\).
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(9) \((x \ast y) \ast z = (x \ast z) \ast y\) for all \(x, y, z \in X\).
(10) \((x \ast y) \ast z = x \ast (z \ast y)\) for all \(x, y, z \in X\).
(11) \((x \ast y) \ast z = x \ast (z \ast (0 \ast y))\) for all \(x, y, z \in X\).
(12) \((x \ast y) \ast z = (x \ast z) \ast (y \ast z)\) for all \(x, y, z \in X\).
(13) \((x \ast y) \ast (0 \ast y) = x\) for all \(x, y \in X\).
(14) \(x \ast (y \ast z) = (x \ast y) \ast z\) for all \(x, y, z \in X\).
(15) \((x \ast (x \ast y)) \ast y = 0\) for all \(x, y \in X\).
(16) \(((x \ast y) \ast (x \ast z)) \ast (x \ast y) = 0\) for all \(x, y, z \in X\).
(17) for any \(x \in X\), there exists \(y \in X\) with \(x \ast y = 0\).
(18) for any \(x \in X\), there exists \(y \in X\) with \(y \ast x = 0\).

An algebra \((X, \ast, 0)\) is called a group if it satisfies (2),(3), (14), (17), and (18). An algebra \((X, \ast)\) is called a semigroup if it satisfies (14). An algebra \((X, \ast, 0)\) is called a semigroup with identity if it satisfies (2),(3), and (14). An algebra \((X, \ast, 0)\) is called a B-algebra ([17]) if it satisfies (1),(2), and (11). An algebra \((X, \ast, 0)\) is called a BG-algebra ([9]) if it satisfies (1),(2), and (13). An algebra \((X, \ast, 0)\) is called a BH-algebra ([7]) if it satisfies (1), (2), and (6). An algebra \((X, \ast, 0)\) is called a Q-algebra ([15]) if it satisfies (1), (2), and (9). An algebra \((X, \ast, 0)\) is called a d-algebra ([16]) if it satisfies (1), (5), and (8). An algebra \((X, \ast, 0)\) is called a BCK-algebra ([14]) if it satisfies (1), (5), (8), (15), and (16). An algebra \((X, \ast, 0)\) is called a gBCK-algebra ([4]) if it satisfies (1), (2), (9) and (12). An algebra \((X, \ast, 0)\) is called an abelian group if it satisfies (2), (3), (4), (14), (17), and (18). An algebra \((X, \ast, 0)\) is called a commutative semigroup if it satisfies (4) and (14).

4. BQ-algebras

In this section, we introduce the notion of a BQ-algebra and we show that it is equivalent to an abelian group. An algebra \((X, \ast, 0)\) is said to be a BQ-algebra if it satisfies the conditions (1), (2), (9) and (11).

**Theorem 4.1.** Let \((X, \ast, 0)\) be a BQ-algebra. If we define \(x \bullet y := x \ast (0 \ast y)\) for any \(x, y \in X\), then \((X, \bullet, 0)\) is an abelian group.

**Proof.** Since \((X, \ast, 0)\) is a BQ-algebra, it is both a B-algebra and a Q-algebra. It was proved that if \((X, \ast, 0)\) is a B-algebra, then \((X, \bullet, 0)\) is a group ([1]). By (9) we obtain \((x \ast (0 \ast y)) \ast (0 \ast z) = (x \ast (0 \ast z)) \ast (0 \ast y)\) for any \(x, y, z \in X\). It follows that \((x \bullet y) \bullet z = (x \bullet z) \bullet y\) for any \(x, y, z \in X\). If we take \(x := 0\), then \((0 \bullet y) \bullet z = (0 \bullet z) \bullet y\). Since \((X, \ast, 0)\) is a B-algebra, we have \(0 \bullet y = 0 \ast (0 \ast y) = y\) for any \(y \in X\). Hence we obtain \(y \bullet z = z \bullet y\) for any \(y, z \in X\). This proves that \((X, \bullet, 0)\) is an abelian group. \(\square\)

**Theorem 4.2.** Let \((X, \bullet, 0)\) be an abelian group. If we define \(x \ast y := x \bullet y^{-1}\) for any \(x, y \in X\), then \((X, \ast, 0)\) is a BQ-algebra.
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Proof. (1) For any \( x \in X \), we have \( x \star x = x \cdot x^{-1} = 0 \). (2) For any \( x \in X \), \( x \cdot 0 = x \cdot 0^{-1} = x \cdot 0 = x \).

(9) Given \( x, y, z \in X \), since \((X, \cdot, 0)\) is a group, we obtain
\[
(x \star y) \star z = (x \cdot y^{-1}) \cdot z^{-1} = (x \cdot z^{-1}) \cdot y^{-1} = (x \star z) \star y.
\]

(11) Given \( x, y, z \in X \), since \((X, \cdot, 0)\) is a group, we have
\[
x \star (y \star (0 \star y)) = x \cdot (z \cdot [(y^{-1})^{-1} \cdot 0^{-1}])^{-1} = x \cdot (z \cdot (y \cdot 0))^{-1} = x \cdot (z \cdot y)^{-1} = x \cdot (y^{-1} \cdot z)^{-1}.
\]

Similarly, we prove that \( (x \star y) \star z = (x \cdot y^{-1}) \cdot z^{-1} \). Since \((X, \cdot, 0)\) is a group, we obtain \( (x \star y) \star z = x \star (z \star (0 \star y)) \). Hence \((X, \cdot, 0)\) is a \( BQ \)-algebra. \( \Box \)

By Theorems 4.1 and 4.2, we conclude that the class of all \( BQ \)-algebras is equivalent to the class of all abelian groups.

The interesting fact to note is that we are able to take advantage of the relationship \( x \cdot y = x \star (0 \star y) \) to understand better what the meaning of the class of \( BQ \)-algebra is. Other such questions around in this setting as well as others. E.g., what class of \( B \)-algebras corresponds to the class of solvable groups? Can it be considered to be of the form: \( B \)-“V”-algebras corresponds to solvable groups where “V”-algebras is some nicely identifiable class, as the same as the class for \( BQ \)-algebras?

5. SMARANDACHE TYPES

Let \((X, \star)\) be an \( U \)-algebra. Then \((X, \star)\) is said to be a \( Smarandache \ V\)-algebra-type \( U \)-algebra if there exists \( Y \subseteq X \) such that \((Y, \star)\) is a non-trivial subalgebra of \((X, \star)\) and \(|Y| \geq 2\), and \((Y, \star)\) is a \( V \)-algebra. For example, a \( B \)-algebra \((X, \star, 0)\) is said to be a \( Smarandache \ Q\)-algebra-type \( B \)-algebra if it contains a non-trivial sub-\( B \)-algebra \((Y, \star, 0)\) of \((X, \star, 0)\) and \(|Y| \geq 2\), and \((Y, \star, 0)\) is a \( Q \)-algebra. Similarly, a \( Q \)-algebra \((X, \star, 0)\) is called a \( Smarandache \ group\)-type \( Q \)-algebra if it contains a non-trivial sub-\( Q \)-algebra \((Y, \star, 0)\) of \((X, \star, 0)\), and \((Y, \star, 0)\) is a group where \(|Y| \geq 2\).

Theorem 5.1. There is no \( Smarandache \ d\)-algebra-type commutative groupoid.

Proof. Assume that there is a \( Smarandache \ d\)-algebra-type commutative groupoid \((X, \star, 0)\). Then there exists \( Y \subseteq X \) such that \((Y, \star, 0)\) is a non-trivial subgroupoid of a commutative groupoid \((X, \star, 0)\), \(|Y| \geq 2\) and \((Y, \star, 0)\) is a \( d \)-algebra. It follows that \( 0 \star y = 0 \) for all \( y \in Y \). Since \((X, \star, 0)\)
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is a commutative groupoid and \( Y \subseteq X \), we obtain \( 0 * y = y * 0 = 0 \) for all \( y \in Y \). Since \((X, *, 0)\) is a \( d \)-algebra and \( Y \subseteq X \), we obtain \( y = 0 \), i.e., \(|Y| = 1 \), a contradiction.

**Theorem 5.2.** There is no Smarandache semigroup-type \( d \)-algebra.

**Proof.** Assume that there is a Smarandache semigroup-type \( d \)-algebra \((X, *, 0)\). Then there exists \( Y \subseteq X \) such that \((Y, *, 0)\) is a non-trivial subalgebra of a \( d \)-algebra \((X, *, 0)\), \(|Y| \geq 2 \) and \((Y, *, 0)\) is a semigroup. It follows that \( 0 * (y * 0) = 0 \) for any \( y \in Y \), since \( Y \subseteq X \) and \((X, *, 0)\) is a \( d \)-algebra. Hence

\[
y * 0 = y * (0 * (y * 0)) = (y * 0) * (y * 0) = 0.
\]

Since \( Y \subseteq X \) and \((X, *, 0)\) is a \( d \)-algebra, we obtain \( 0 * y = 0 \) for all \( y \in Y \). By (6), we have \( y = 0 \), i.e., \(|Y| = 1 \), a contradiction.

**Theorem 5.3.** A Smarandache group-type \( B \)-algebra is equal to a Smarandache Boolean-group-type \( B \)-algebra.

**Proof.** Since every Boolean group is a group, it is enough to show that every Smarandache group-type \( B \)-algebra is a Smarandache Boolean-group-type \( B \)-algebra. Assume \((X, *, 0)\) is a Smarandache group-type \( B \)-algebra. Then there exists \( Y \subseteq X \) such that \(|Y| \geq 2 \), \((Y, *, 0)\) is a non-trivial subalgebra of a \( B \)-algebra and \((Y, *, 0)\) is a group. For any \( y \in Y \), since \( Y \subseteq X \) and \((X, *, 0)\) is a \( B \)-algebra, we obtain \( y * y = 0 \). Since \((Y, *)\) is a group, the order of \( y \) is 2 in the group \((Y, *)\) for any \( y \neq 0 \) in \( Y \) and hence \((Y, *, 0)\) is a Boolean group, proving the theorem.

**Corollary 5.4.** A Smarandache group-type \( Q \)-algebra is equal to a Smarandache Boolean-group-type \( Q \)-algebra.

**Proof.** Every \( Q \)-algebra has also the condition (1), and the proof is similar to the proof of Theorem 5.3.

**Theorem 5.5.** Every Smarandache \( B \)-algebra-type group is a Smarandache Boolean-group-type group.

**Proof.** Let \((X, *, 0)\) be a Smarandache \( B \)-algebra-type group. Then there exists \( Y \subseteq X \) such that \(|Y| \geq 2 \), \((Y, *, 0)\) is a non-trivial subgroup of a group \((X, *, 0)\) and \((Y, *, 0)\) is a \( B \)-algebra. It follows that \( y * y = 0 \) for all \( y \in Y \). Since \( Y \subseteq X \) and \((X, *, 0)\) is a group, we obtain \( y = y^{-1} \) in the group. Hence \( x * y^{-1} = x * y \in Y \), which shows that \((Y, *)\) is a subgroup of \((X, *)\) and the order of \( y \) is 2. Thus \((Y, *)\) is a Boolean group. This proves that \((X, *, 0)\) is a Smarandache Boolean-group-type group.
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**Theorem 5.6.** Let \((X, *, 0)\) be a Smarandache \(L\)-algebra-type \(M\)-algebra. If every \(L\)-algebra is an \(N\)-algebra, then \((X, *, 0)\) is a Smarandache \(N\)-algebra-type \(M\)-algebra.

*Proof.* It is easy and omit the proof. □

**Theorem 5.7.** Let \((X, *, 0)\) be a Smarandache \(0\)-commutative-\(B\)-algebra-type \(M\)-algebra. Then \((X, *, 0)\) is a Smarandache \(BCI\)-algebra-type \(M\)-algebra, where \(M\)-algebra is any algebra.

*Proof.* By applying Theorems 2.2 and 5.6, we prove the theorem. □

**Theorem 5.8.** Let \((X, *, 0)\) be an \(M\)-algebra. Then the following are equivalent:

(i) \(X\) is a Smarandache abelian-group-type \(M\)-algebra

(ii) \(X\) is a Smarandache \(p\)-semisimple \(BCI\)-algebra-type \(M\)-algebra,

(iii) \(X\) is a Smarandache \(0\)-commutative \(B\)-algebra-type \(M\)-algebra.

*Proof.* It follows immediately from Theorems 2.3 and 5.6. □

**Proposition 5.9.** If \((X, *, 0)\) is a Smarandache \(Q\)-algebra-type group, then it is a Smarandache Boolean-group-type group.

*Proof.* Let \((X, *, 0)\) be a Smarandache \(Q\)-algebra-type group. Then there exists \(Y \subseteq X\) such that \(|Y| \geq 2\), \((Y, *, 0)\) is a non-trivial subgroup of a group \((X, *, 0)\) and \((Y, *, 0)\) is a \(Q\)-algebra. Since \(Y\) is a \(Q\)-algebra, we have \(y * y = 0\) for any \(y \in Y\). This means the order of \(y\) is 2 in the group \((Y, *)\), i.e., \(y = y^{-1}\), which shows that \((Y, *, 0)\) is a Boolean-group. Hence \((X, *, 0)\) is a Smarandache Boolean-group-type group. □

**Theorem 5.10.** Any non-trivial \(d\)-algebra cannot be a Smarandache group-type \(d\)-algebra.

*Proof.* Assume there exists a Smarandache group-type \(d\)-algebra \((X, *, 0)\). Then there exists \(Y \subseteq X\) such that \((Y, *, 0)\) is a non-trivial sub-\(d\)-algebra of \((X, *, 0)\) and \((Y, *, 0)\) is a group where \(|Y| \geq 2\). Since \((Y, *, 0)\) is a group and \((X, *, 0)\) is a \(d\)-algebra, we have \(y = 0 * x = 0\) for all \(y \in Y\). It follows that \(|Y| = 1\), a contradiction. □

**Theorem 5.11.** Any non-trivial group cannot be a Smarandache group-type \(d\)-algebra.

*Proof.* Assume that there exists a Smarandache \(d\)-algebra-type group \((X, *, 0)\). Then there exists \(Y \subseteq X\) such that \((Y, *, 0)\) is a non-trivial subgroup of a group \((X, *, 0)\), and \((Y, *, 0)\) is a \(d\)-algebra and \(|Y| \geq 2\). Then \(0 * x = 0\) for all \(x \in Y\). Since \((Y, *, 0)\) is a group, we obtain \(x = 0\) for all \(x \in Y\), proving that \(|Y| = 1\), a contradiction. □

**Theorem 5.12.** Any non-trivial \(gBCK\)-algebra cannot be a Smarandache group-type \(gBCK\)-algebra.

*Proof.* Let \((X, *, 0)\) be a Smarandache group-type \(gBCK\)-algebra. Then there exists \(Y \subseteq X\) such that \((Y, *, 0)\) is a non-trivial sub-\(gBCK\)-algebra of \((X, *, 0)\), and \((Y, *, 0)\) is a group and \(|Y| \geq 2\). Since \(Y \subseteq X\) and \((X, *, 0)\) is a \(gBCK\)-algebra, we obtain \(y * y = 0\) for all \(y \in Y\). It follows from
(Y, *, 0) is a group that the order of y is 2, i.e., (Y, *, 0) is a Boolean group. Now, since (Y, *, 0) is a gBCK-algebra, we have (x * y) * z = (x * z) * (y * z) for all x, y, z ∈ X. It follows that (x * x) * x = (x * x) * (x * x) for all x ∈ X. Since (X, *, 0) is a group, we obtain x = 0 for all x ∈ X, proving that |X| = 1, a contradiction.

**Corollary 5.13.** Any non-trivial group cannot be a Smarandache gBCK-algebra-type group.

**Proof.** The proof is similar to Theorem 5.12, and we omit it.

**Definition 5.14.** Let (X, *, p) be an L-algebra and let (Y, *, p) be both a sub-L-algebra of (X, *, p) and an M-algebra. (X, *, p) is said to be a Smarandache N-algebra-trans-type L-algebra if (Y, *, p) is isomorphic with an N-algebra (Y, ⊙, q).

\[
\begin{array}{c}
(X, *, p) \\
\downarrow \\
(Y, *, p) \\
\overset{\cong}{\longrightarrow} (Y, ⊙, q)
\end{array}
\]

where L-, M-, N- algebras are arbitrary algebras.

**Theorem 5.15.** If (X, *, 0) is a Smarandache B-algebra-type Q-algebra, then it is a Smarandache abelian-group-trans-type Q-algebra.

**Proof.** Let (X, *, 0) be a Smarandache B-algebra-type Q-algebra. Then there exists Y ⊆ X such that (Y, *, 0) is a non-trivial sub-Q-algebra of a Q-algebra (X, *, 0), |Y| ≥ 2 and (Y, *, 0) is a B-algebra. Define x ⊙ y := x * (0 * y) for any x, y ∈ Y. Then (Y, ⊙, 0) is an abelian group. In fact, since Y is both a Q-algebra and B-algebra, (Y, *, 0) is a BQ-algebra. By Theorem 4.1, (Y, ⊙, 0) is a Q-algebra. By Theorems 4.1 and 4.2, (Y, *, 0) ≅ (Y, ⊙, 0). This shows that (X, *, 0) is a Smarandache abelian-group-trans-type Q-algebra.

**Corollary 5.16.** If (X, *, 0) is a Smarandache Q-algebra-type B-algebra, then it is a Smarandache abelian-group-trans-type B-algebra.

**Proof.** It is similar to Theorem 5.15.

**Proposition 5.17.** Every B-algebra is a Smarandache BQ-algebra-trans-type B-algebra.

**Proof.** Let (X, *, 0) be a B-algebra. Define x ⊙ y := x * (0 * y) for all x, y ∈ X. Then (X, ⊙, 0) is a group. Let x ∈ X such that x ≠ 0. Let ⟨x⟩ be a cyclic group generated by x. Then ⟨x⟩ is a non-trivial abelian subgroup of (X, ⊙, 0). If we let \( Y_x := \{x^{(n)}(0 * x) \mid n ∈ ℤ \} \), then \( Y_x ≅ ⟨x⟩ \). By Theorems 4.1 and 4.2, \( Y_x \) is a non-trivial BQ-algebra. This shows that X is a Smarandache BQ-algebra-trans-type B-algebra.
Algebras and Smarandache Types

6. Conclusion

We introduced the notion of a $BQ$-algebra and proved that it is equivalent to an abelian group. For detailed investigations among several algebraic structures, we introduced the notions of a Smarandache $V$-type $U$-algebra and a Smarandache $V$-trans-type $U$-algebra, and applied this notions to several algebras. For further investigations, we will apply the notions of a hyper structure theory and several fuzzy related algebras to the notions of a Smarandache $V$-type $U$-algebra and a Smarandache $V$-trans-type $U$-algebra.

References

Nonlinear differential equations associated with degenerate 
\((h, q)\)-tangent numbers

Cheon Seoung Ryoo

Department of Mathematics, Hannam University, Daejeon 34430, Korea

Abstract: In this paper, we study nonlinear differential equations arising from the generating functions of degenerate \((h, q)\)-tangent numbers. We give explicit identities for the degenerate \((h, q)\)-tangent numbers.

Key words: Nonlinear differential equations, \((h, q)\)-tangent numbers and polynomials, degenerate tangent numbers, degenerate \((h, q)\)-tangent numbers, higher-order degenerate tangent numbers.

AMS Mathematics Subject Classification: 05A19, 11B83, 34A30, 65L99.

1. Introduction

Recently, many mathematicians have studied in the area of the degenerate Euler numbers and polynomials, degenerate Bernoulli numbers and polynomials, degenerate Genocchi numbers and polynomials, and degenerate tangent numbers and polynomials (see [1, 2, 3, 4, 5, 6, 7]). In [1], L. Carlitz introduced the degenerate Bernoulli polynomials. Recently, Feng Qi et al. [2] studied the partially degenerate Bernoulli polynomials of the first kind in \(p\)-adic field.

The degenerate \((h, q)\)-tangent numbers \(T_{n,q}(h)\) are defined by the generating function:
\[ \sum_{n=0}^{\infty} T_{n,q}(h)\frac{t^n}{n!} = \frac{2}{q^h(1 + \lambda t)^{2/\lambda} + 1}. \]

(1.1)

The degenerate \((h, q)\)-tangent numbers of higher order, \(T^{(k,h)}_{n,\lambda,q}\) are defined by means of the following generating function
\[ \left( \frac{2}{q^h(1 + \lambda t)^{2/\lambda} + 1} \right)^k = \sum_{n=0}^{\infty} T^{(k,h)}_{n,q} \frac{\lambda^n}{n!}. \]

(1.2)

We recall that the classical Stirling numbers of the first kind \(S_1(n, k)\) and \(S_2(n, k)\) are defined by the relations (see [7])
\[ (x)_n = \sum_{k=0}^{n} S_1(n, k)x^k \quad \text{and} \quad x^n = \sum_{k=0}^{n} S_2(n, k)(x)_k, \]
respectively. Here \((x)_n = x(x-1) \cdots (x-n+1)\) denotes the falling factorial polynomial of order \(n\).

We also have
\[ \sum_{n=m}^{\infty} S_2(n, m)\frac{t^n}{n!} = \frac{(e^t - 1)^m}{m!} \quad \text{and} \quad \sum_{n=m}^{\infty} S_1(n, m)\frac{t^n}{n!} = \frac{(\log(1 + t))^m}{m!}. \]

(1.3)

The generalized falling factorial \((x|\lambda)_n\) with increment \(\lambda\) is defined by
\[ (x|\lambda)_n = \prod_{k=0}^{n-1} (x - \lambda k) \]
for positive integer \(n\), with the convention \((x|\lambda)_0 = 1\). We also need the binomial theorem: for a variable \(x\),
\[ (1 + \lambda t)^{x/\lambda} = \sum_{n=0}^{\infty} \frac{(x|\lambda)_n t^n}{n!}. \]

(1.5)
Many mathematicians have studied in the area of the linear and nonlinear differential equations arising from the generating functions of special numbers and polynomials in order to give explicit identities for special polynomials. In this paper, we study nonlinear differential equations arising from the generating functions of degenerate \((h; q)\)-tangent numbers. We give explicit identities for the degenerate \((h; q)\)-tangent numbers.

2. Nonlinear differential equations associated with degenerate \((h; q)\)-tangent numbers

In this section, we study nonlinear differential equations arising from the generating functions of degenerate twisted \((h; q)\)-tangent numbers. Let

\[
F(t, \lambda, q, h) = \frac{2}{q^h(1 + \lambda t)^{2/\lambda} + 1} = \sum_{n=0}^{\infty} T_{n,q}^{(h)}(\lambda) \frac{t^n}{n!}. \tag{2.1}
\]

Then, by (2.1), we have

\[
F^{(1)} = \frac{\partial}{\partial t} F(t, \lambda, q, h) = \frac{\partial}{\partial t} \left( \frac{2}{q^h(1 + \lambda t)^{2/\lambda} + 1} \right)
= \frac{1}{1 + \lambda t} \left( \frac{-4}{q^h(1 + \lambda t)^{2/\lambda} + 1} \right) + \frac{1}{1 + \lambda t} \left( \frac{2}{q^h(1 + \lambda t)^{2/\lambda} + 1} \right)^2 \tag{2.2}
\]

By (2.2), we have

\[
F^2 = 2F + (1 + \lambda t) F^{(1)}. \tag{2.3}
\]

Taking the derivative with respect to \(t\) in (2.3), we obtain

\[
2F F^{(1)} = 2F^{(1)} + \lambda F^{(1)} + (1 + \lambda t) F^{(2)}
= (\lambda + 2) F^{(1)} + (1 + \lambda t) F^{(2)}. \tag{2.4}
\]

From (2.2), (2.3), and (2.4), we have

\[
2F^3 = 4F + (1 + \lambda)(1 + \lambda t) F^{(1)} + (1 + \lambda t)^2 F^{(2)}.
\]

Continuing this process, we can guess that

\[
N! F^{N+1} = \sum_{i=0}^{N} a_i (N, \lambda, q, h)(1 + \lambda t)^i F^{(i)}, \quad (N = 0, 1, 2, \ldots), \tag{2.5}
\]

where \(F^{(i)} = \left( \frac{\partial}{\partial t} \right)^i F(t, \lambda, q, h)\). Differentiating (2.5) with respect to \(t\), we have

\[
(N + 1)! F^{N+1} = \sum_{i=0}^{N} \lambda a_i (N, \lambda, q, h)(1 + \lambda t)^{i-1} F^{(i)} + \sum_{i=0}^{N} a_i (N, \lambda, q, h)(1 + \lambda t)^i F^{(i+1)} \tag{2.6}
\]

and

\[
(N + 1)! F^{N+1} = (N + 1)! F^{N} \left( \frac{-2F + F^2}{1 + \lambda t} \right) = (N + 1)! \left( \frac{F^{N+2} - 2F^{N+1}}{1 + \lambda t} \right). \tag{2.7}
\]
By (2.5), (2.6), and (2.7), we have

\[
(N + 1)!F^{N+2} = 2(N + 1)!F^{N+1} + \sum_{i=0}^{N} \lambda ia_i(N, \lambda, q, h)(1 + \lambda t)^i F^{(i)} + \sum_{i=0}^{N} a_i(N, \lambda)(1 + \lambda t)^{i+1} F^{(i+1)}
\]

\[
= 2(N + 1) \sum_{i=0}^{N} a_i(N, \lambda, q, h)(1 + \lambda t)^i F^{(i)} + \sum_{i=0}^{N} \lambda ia_i(N, \lambda, q, h)(1 + \lambda t)^i F^{(i)} + \sum_{i=0}^{N} a_i(N, \lambda, q, h)(1 + \lambda t)^{i+1} F^{(i+1)}
\]

\[
= \sum_{i=0}^{N} (2(N + 1) + \lambda i) a_i(N, \lambda, q, h)(1 + \lambda t)^i F^{(i)} + \sum_{i=1}^{N+1} a_{i-1}(N, \lambda, q, h)(1 + \lambda t)^i F^{(i)}.
\]

Now replacing \( N \) by \( N + 1 \) in (2.5), we find

\[
(N + 1)!F^{N+2} = \sum_{i=0}^{N+1} a_i(N + 1, \lambda, q, h)(1 + \lambda t)^i F^{(i)}.
\]

By (2.8) and (2.9), we have

\[
\sum_{i=0}^{N+1} a_i(N + 1, \lambda, q, h)(1 + \lambda t)^i F^{(i)} = \sum_{i=0}^{N} (2(N + 1) + \lambda i) a_i(N, \lambda, q, h)(1 + \lambda t)^i F^{(i)} + \sum_{i=1}^{N+1} a_{i-1}(N, \lambda, q, h)(1 + \lambda t)^i F^{(i)}.
\]

Comparing the coefficients on both sides of (2.10), we obtain

\[
2(N + 1)a_0(N, \lambda, q, h) = a_0(N + 1, \lambda, q, h),
\]

\[
a_{N+1}(N + 1, \lambda, q, h) = a_N(N, \lambda, q, h),
\]

and

\[
a_i(N + 1, \lambda, q, h) = (2(N + 1) + \lambda i) a_i(N, \lambda, q, h) + a_{i-1}(N, \lambda, q, h), (1 \leq i \leq N).
\]

In addition, by (2.5), we have

\[
F = a_0(0, \lambda, q, h)F,
\]

which gives

\[
a_0(0, \lambda, q, h) = 1.
\]

It is not difficult to show that

\[
F^2 = a_0(1, \lambda, q, h)F + a_1(1, \lambda, q, h)(1 + \lambda t)F^{(1)} = 2F + (1 + \lambda t)F^{(1)}.
\]

Thus, by (2.15), we also find

\[
a_0(1, \lambda, q, h) = 2, \quad a_1(1, \lambda, q, h) = 1.
\]

From (2.11), we note that

\[
a_0(N + 1, \lambda, q, h) = 2(N + 1)a_0(N, \lambda, q, h) = 4(N + 1)Na_0(N - 1, \lambda, q, h)
\]

\[
= \cdots = 2^{N+1}(N + 1)!,
\]
and
\[ a_{N+1}(N+1, \lambda, q, h) = a_N(N, \lambda, q, h) = \cdots = 1. \] (2.18)

For \( i = 1, 2, 3 \) in (2.11), then we find that
\[
\begin{align*}
a_1(N+1, \lambda, q, h) &= \sum_{k=0}^{N} 2^k \left( N + 1 + \frac{\lambda}{2} \right)_k a_0(N-k, \lambda, q, h),
\end{align*}
\]
\[
\begin{align*}
a_2(N+1, \lambda, q, h) &= \sum_{k=0}^{N-1} 2^k \left( N + 1 + \frac{\lambda}{2} \times 2 \right)_k a_1(N-k, \lambda, q, h),
\end{align*}
\]
\[
\begin{align*}
a_3(N+1, \lambda, q, h) &= \sum_{k=0}^{N-2} 2^k \left( N + 1 + \frac{\lambda}{2} \times 3 \right)_k a_2(N-k, \lambda, q, h).
\end{align*}
\]
Continuing this process, we can deduce that, for \( 1 \leq i \leq N \),
\[
\begin{align*}
a_i(N+1, \lambda, q, h) &= \sum_{k=0}^{N-i+1} 2^k \left( N + 1 + \frac{\lambda}{2} \times i \right)_k a_{i-1}(N-k, \lambda, q, h). \quad (2.19)
\end{align*}
\]

Note that, here the matrix \( a_i(j, \lambda, q, h)_{0 \leq i, j \leq N+1} \) is given by
\[
\begin{pmatrix}
1 & 2 & 2!2^2 & 3!2^3 & \cdots & (N+1)!2^{N+1} \\
0 & 1 & . & . & . & . \\
0 & 0 & 1 & . & . & . \\
0 & 0 & 0 & 1 & . & . \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & 0 & . & 1
\end{pmatrix}
\]

Now, we give explicit expressions for \( a_i(N+1, \lambda, q, h) \). By (2.17), (2.18), and (2.19), we have
\[
\begin{align*}
a_1(N+1, \lambda, q, h) &= \sum_{k_1=0}^{N} 2^{k_1} \left( N + 1 + \frac{\lambda}{2} \right) \left( N - k_1, \lambda, q, h \right) \\
&= \sum_{k_1=0}^{N} 2^N(N-k_1)! \left( N + 1 + \frac{\lambda}{2} \right)_{k_1},
\end{align*}
\]
\[
\begin{align*}
a_2(N+1, \lambda, q, h) &= \sum_{k_2=0}^{N-1} 2^{k_2} \left( N + 1 + \frac{\lambda}{2} \times 2 \right) \left( N - k_2, \lambda, q, h \right) \\
&= \sum_{k_2=0}^{N-1} \sum_{k_1=0}^{N-k_2-1} 2^{N-1}(N-k_2-k_1-1)! \left( N + 1 + \frac{\lambda}{2} \times 2 \right) \left( N - k_2 + \frac{\lambda}{2} \right)_{k_1},
\end{align*}
\]
and
\[
\begin{align*}
a_3(N+1, \lambda, q, h) &= \sum_{k_3=0}^{N-2} 2^{k_3} \left( N + 1 + \frac{\lambda}{2} \times 3 \right) \left( N - k_3, \lambda, q, h \right) \\
&= \sum_{k_3=0}^{N-2} \sum_{k_2=0}^{N-k_3-2} \sum_{k_1=0}^{N-k_3-k_2-2} 2^{N-2}(N-k_3-k_2-k_1-2)! \left( N + 1 + \frac{\lambda}{2} \times 3 \right) \left( N - k_3 + \frac{\lambda}{2} \right)_{k_1} \cdots \left( N - k_3 - k_2 - 1 + \frac{\lambda}{2} \right)_{k_1}.
\end{align*}
\]
Continuing this process, we have

\[ a_i(N + 1, \lambda, q, h) = \sum_{k_i=0}^{N-i+1} \sum_{k_{i-1}=0}^{N-k_i-1} \cdots \sum_{k_1=0}^{N-k_{i-1}-\cdots-k_2-i+1} 2^{N-i+1} \]
\[ \times (N - k_i - k_{i-1} - \cdots - k_2 - k_1 - i + 1)! \]
\[ \times \left( N + 1 + \frac{\lambda}{2} \times i \right)_{k_i} \left( N - k_i + \frac{\lambda}{2} \times (i - 1) \right)_{k_{i-1}} \]
\[ \times \left( N - k_i - k_{i-1} - 1 + \frac{\lambda}{2} \times (i - 2) \right)_{k_{i-2}} \]
\[ \times \left( N - k_i - k_{i-1} - k_{i-2} - 2 + \frac{\lambda}{2} \times (i - 3) \right)_{k_{i-3}} \]
\[ \times \cdots \]
\[ \times \left( N - k_i - k_{i-1} - k_{i-2} - \cdots - k_2 - i + 2 + \frac{\lambda}{2} \right)_{k_1}. \]  

(2.20)

Therefore, by (2.20), we obtain the following theorem.

**Theorem 1.** For \( N = 0, 1, 2, \ldots \), the nonlinear functional equation

\[ N!F^{N+1} = \sum_{i=0}^{N} a_i(N, \lambda, q, h)(1 + \lambda t)^{i} F^{(i)} \]

has a solution

\[ F = F(t, \lambda, q, h) = \frac{2}{q^h(1 + \lambda t)^{2/\lambda} + 1}, \]

where

\[ a_0(N, \lambda, q, h) = 2^N N!, \]
\[ a_N(N, \lambda, q, h) = 1, \]
\[ a_i(N, \lambda, q, h) = \sum_{k_i=0}^{N-i} \sum_{k_{i-1}=0}^{N-k_i} \cdots \sum_{k_1=0}^{N-k_{i-1}-\cdots-k_2-i} (2q^h - q^h x)^{N-i} \]
\[ \times (N - k_i - k_{i-1} - \cdots - k_2 - k_1 - i)! \]
\[ \times \left( N + \frac{\lambda}{2} \times i \right)_{k_i} \left( N - k_i - 1 + \frac{\lambda}{2} \times (i - 1) \right)_{k_{i-1}} \]
\[ \times \left( N - k_i - k_{i-1} - 2 + \frac{\lambda}{2} \times (i - 2) \right)_{k_{i-2}} \]
\[ \times \left( N - k_i - k_{i-1} - k_{i-2} - 3 + \frac{\lambda}{2} \times (i - 3) \right)_{k_{i-3}} \]
\[ \times \cdots \]
\[ \times \left( N - k_i - k_{i-1} - k_{i-2} - \cdots - k_2 - i + 1 + \frac{\lambda}{2} \right)_{k_1} \].

From (1.1) and (1.2), we note that

\[ N!F^{N+1} = N! \left( \frac{2}{q^h(1 + \lambda t)^{2/\lambda} + 1} \right)^{N+1} = N! \sum_{n=0}^{\infty} \mathcal{T}_{n,q}^{(N+1,h)}(\lambda) \frac{t^n}{n!}. \]  

(2.21)

From (2.5), we note that

\[ F^{(i)} = \left( \frac{\partial}{\partial t} \right)^{i} F(t, \lambda, q, h) = \sum_{l=0}^{\infty} \mathcal{T}_{l+1,q}^{(h)}(\lambda) \frac{t^l}{l!}. \]  

(2.22)
From Theorem 1, (1.5), (2.21), and (2.22), we can derive the following equation:

\[ N! F_N^{N+1} \sum_{n=0}^{\infty} T_{n,q}^{(N+1,h)}(\lambda) \frac{t^n}{n!} = \sum_{i=0}^{N} a_i(N, \lambda, q, h)(1 + \lambda)^{i} F^{(i)} \]

\[ = \sum_{i=0}^{N} a_i(N, \lambda, q, h) \sum_{k=0}^{\infty} (i)_{k} \lambda^{k} \frac{k!}{k!} \sum_{l=0}^{\infty} T_{i+1,q}^{(h)}(\lambda) \frac{t^{l}}{l!} \]

\[ = \sum_{n=0}^{\infty} \left( \sum_{i=0}^{N} \sum_{k=0}^{n} \binom{n}{k} a_i(N, \lambda, q, h)(i)_{k} \lambda^{k} T_{n-k+1,q}^{(h)}(\lambda) \right) \frac{t^{n}}{n!}. \] (2.23)

By comparing the coefficients on both sides of (2.23), we obtain the following theorem.

**Theorem 2.** For \( k, N = 0, 1, 2, \ldots \), we have

\[ N! T_{n,q}^{(N+1,h)}(\lambda) = \sum_{i=0}^{N} \sum_{k=0}^{n} \binom{n}{k} a_i(N, \lambda, q, h)(i)_{k} \lambda^{k} T_{n-k+1,q}^{(h)}(\lambda), \]

where

\[ a_0(N, \lambda) = N! 2^{N}, \quad a_N(N, \lambda) = 1, \]

\[ a_i(N, \lambda) = \sum_{k_1=0}^{N-i} \sum_{k_{i-1}=0}^{N-k_1-i} \ldots \sum_{k_2=0}^{N-k_1-\ldots-k_2-i} 2^{N-i} \]

\[ \times (N - k_i - k_{i-1} - \ldots - k_2 - k_1 - i)! \]

\[ \times \left( N - k_i - k_{i-1} - k_{i-2} - 3 + \frac{\lambda}{2} \times (i-3) \right)_{k_{i-3}} \]

\[ \times \left( N - k_i - k_{i-1} - k_{i-2} - \ldots - k_2 - i + 1 + \frac{\lambda}{k_{i-1}} \right). \]
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1. Introduction

Bernoulli numbers, Bernoulli polynomials, \(q\)-Bernoulli numbers, \(q\)-Bernoulli polynomials, the second kind Bernoulli number and the second kind Bernoulli polynomials were studied by many authors(see [1-8]). Bernoulli numbers and polynomials possess many interesting properties and arising in many areas of mathematics and physics. In [5], by using the second kind Bernoulli numbers and polynomials \(B_j\), we investigated the \(q\)-analogue of sums of powers of consecutive odd integers(see [6]). Let \(k\) be a positive integer. Then we obtain

\[
O_k(n - 1) = \sum_{i=0}^{n-1} (2i + 1)^{k-1} = \frac{B_k(2n) - B_k}{2k}.
\]

In [4], we introduced the second kind \((h, q)\)-Bernoulli numbers \(B_{n,q}^{(h)}\) and polynomials \(B_{n,q}^{(h)}(x)\). By using computer, we observed an interesting phenomenon of ‘scattering’ of the zeros of the second kind \((h, q)\)-Bernoulli polynomials and the sums of powers of consecutive \((h, q)\)-odd integers.

Throughout this paper, we always make use of the following notations: \(\mathbb{N} = \{1, 2, 3, \cdots \}\) denotes the set of natural numbers, \(\mathbb{Z}\) denotes the set of integers, \(\mathbb{R}\) denotes the set of real numbers, \(\mathbb{C}\) denotes the set of complex numbers, \(\mathbb{Z}_p\) denotes the ring of \(p\)-adic rational integers, \(\mathbb{Q}_p\) denotes the field of \(p\)-adic rational numbers, and \(\mathbb{C}_p\) denotes the completion of algebraic closure of \(\mathbb{Q}_p\). Let \(\nu_p\) be the normalized exponential valuation of \(\mathbb{C}_p\) with \(|p|_p = p^{-\nu_p(p)} = p^{1}\). When one talks of \(q\)-extension, \(q\) is considered in many ways such as an indeterminate, a complex number \(q \in \mathbb{C}\), or \(p\)-adic number \(q \in \mathbb{C}_p\). If \(q \in \mathbb{C}\) one normally assume that \(|q| < 1\). If \(q \in \mathbb{C}_p\), we normally assume that \(|q - 1|_p < p^{-1}\), so that \(q^x = \exp(x \log q)\) for \(|x|_p \leq 1\). For

\[
g \in UD(\mathbb{Z}_p) = \{g/g : \mathbb{Z}_p \to \mathbb{C}_p\ \text{is uniformly differentiable function}\},
\]

the \(p\)-adic \(q\)-integral was defined by [2, 5]

\[
I_q(g) = \int_{\mathbb{Z}_p} g(x)d\mu_q(x) = \lim_{N \to \infty} \frac{1}{[pN]} \sum_{x=0}^{pN-1} g(x)q^x.
\]
The bosonic integral was considered from a physical point of view to the bosonic limit $q \to 1$, as follows:

$$I_1(g) = \lim_{q \to 1} I_q(g) = \int_{Z_p} g(x) d\mu_1(x) = \lim_{N \to \infty} \frac{1}{p^N} \sum_{x=0}^{p^N-1} g(x) \text{ (see [2])}. \tag{1.1}$$

By (1.1), we easily see that

$$I_1(g_1) = I_1(g) + g'(0), \tag{1.2}$$

where $g_1(x) = g(x + 1)$ and $g'(0) = \frac{dg(x)}{dx} \big|_{x=0}$.

First, we introduce the second kind Bernoulli numbers $B_n$ and polynomials $B_n(x)$. The second kind Bernoulli numbers $B_n$ and polynomials $B_n(x)$ are defined by means of the following generating functions (see [3]):

$$\left( \frac{2te^t}{e^{2t} - 1} \right) e^{xt} = \sum_{n=0}^{\infty} B_n(x) \frac{t^n}{n!},$$

and

$$\left( \frac{2te^t}{e^{2t} - 1} \right) e^{xt} = \sum_{n=0}^{\infty} B_n(x) \frac{t^n}{n!}$$

respectively.

The second kind $(h, q)$-Bernoulli polynomials, $B_n^{(h)}(x)$ are defined by means of the generating function:

$$\left( \frac{h \log q + 2t e^t}{q^h e^{2t} - 1} \right) e^{xt} = \sum_{n=0}^{\infty} B_n^{(h)}(x) \frac{t^n}{n!}. \tag{1.3}$$

The second kind $(h, q)$-Bernoulli numbers $E_n^{(h)}$ are defined by means of the generating function:

$$\left( \frac{h \log q + 2t e^t}{q^h e^{2t} - 1} \right) = \sum_{n=0}^{\infty} B_n^{(h)} \frac{t^n}{n!}. \tag{1.4}$$

In (1.2), if we take $g(x) = q^h x e^{(2x+1)t}$, then we have

$$\int_{Z_p} q^h x e^{(2x+1)t} d\mu_1(x) = \frac{(h \log q + 2t e^t)}{q^h e^{2t} - 1}. \tag{1.5}$$

for $|t| \leq p^{-\frac{1}{\log_2(q)}}$, $h \in \mathbb{Z}$. In (1.2), if we take $g(x) = e^{2nt x}$, then we also have

$$\int_{Z_p} e^{2nx t} d\mu_1(x) = \frac{2nt}{e^{2nt} - 1}. \tag{1.6}$$

for $|t| \leq p^{-\frac{1}{\log_2(q)}}$. It will be more convenient to write (1.2) as the equivalent bosonic integral form

$$\int_{Z_p} g(x + 1) d\mu_1(x) = \int_{Z_p} g(x) d\mu_1(x) + g'(0), \text{ (see [2])}. \tag{1.7}$$

For $n \in \mathbb{N}$, we also derive the following bosonic integral form by (1.7),

$$\int_{Z_p} g(x + n) d\mu_1(x) = \int_{Z_p} g(x) d\mu_1(x) + \sum_{k=0}^{n-1} g'(k), \text{ where } g'(k) = \frac{dg(x)}{dx} \big|_{x=k}. \tag{1.8}$$

In [4], we introduced the second kind $(h, q)$-Bernoulli numbers $B_n^{(h)}$ and polynomials $B_n^{(h)}(x)$ and investigate their properties. The following elementary properties of the second kind $(h, q)$-Bernoulli numbers $B_n^{(h)}$ and polynomials $B_n^{(h)}(x)$ are readily derived form (1.1), (1.2), (1.3) and (1.4). We, therefore, choose to omit details involved.
Thus, we have

\[ B^{(h)}_{n,q}(x) = \sum_{k=0}^{n} \binom{n}{k} B^{(h)}_{k,q} x^{n-k}. \]

**Theorem 1.** For any positive integer \( n \), we obtain

\[ B^{(h)}_{n,q}(x) = m^{n-1} \sum_{i=0}^{m-1} q^{hi} B^{(h)}_{n,q} \left( \frac{2i + x + 1 - m}{m} \right) \text{ for } n \geq 0. \]

**Theorem 2.** For any positive integer \( n \), we have

\[ B^{(h)}_{n,q}(x) = \sum_{k=0}^{n} \binom{n}{k} B^{(h)}_{k,q} x^{n-k}. \]

**Theorem 3.** For any positive integer \( m \), we obtain

\[ B^{(h)}_{n,q}(x) = m^{n-1} \sum_{i=0}^{m-1} q^{hi} B^{(h)}_{n,q} \left( \frac{2i + x + 1 - m}{m} \right) \text{ for } n \geq 0. \]

## 2. On the symmetries of the second kind \((h, q)\)-Bernoulli polynomials

In this section, we assume that \( q \in \mathbb{C}_p \) and \( h \in \mathbb{Z} \). We investigate interesting properties of symmetry \( p \)-adic invariant integral on \( \mathbb{Z}_p \) for the second kind \((h, q)\)-Bernoulli polynomials. We also obtain recurrence identities the second kind \((h, q)\)-Bernoulli polynomials.

By (1.7), we obtain

\[ \frac{1}{h \log q + 2t} \left( \int_{\mathbb{Z}_p} q^{hx} q^{hn} e^{(2x+2n+1)t} dm_1(x) - \int_{\mathbb{Z}_p} q^{hx} e^{(2x+1)t} dm_1(x) \right) \]

\[ = \frac{n \int_{\mathbb{Z}_p} q^{hx} e^{(2x+1)t} dm_1(x)}{\int_{\mathbb{Z}_p} q^{hx} e^{2ntx} dm_1(x)} = \frac{1}{n} \sum_{i=0}^{n-1} q^{hi} (2i + 1)^k. \]

By (1.8), we obtain

\[ \frac{1}{h \log q + 2t} \left( \int_{\mathbb{Z}_p} q^{hx} q^{hn} e^{(2x+2n+1)t} dm_1(x) - \int_{\mathbb{Z}_p} q^{hx} e^{(2x+1)t} dm_1(x) \right) \]

\[ = \sum_{k=0}^{\infty} \left( \sum_{i=0}^{n-1} q^{hi} (2i + 1)^k \right) \frac{t^k}{k!}. \]

For each integer \( k \geq 0 \), let

\[ O_{k,q}^{(h)}(n) = 1^k + q^{h3k} + q^{2h5k} + q^{3h7k} + \cdots + q^{nh(2n+1)k}. \]

The above sum \( O_{k,q}^{(h)}(n) \) is called the sums of powers of consecutive \((h, q)\)-odd integers. From the above and (2.2), we obtain

\[ \frac{1}{h \log q + 2t} \left( \int_{\mathbb{Z}_p} q^{hx} q^{hn} e^{(2x+2n+1)t} dm_1(x) - \int_{\mathbb{Z}_p} q^{hx} e^{(2x+1)t} dm_1(x) \right) \frac{t^k}{k!} \]

\[ = \sum_{k=0}^{\infty} O_{k,q}^{(h)}(n-1) \frac{t^k}{k!}. \]

Thus, we have

\[ \sum_{k=0}^{\infty} \left( q^{hn} \int_{\mathbb{Z}_p} q^{hx} (2x + 2n + 1)^k dm_1(x) - \int_{\mathbb{Z}_p} q^{hx} (2x + 1)^k dm_1(x) \right) \frac{t^k}{k!} = \sum_{k=0}^{\infty} (h \log q + 2t) O_{k,q}^{(h)}(n-1) \frac{t^k}{k!} \]
By comparing coefficients \( \frac{t^k}{k!} \) in the above equation, we have
\[
(h \log q + 2t)O_{k,q}^{(h)}(n-1) = \int_{zp} q^{hx}(2x+2n+1)^kd\mu_1(x) - \int_{zp} q^{hx}(2x+1)^kd\mu_1(x).
\]

By using the above equation we arrive at the following theorem:

**Theorem 4.** Let \( k \) be a positive integer. Then we obtain
\[
q^h B_{n,q}^{(h)}(2n) - B_{n,q}^{(h)} = h \log q O_{k,q}^{(h)}(n-1) + 2kO_{k-1,q}^{(h)}(n-1).
\]  
(4.4)

**Remark 5.** For the alternating sums of powers of consecutive integers, we have
\[
\lim_{q \to 1} \left( h \log q O_{k,q}^{(h)}(n-1) + 2kO_{k-1,q}^{(h)}(n-1) \right) = \sum_{i=0}^{n-1} (2i+1)^{k-1} = B_k(2n) - B_k \quad \text{for} \quad k \in \mathbb{N}.
\]

By using (2.1) and (2.3), we arrive at the following theorem:

**Theorem 6.** Let \( n \) be positive integer. Then we have
\[
\begin{align*}
\frac{n}{2} \int_{zp} q^{hx}e^{(2x+1)t}d\mu_1(x) = & \sum_{m=0}^{\infty} \left( O_{m,q}^{(h)}(n-1) \right) \frac{t^m}{m!}.
\end{align*}
\]  
(5.5)

Let \( w_1 \) and \( w_2 \) be positive integers. By using (1.5) and (1.6), we have
\[
\int_{zp} q^{h(w_1x_1+w_2x_2)}e^{(w_1(2x_1+1)+w_2(2x_2+1)+w_1w_2x)}d\mu_1(x_1)d\mu_1(x_2)
= \frac{(h \log q + 2t)e^{w_1x_1}e^{w_2x_2}(q^{w_1w_2}e^{w_1w_2x} - 1)}{(q^{w_1}e^{w_1x_1} - 1)(q^{w_2}e^{w_2x_2} - 1)}
\]  
(6.6)

By using (2.4) and (2.6), after calculations, we obtain
\[
S = \left( \frac{1}{w_1} \int_{zp} q^{hw_1x_1}e^{(w_1(2x_1+1)+w_1w_2x)}d\mu_1(x_1) \right) \left( \frac{w_1}{2} \int_{zp} q^{hw_2x_2}e^{(w_2x_2+1)(w_2x_2)}d\mu_1(x_2) \right)
= \left( \frac{1}{w_1} \sum_{m=0}^{\infty} B_{m,q}^{(h)}(w_2x_2)w_2^{m} \frac{t^m}{m!} \right) \left( \sum_{m=0}^{\infty} O_{m,q}^{(h)}(w_2-1)w_2^{m} \frac{t^m}{m!} \right). 
\]  
(7.7)

By using Cauchy product in the above, we have
\[
S = \sum_{m=0}^{\infty} \left( \sum_{j=0}^{m} \binom{m}{j} B_{j,q}^{(h)}(w_2x_2)w_2^{j-1}O_{m-j,q}^{(h)}(w_2-1)w_2^{m-j} \right) \frac{t^m}{m!}. 
\]  
(8.8)

By using the symmetry in (7.7), we have
\[
S = \left( \frac{1}{w_2} \int_{zp} q^{hw_2x_2}e^{(w_2x_2+1)+w_1w_2x)}d\mu_1(x_2) \right) \left( \frac{w_2}{2} \int_{zp} q^{hw_1x_1}e^{(w_1x_1+1)(w_1x_1)}d\mu_1(x_1) \right)
= \left( \frac{1}{w_2} \sum_{m=0}^{\infty} B_{m,q}^{(h)}(w_1x_1)w_1^{m} \frac{t^m}{m!} \right) \left( \sum_{m=0}^{\infty} O_{m,q}^{(h)}(w_2-1)w_2^{m} \frac{t^m}{m!} \right).
\]
Thus we have
\[
S = \sum_{m=0}^{\infty} \left( \sum_{j=0}^{m} \binom{m}{j} B_{j,q_{m,j}}^{(h)}(w_1 x) w_1^{-j} O_{m-j,q_{m,j}}^{(h)}(w_2) \right) \frac{t^m}{m!} \tag{2.9}
\]

By comparing coefficients \(\frac{t^m}{m!}\) in the both sides of (2.8) and (2.9), we arrive at the following theorem:

**Theorem 7.** Let \(w_1\) and \(w_2\) be positive integers. Then we obtain
\[
\sum_{j=0}^{m} \binom{m}{j} B_{j,q_{m,j}}^{(h)}(w_2 x) w_2^{-j} O_{m-j,q_{m,j}}^{(h)}(w_1 - 1) \frac{t^m}{m!}
\]
\[
= \sum_{j=0}^{m} \binom{m}{j} B_{j,q_{m,j}}^{(h)}(w_1 x) w_1^{-j} O_{m-j,q_{m,j}}^{(h)}(w_2 - 1) \frac{t^m}{m!},
\]
where \(B_{k,q}^{(h)}(x)\) and \(O_{m,q}(k)\) denote the second kind \((h, q)\)-Bernoulli polynomials and the sums of powers of consecutive \((h, q)\)-odd integers, respectively.

By using Theorem 2, we have the following corollary:

**Corollary 8.** Let \(w_1\) and \(w_2\) be positive integers. Then we have
\[
\sum_{j=0}^{m} \binom{m}{j} \binom{j}{k} w_1^{-m-k} w_2^{-j} O_{m-j,q_{m,j}}^{(h)}(w_1 - 1) \frac{t^m}{m!}
\]
\[
= \sum_{j=0}^{m} \binom{m}{j} \binom{j}{k} w_1^{-m-k} w_2^{-j} O_{m-j,q_{m,j}}^{(h)}(w_2 - 1) \frac{t^m}{m!},
\]
By using (2.6), we have
\[
S = \left( \frac{1}{w_1} e^{w_1 x} \sum_{j=0}^{m} \binom{m}{j} \binom{j}{k} \frac{t^m}{m!} \sum_{j=0}^{m} \binom{m}{j} \binom{j}{k} w_2^{j} O_{m-j,q_{m,j}}^{(h)}(w_1 - 1) \frac{t^m}{m!} \right) \frac{t^m}{m!}.
\]

By using the symmetry property in (2.10), we also have
\[
S = \left( \frac{1}{w_2} e^{w_2 x} \sum_{j=0}^{m} \binom{m}{j} \binom{j}{k} \frac{t^m}{m!} \sum_{j=0}^{m} \binom{m}{j} \binom{j}{k} w_1^{j} O_{m-j,q_{m,j}}^{(h)}(w_2 - 1) \frac{t^m}{m!} \right) \frac{t^m}{m!}.
\]
By comparing coefficients \( \frac{n^n}{n!} \) in the both sides of (2.10) and (2.11), we have the following theorem.

**Theorem 9.** Let \( w_1 \) and \( w_2 \) be positive integers. Then we obtain

\[
\sum_{j=0}^{w_1-1} q^{w_2h^j} B_{n,q}^{(h)} \left( w_2 x + (2j + 1) \frac{w_2}{w_1} \right) w_1^{n-1} = \sum_{j=0}^{w_2-1} q^{w_1h^j} B_{n,q}^{(h)} \left( w_1 x + (2j + 1) \frac{w_1}{w_2} \right) w_2^{n-1}.
\]

(2.12)

Observe that if \( h = 1 \), then (2.12) reduces to Theorem 5 in [9](see [5, 9]). Substituting \( w_1 = 1 \) into (2.12), we arrive at the following corollary.

**Corollary 10.** Let \( w_2 \) be positive integer. Then we obtain

\[
B_{n,q}^{(h)}(x) = w_2^{n-1} \sum_{j=0}^{w_2-1} q^{j} B_{n,q}^{(h)} \left( \frac{x - w_2 + 2j + 1}{w_2} \right).
\]

(2.13)

The Corollary 10 is shown to yield the known distribution relation of the second kind \((h, q)\)-Bernoulli polynomials(see Theorem 3). Note that if \( q \to 1 \), then (2.13) reduces to distribution relation of the second kind Bernoulli polynomials(see [8]).

**Corollary 11.** Let \( w_2 \) be positive integer. Then we have

\[
B_n(x) = w_2^{n-1} \sum_{j=0}^{w_2-1} B_n \left( \frac{x - w_2 + 2j + 1}{w_2} \right).
\]
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SOME NEW FUZZY BEST PROXIMITY POINT THEOREMS IN NON-ARCHIMEDEAN FUZZY METRIC SPACES

MÜZEYYEN SANGURLU SEZEN 1, HÜSEYN İŞIK 2†

ABSTRACT. In this paper, we define fuzzy weak P-property. Then we prove a fuzzy best proximity point theorems for γ-contractions with condition fuzzy weak P-property. Later, we give definition of fuzzy isometric distance between two functions in non-Archimedean fuzzy metric spaces. Also, we introduce γ-proximal contraction type-1 and type-2 contraction respectively via functions preserving fuzzy isometric distance and providing fuzzy isometry. Then, we obtain some fuzzy best proximity results for γ-proximal contractions types in non-Archimedean fuzzy metric spaces. Finally, we present some examples to illustrate the validity of the definitions and results obtained in the paper.

1. Introduction and Preliminaries

The Banach contraction principle found by Banach has an important resonance in mathematics as well as in other fields [1]. Later, the subject of fixed point theory attracted the attention of many authors and caused this subject to be discussed in different areas of mathematics and different topological spaces. Then, authors intensively introduced many works regarding the fixed point theory. On the other hand, the concept of fuzzy metric space was introduced in different ways by some authors (see [2,7]). Importantly, Gregori and Sapena [5] introduced the notion of fuzzy contractive mapping and gave some fixed point theorems for complete fuzzy metric spaces in the sense of George and Veeramani, and also for Kramosil and Michalek’s fuzzy metric spaces which are complete in Grabiec’s sense. At the same time, there are presented by many authors by expanding the Banach’s result in the literature (see [9,11,14,20,21]).

In this work, we prove some fuzzy best proximity point results for mappings providing γ-proximal contractions. Then, we give some examples are supplied in order to support the usability of our results. Also, we show that our main results are more general than known results in the existing literature.
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Definition 1. [12] A binary operation \( * : [0, 1] \times [0, 1] \to [0, 1] \) is called a continuous triangular norm (in short, continuous \( t \)-norm) if it satisfies the following conditions:

(TN-1) \( * \) is commutative and associative,

(TN-2) \( * \) is continuous,

(TN-3) \( * (a, 1) = a \) for every \( a \in [0, 1] \),

(TN-4) \( * (a, b) \leq * (c, d) \) whenever \( a \leq c, b \leq d \) and \( a, b, c, d \in [0, 1] \).

An arbitrary \( t \)-norm \( * \) can be extended (by associativity) in a unique way to an n-ary operator taking for \( (x_1, x_2, \ldots, x_n) \in [0, 1]^n, n \in N \), the value \( * ((x_1, x_2, \ldots, x_n)) \) is defined, in [4], by \( *_{I=1}^n x_i = 1, *_{I=1}^{n-1} x_i = *((x_1, x_2, \ldots, x_n)) = *(x_1, x_2, \ldots, x_n) \).

Definition 2. [3] A fuzzy metric space is an ordered triple \( (X, M, *) \) such that \( X \) is a nonempty set, \( * \) is a continuous \( t \)-norm and \( M \) is a fuzzy set on \( X^2 \times (0, \infty) \), satisfying the following conditions, for all \( x, y, z \in X, s, t > 0 \):

(FM-1) \( M(x, y, t) > 0 \),

(FM-2) \( M(x, y, t) = 1 \) if \( x = y \),

(FM-3) \( M(x, y, t) = M(y, x, t) \),

(FM-4) \( M(x, z, t + s) \geq M(x, y, t) * M(y, z, s) \),

(FM-5) \( M(x, y, t) : (0, \infty) \to [0, 1] \) is continuous.

If, in the above definition, the triangular inequality (FM-4) is replaced by

(NA) \( M(x, z, \max\{t, s\}) \geq M(x, y, t) * M(y, z, s) \) for all \( x, y, z \in X, s, t > 0 \), or equivalently,

\( M(x, z, t) \geq M(x, y, t) * M(y, z, t) \)

then the triple \( (X, M, *) \) is called a non-Archimedean fuzzy metric space [6].

Definition 3. Let \( (X, M, *) \) be a fuzzy metric space (or non-Archimedean fuzzy metric space). Then

(i) A sequence \( \{x_n\} \) in \( X \) is said to converge to \( x \) in \( X \), denoted by \( x_n \to x \), if and only if \( \lim_{n \to \infty} M(x_n, x, t) = 1 \) for all \( t > 0 \), i.e. for each \( r \in (0, 1) \) and \( t > 0 \), there exists \( n_0 \in N \) such that \( M(x_n, x, t) > 1 - r \) for all \( n \geq n_0 \).

(ii) A sequence \( \{x_n\} \) is a M-Cauchy sequence if and only if for all \( \varepsilon \in (0, 1) \) and \( t > 0 \), there exists \( n_0 \in N \) such that \( M(x_n, x_m, t) \geq 1 - \varepsilon \) for all \( m > n \geq n_0 \). A sequence \( \{x_n\} \) is a G-Cauchy sequence if and only if \( \lim_{n \to \infty} M(x_n, x_{n+p}, t) = 1 \) for any \( p > 0 \) and \( t > 0 \).

(iii) The fuzzy metric space \( (X, M, *) \) is called M-complete (G-complete) if every M-Cauchy (G-Cauchy) sequence is convergent.
Definition 4. [18,19] Let $A, B$ be a non-empty subset of a non-Archimedean fuzzy metric space $(X, M, \star)$. The mapping $g : A \rightarrow A$ is said to be a fuzzy isometric if

$$M(gx_1, gx_2, t) = M(x_1, x_2, t)$$

for all $x_1, x_2 \in A$.

Definition 5. [17] For $t > 0$, a non-empty subset $A$ of a fuzzy metric space $(X, M, \star)$ is said to be $t$-approximatively compact if for each $x$ in $X$ and each sequence $y_n$ in $A$ with $M(y_n, x, t) \rightarrow M(A, x, t)$, there exists a subsequence $y_{n_k}$ of $y_n$ converging to an element $y_0$ in $A$.

Definition 6. [22] Let $\gamma : [0, 1) \rightarrow \mathbb{R}$ be a strictly increasing, continuous mapping and for each sequence $\{a_n\}_{n \in \mathbb{N}}$ of positive numbers $\lim_{n \rightarrow \infty} a_n = 1$ if and only if $\lim_{n \rightarrow \infty} \gamma(a_n) = +\infty$. Let $\Gamma$ is the family of all $\gamma$ functions. A mapping $T : X \rightarrow X$ is said to be a $\gamma$-contraction if there exists a $\delta \in (0, 1)$ such that

$$M(Tx, Ty, t) < 1 \Rightarrow \gamma(M(Tx, Ty, t)) \geq \gamma(M(x, y, t)) + \delta$$

for all $x, y \in X$ and $\gamma \in \Gamma$.

2. Main Results

In this section, we present some definitions and deduce some best proximity point results in non-Archimedean fuzzy metric spaces.

Let $A_0(t)$ and $B_0(t)$ two nonempty subsets of a fuzzy metric space $(X, M, \star)$. We will use the following notations:

$$M(A, B, t) = \sup \{M(x, y, t) : x \in A, y \in B\};$$

$$A_0(t) = \{x \in A : M(x, y, t) = M(A, B, t) \text{ for some } y \in B\};$$

$$B_0(t) = \{y \in B : M(x, y, t) = M(A, B, t) \text{ for some } x \in A\}.$$ 

Now, let us state our main results.

Definition 7. Let $(A, B)$ be a pair of nonempty subsets of a non-Archimedean fuzzy metric space $X$ with $A_0 \neq 0$. Then the pair $(A, B)$ is said to have the fuzzy weak P-property if and only if

$$\begin{cases} 
M(x_1, y_1, t) = M(A, B, t) \\
M(x_2, y_2, t) = M(A, B, t) 
\end{cases} \implies M(x_1, x_2, t) \geq M(y_1, y_2, t)$$

where $x_1, x_2 \in A_0$ and $y_1, y_2 \in B_0$. 

Example 8. Let $X = \mathbb{R} \times \mathbb{R}$ and $M : X \times X \times (0, \infty) \to (0, 1]$ be the non-Archimedean fuzzy metric given by

$$M(x, y, t) = \frac{t}{t + d(x, y)}$$

for all $t > 0$, where $d : X \times X \to [0, \infty)$ is the standart metric $d(x, y) = |x - y|$ for all $x \in X$. Let $A = \{(0, 0)\}$, $B = \{(1, 0), (-1, 0)\}$. Then here, $d(A, B) = 1$ and $M(A, B, t) = \frac{t}{t + 1}$. Let us consider

$$M(u_1, x_1, t) = M(A, B, t)$$
$$M(u_2, x_2, t) = M(A, B, t).$$

Herefrom, we have

$$(u_1, x_1) = ((0, 0), (1, 0)) \text{ and } (u_2, x_2) = ((0, 0), (-1, 0))$$

$$M(u_1, u_2, t) = M((0, 0), (0, 0), t) = 1 > \frac{t}{t + 2} = M(x_1, x_2, t).$$

Then it is easy to see that $(A, B)$ is said to have the fuzzy weak P-property.

Definition 9. Let $A, B$ be a nonempty subset of a non-Archimedean fuzzy metric space $(X, M, *)$. Given $T : A \to B$ and a fuzzy isometry $g : A \to A$, the mapping $T$ is said to preserve fuzzy isometric distance with respect to $g$ if

$$M(Tg x_1, Tg x_2, t) = M(Tx_1, Tx_2, t)$$

for all $x_1, x_2 \in A$.

Example 10. Let $X = \mathbb{R} \times [0, 1]$ and $M : X \times X \times (0, \infty) \to (0, 1]$ be the non-Archimedean fuzzy metric given by

$$M(x, y, t) = \frac{t}{t + d(x, y)}$$

for all $t > 0$, where $d : X \times X \to [0, \infty)$ is the standart metric $d(x, y) = |x - y|$ for all $x \in X$. Let $A = \{(x, 0) : \text{for all } x \in \mathbb{R}\}$. Define $g : A \to A$ by $g(x, 0) = (-x, 0)$. Then

$$M(x, y, t) = \frac{t}{t + d(x, y)} = M(gx, gy, t),$$

where $x = (x_1, 0)$ and $y = (y_1, 0) \in A$. Therefore, $g$ is a fuzzy isometry.

Theorem 11. Let $A$ and $B$ be two nonempty, closed subsets of a non-Archimedean fuzzy metric space $(X, M, *)$ such that $A_0(t)$ is nonempty. Let $T : A \to B$ be $\gamma$-contraction such that $T(A_0(t)) \subseteq B_0(t)$. Suppose that the pair $(A, B)$ has the fuzzy P-property. Then, there exists a unique $x^*$ in $A$ such that $M(x^*, Tx^*, t) = M(A, B, t)$.
Proof. Let we choose an element $x_0$ in $A_0(t)$. Since $T(A_0(t)) \subseteq B_0(t)$, we can find $x_1 \in A_0(t)$ such that $M(x_1, Tx_0, t) = M(A, B, t)$. Further, since $T(A_0(t)) \subseteq B_0(t)$, it follows that there is an element $x_2$ in $A_0(t)$ such that $M(x_2, Tx_1, t) = M(A, B, t)$. Recursively, we obtain a sequence $\{x_n\}$ in $A_0(t)$ satisfying

$$M(x_{n+1}, Tx_n, t) = M(A, B, t), \quad \text{for all } n \in N. \tag{2.1}$$

$(A, B)$ satisfies the fuzzy weak P-property, therefore from (2.1) we obtain

$$M(x_n, x_{n+1}, t) \geq M(Tx_{n-1}, Tx_n, t), \quad \text{for all } n \in N. \tag{2.2}$$

Now we will prove that the sequence $\{x_n\}$ is convergent in $A_0(t)$. If there exists $n_0 \in N$ such that $M(Tx_{n_0-1}, Tx_{n_0}, t) = 1$, then by (2.2) we get $M(x_{n_0}, x_{n_0+1}, t) = 1$ which implies $x_{n_0} = x_{n_0+1}$. Therefore, we get

$$Tx_{n_0} = Tx_{n_0+1} \implies M(Tx_{n_0}, Tx_{n_0+1}, t) = 1. \tag{2.3}$$

From (2.2) and (2.3), we have that

$$M(x_{n_0+2}, x_{n_0+1}, t) \geq M(Tx_{n_0+1}, Tx_{n_0}, t) = 1 \implies x_{n_0+2} = x_{n_0+1}.$$

Therefore, $x_n = x_{n_0}$, for all $n \geq n_0$ and $\{x_n\}$ is convergent in $A_0(t)$. Also, we obtain

$$M(x_{n_0}, Tx_{n_0}, t) = M(x_{n_0+1}, Tx_{n_0}, t) = M(A, B, t).$$

This shows that $x_{n_0}$ is a fuzzy best proximity point of $T$ and the proof is completed. Due to this reason, we suppose that $M(Tx_{n-1}, Tx_n, t) \neq 1$, for all $n \in N$. In view of (1.1) and by (2.2), we get

$$\gamma(M(x_n, x_{n+1}, t)) \geq \gamma(M(x_{n-1}, x_n, t)) + \delta \geq \gamma(M(x_{n-2}, x_{n-1}, t)) + 2\delta \geq \cdots \geq \gamma(M(x_0, x_1, t)) + n\delta. \tag{2.4}$$

Letting $n \to \infty$, from (2.4) we get

$$\lim_{n \to \infty} \gamma(M(x_n, Tx_{n+1}, t)) = +\infty.$$

Then, we have

$$\lim_{n \to \infty} M(x_n, x_{n+1}, t) = 1. \tag{2.5}$$

Now, we want to show that $\{x_n\}$ is a Cauchy sequence. Suppose to the contrary, that $\{x_n\}$ is not a Cauchy sequence. Then there are $\varepsilon \in (0, 1)$ and $t_0 > 0$ such that for all
There exist \( n(k), m(k) \in \mathbb{N} \) with \( n(k) > m(k) > k \) and
\[
M(x_{n(k)}, x_{m(k)}, t_0) \leq 1 - \varepsilon. \tag{2.6}
\]
Assume that \( m(k) \) is the least integer exceeding \( n(k) \) satisfying the inequality (2.6). Then, we have
\[
M(x_{m(k)-1}, x_{n(k)}, t_0) > 1 - \varepsilon
\]
and so, for all \( k \in \mathbb{N} \), we get
\[
1 - \varepsilon \geq M(x_{n(k)}, x_{m(k)}, t_0) \geq M(x_{m(k)-1}; x_{m(k)}, t_0) * M(x_{m(k)-1}; x_{n(k)}, t_0) \geq M(x_{m(k)-1}; x_{m(k)}, t_0) * (1 - \varepsilon). \tag{2.7}
\]
By taking \( k \to \infty \) in (2.7) and using (2.5), we obtain
\[
\lim_{k \to \infty} M(x_{n(k)}, x_{m(k)}, t_0) = 1 - \varepsilon. \tag{2.8}
\]
From (FM-4), we get
\[
M(x_{m(k)+1}, x_{n(k)+1}, t_0) \geq M(x_{m(k)+1}, x_{m(k)}, t_0) * M(x_{m(k)}, x_{n(k)}, t_0) * M(x_{n(k)+1}, x_{n(k)+1}, t_0). \tag{2.9}
\]
Taking the limit as \( k \to \infty \) in (2.9), we obtain
\[
\lim_{k \to \infty} M(x_{n(k)+1}, x_{m(k)+1}, t_0) = 1 - \varepsilon. \tag{2.10}
\]
By applying the inequality (1.1) with \( x = x_{m(k)} \) and \( y = x_{n(k)} \), we get
\[
\gamma(M(x_{n(k)+1}, x_{m(k)+1}, t)) \geq \gamma(M(x_{n(k)}, x_{m(k)}, t)) + \delta. \tag{2.11}
\]
Taking the limit as \( k \to \infty \) in (2.11), applying (1.1), from (2.8), (2.10) and continuity of \( \gamma \), we obtain
\[
\gamma(1 - \varepsilon) \geq \gamma(1 - \varepsilon) + \delta.
\]
which is a contradiction. Thus \( \{x_n\} \) is a Cauchy sequence in \( X \). Since \( A_0(t) \) is a closed subset of the complete non-Archimedean fuzzy metric space \((X, M, \ast)\), there exists \( x^* \in A_0(t) \) such that

\[
\lim_{n \to \infty} x_n = x^*.
\]

Since \( T \) is continuous, we obtain \( Tx_n \to Tx^* \). Also, from continuity of the fuzzy metric function \( M \), we have \( M(x_{n+1}, Tx_n, t) = M(x^*, Tx^*, t) \). From (2.1), \( M(x^*, Tx^*, t) = M(A, B, t) \). So, we prove that \( x^* \) is a fuzzy best proximity point of \( T \). The uniqueness of the best proximity point of \( T \).

From the condition that \( T \) is \( \gamma \)-contraction, we get \( x_1, x_2 \in A \) such that \( x_1 \neq x_2 \) and \( M(x_1, Tx_1, t) = M(x_2, Tx_2, t) = M(A, B, t) \).

Then by the fuzzy weak P-property of \((A, B)\), we have \( M(x_1, x_2, t) \geq M(Tx_1, Tx_2, t) \). Also

\[
x_1 \neq x_2 \implies M(x_1, x_2, t) \neq 1.
\]

Hence,

\[
\gamma(M(x_1, x_2, t)) \geq \gamma(M(Tx_1, Tx_2, t)) \geq \gamma(M(x_1, x_2, t)) + \delta > \gamma(M(x_1, x_2, t))
\]

which is a contradiction. Therefore the fuzzy best proximity point is unique. \( \Box \)

**Corollary 12.** Let \((X, M, \ast)\) be a non-Archimedean fuzzy metric space and \( A_0(t) \) a nonempty closed subsets of \( X \). Let \( T : A \to A \) be a \( \gamma \)-contraction. Then, there exists a unique \( x^* \) in \( A \).

**Example 13.** Let \( X = [0, 1] \times R \) and \( M : X \times X \times (0, \infty) \to (0, 1] \) be the non-Archimedean fuzzy metric given by as in Example 10. Let \( A = \{(0, x) : \text{for all } x \in R\} \), \( B = \{(1, y) : \text{for all } y \in R\} \). Then here \( A_0(t) = A \), \( B_0(t) = B \), \( d(A, B) = 1 \) and \( M(A, B, t) = \frac{t}{t+1} \).

Let \( \gamma : [0, 1) \to R \) such that \( \gamma = \frac{1}{1-x} \) for all \( x \in X \). Now, define \( T : A \to B \) by \( T(0, x) = (1, \frac{x}{6}) \). Then, we get \( T(A_0(t)) = B_0(t) \). Let us consider

\[
M(u_1, Tx_1, t) = M(A, B, t)
\]

\[
M(u_2, Tx_2, t) = M(A, B, t).
\]
Herefrom, we have $(u_1, x_1) = ((0, -\frac{z_1}{6}), (0, -z_1))$ or $(u_2, x_2) = ((0, -\frac{z_2}{6}), (0, -z_2))$. Then from (1.1), we obtain,

$$\gamma(M(u_1, u_2, t)) = \gamma(M((0, -\frac{z_1}{6}), (0, -\frac{z_2}{6}), t)) = \gamma\left(\frac{t}{t + \frac{|z_1 - z_2|}{6}}\right)$$

$$\quad = \frac{1}{1 - \frac{t}{t + \frac{|z_1 - z_2|}{6}}} > \frac{1}{1 - \frac{t}{t + |z_1 - z_2|}} = \gamma\left(\frac{t}{t + |z_1 - z_2|}\right)$$

$$\quad = \gamma(M(x_1, x_2, t)).$$

That is,

$$\gamma(M(u_1, u_2, t)) > \gamma(M(x_1, x_2, t)).$$

Therefore, there exists a $\delta \in (0, 1)$ such that

$$\gamma(M(u_1, u_2, t)) \geq \gamma(M(x_1, x_2, t)) + \delta$$

Then it is easy to see that $T$ is a $\gamma$-contraction and $(0, 0)$ is a unique fuzzy best proximity point of $T$.

**Definition 14.** ($\gamma$-proximal contraction of Type-1) Let $A$ and $B$ be two nonempty subsets of a non-Archimedean fuzzy metric space $(X, M, *)$ such that $A_0(t)$ is nonempty. Suppose that a mapping $T : A \rightarrow B$ is said to be a $\gamma$-proximal contraction if there exists a $\delta \in (0, 1)$ for all $u_1, u_2, x_1, x_2 \in X$ such that

$$\left\{\begin{array}{l}
M(u_1, Tx_1, t) = M(A, B, t) \\
M(u_2, Tx_2, t) = M(A, B, t) \quad \Rightarrow \quad \gamma(M(u_1, u_2, t)) \geq \gamma(M(x_1, x_2, t)) + \delta. \quad (2.12) \\
M(u_1, u_2, t), M(x_1, x_2, t) < 1
\end{array}\right.$$  

**Definition 15.** ($\gamma$-proximal contraction of Type-2) Let $A$ and $B$ be two nonempty subsets of a non-Archimedean fuzzy metric space $(X, M, *)$ such that $A_0(t)$ is nonempty. Suppose that a mapping $T : A \rightarrow B$ is said to be a $\gamma$-proximal contraction if there exists a $\delta \in (0, 1)$ for all $u_1, u_2, x_1, x_2 \in X$ such that

$$\left\{\begin{array}{l}
M(u_1, Tx_1, t) = M(A, B, t) \\
M(u_2, Tx_2, t) = M(A, B, t) \quad \Rightarrow \quad \gamma(M(Tu_1, Tu_2, t)) \geq \gamma(M(Tx_1, Tx_2, t)) + \delta. \\
M(Tu_1, Tu_2, t), M(Tx_1, Tx_2, t) < 1
\end{array}\right.$$  

(2.13)

**Theorem 16.** Let $A$ and $B$ be two nonempty, closed subsets of a non-Archimedean fuzzy metric space $(X, M, *)$ such that $A_0(t)$ is nonempty. Suppose that $T : A \rightarrow B$ and $g : A \rightarrow A$ satisfy the following conditions:
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(i) \( T(A_0(t)) \subseteq B_0(t) \),

(ii) \( T : A \rightarrow B \) is a continuous \( \gamma \)-proximal contraction of type-1,

(iii) \( g \) is a fuzzy isometry,

(iv) \( A_0(t) \subseteq g(A_0(t)) \).

Then, there exists a unique element \( x \) in \( A \) such that \( M(gx, Tx, t) = M(A, B, t) \).

Proof. Let us choose an element \( x_0 \) in \( A_0(t) \). Since \( T(A_0(t)) \subseteq B_0(t) \) and \( A_0(t) \subseteq g(A_0(t)) \), we can find \( x_1 \in A_0(t) \) such that \( M(gx_1, Tx_0, t) = M(A, B, t) \). Further, since \( Tx_1 \in T(A_0(t)) \subseteq B_0(t) \) and \( A_0(t) \subseteq g(A_0(t)) \), it follows that there is an element \( x_2 \) in \( A_0(t) \) such that \( M(gx_2, Tx_1, t) = M(A, B, t) \). Recursively, we obtain a sequence \( \{x_n\} \) in \( A_0(t) \) satisfying

\[
M(gx_{n+1}, Tx_n, t) = M(A, B, t), \quad \text{for all } n \in \mathbb{N}. \tag{2.14}
\]

Now we will prove that the sequence \( \{x_n\} \) is convergent in \( A_0(t) \). If there exists \( n_0 \in \mathbb{N} \) such that \( M(gx_{n_0}, Tx_{n_0+1}, t) = 1 \), then it is clear that sequence \( \{x_n\} \) is convergent. Hence, let \( M(gx_{n_0}, gx_{n_0+1}, t) \neq 1 \), for all \( n \in \mathbb{N} \). From \( T \) is a \( \gamma \)-proximal contraction of type-1 and \( \{2.14\} \), we have

\[
\gamma(M(gx_n, gx_{n+1}, t)) \geq \gamma(M(x_{n-1}, x_n, t)) + \delta \\
\Rightarrow \gamma(M(x_n, x_{n+1}, t)) \geq \gamma(M(x_{n-1}, x_n, t)) + \delta \\
\ldots \\
\geq \gamma(M(x_0, x_1, t)) + n\delta. \tag{2.15}
\]

Letting \( n \rightarrow \infty \), from \( \{2.15\} \) we get

\[
\lim_{n \rightarrow \infty} \gamma(M(x_n, Tx_{n+1}, t)) = +\infty.
\]

Then, if we similarly continue as the process in the proof of Theorem 11, we have \( \{x_n\} \) is a Cauchy sequence.

Since \( T, g \) and \( M \) are continuous, passing to the limit \( n \rightarrow \infty \), we have

\[
M(gx, Tx, t) = M(A, B, t).
\]

Let \( x^* \) be in \( A_0(t) \) such that \( M(gx^*, Tx^*, t) = M(A, B, t) \). Now, we will show that \( x = x^* \). Suppose to the contrary, let \( x \neq x^* \). Therefore, \( M(x, x^*, t) \neq 1 \). Since \( T \) is a \( \gamma \)-proximal contraction of type-1 and \( g \) is an isometry, we have

\[
\gamma(M(x, x^*, t)) = \gamma(M(gx, gx^*, t)) \geq \gamma(M(x, x^*, t)) + \delta > \gamma(M(x, x^*, t))
\]
which is a contradiction. Hence, \( x = x^* \). Therefore, the proof of Theorem 16 is completed.

If we take \( g \) is the identity mapping, we obtain the following result.

**Corollary 17.** Let \( A \) and \( B \) be two nonempty, closed subsets of a non-Archimedean fuzzy metric space \((X, M, \ast)\) such that \( A_0(t) \) is nonempty. Assume that \( A \) is approximately compact with respect to \( B \). Also, suppose that \( T: A \to B \) satisfy the following conditions:

(i) \( T(A_0(t)) \subseteq B_0(t) \),

(ii) \( T: A \to B \) is a continuous \( \gamma \)-proximal contraction of type-1,

Then, \( T \) has a unique fuzzy best proximity point in \( A \).

**Example 18.** Let \( X = R \times [-2, 2] \) and \( M: X \times X \times (0, \infty) \to (0, 1] \) be the non-Archimedean fuzzy metric given by

\[
M(x, y, t) = \frac{t}{t + d(x, y)}
\]

for all \( t > 0 \), where \( d: X \times X \to [0, \infty) \) is the standard metric \( d(x, y) = |x - y| \) for all \( x \in X \). Let \( A = \{(x, -2) : \text{for all } x \in R\} \), \( B = \{(y, 2) : \text{for all } y \in R\} \). Then here \( A_0(t) = A \), \( B_0(t) = B \), \( d(A, B) = 4 \) and \( M(A, B, t) = \frac{t}{t + 4} \). Let \( \gamma: [0, 1) \to \mathbb{R} \) such that \( \gamma = \frac{1}{1 - x^2} \) for all \( x \in X \). Now, define \( T: A \to B \) and \( g: A \to A \) by

\[
T(x, -2) = \left( \frac{x}{2}, 2 \right) \quad \text{and} \quad g(x, -2) = (-x, -2)
\]

Clearly, \( g \) is fuzzy isometry. Then, we have, we get \( T(A_0(t)) = B_0(t) \) and \( A_0(t) = g(A_0(t)) \). Let us consider

\[
M(gu_1, Tx, t) = M(A, B, t)
\]

\[
M(gu_2, Tx, t) = M(A, B, t).
\]

Herefrom, we have \((u_1, x_1) = ((-\frac{3}{2}, -2), (z_1, -2)) \) or \((u_2, x_2) = ((-\frac{3}{2}, -2), (z_2, -2)) \). We claim that \( T \) is a \( \gamma \)-proximal contraction type-1. Now, putting \( u_1 = (-\frac{3}{2}, -2), x_1 = (z_1, -2), u_2 = (-\frac{3}{2}, -2) \) and \( x_2 = (z_2, -2) \) in \((2, 12)\), we have

\[
\gamma(M(gu_1, gu_2, t)) = \gamma(M((-\frac{3}{2}, -2), (\frac{3}{2}, -2), t)) = \gamma(\frac{t}{t + |z_1 - z_2|})
\]

\[
= \frac{1}{1 - \left(\frac{t}{t + |z_1 - z_2|}\right)^2} > \frac{1}{1 - \left(\frac{t}{t + |z_1 - z_2|}\right)^2} = \gamma(\frac{t}{t + |z_1 - z_2|})
\]

\[
= \gamma(M(x_1, x_2, t)).
\]
That is, we have
\[ \gamma(M(u_1, u_2, t)) > \gamma(M(x_1, x_2, t)). \]
Therefore, there exists a \( \delta \in (0, 1) \) such that
\[ \gamma(M(u_1, u_2, t)) \geq \gamma(M(x_1, x_2, t)) + \delta. \]

Then it is easy to see that \( T \) is a \( \gamma \)-proximal contraction type-1. It now follows from Theorem 16 that \( (0, -2) \) is a unique fuzzy best proximity point of \( T \).

**Theorem 19.** Let \( A \) and \( B \) be two nonempty, closed subsets of a non-Archimedean fuzzy metric space \( (X, M, *) \) such that \( A_0(t) \) is nonempty. Assume that \( A \) is approximatively compact with respect to \( B \). Also, suppose that \( T : A \to B \) and \( g : A \to A \) satisfy the following conditions:

(i) \( T(A_0(t)) \subseteq B_0(t) \),
(ii) \( T : A \to B \) is a continuous \( \gamma \)-proximal contraction of type-2,
(iii) \( g \) is a fuzzy isometry,
(iv) \( A_0(t) \subseteq g(A_0(t)) \),
(v) \( T \) preserves fuzzy isometric distance with respect to \( g \).

Then, there exists an element \( x \) in \( A \) such that \( M(gx, Tx, t) = M(A, B, t) \). Moreover, if \( x^* \) is another element of \( A \) such that \( M(gx^*, Tx^*, t) = M(A, B, t) \).

**Proof.** Let we choose an element \( Tx_0 \) in \( T(A_0(t)) \). Since \( Tx_0 \in T(A_0(t)) \subseteq B_0(t) \) and \( A_0(t) \subseteq g(A_0(t)) \), we can find \( x_1 \in A_0(t) \) such that \( M(gx_1, Tx_0, t) = M(A, B, t) \). Further, since \( T(A_0(t)) \subseteq B_0(t) \) and and \( A_0(t) \subseteq g(A_0(t)) \), it follows that there is an element \( x_2 \) in \( A_0(t) \) such that \( M(gx_2, Tx_1, t) = M(A, B, t) \). Recursively, we obtain a sequence \( \{x_n\} \) in \( A_0(t) \) satisfying
\[ M(gx_{n+1}, Tx_n, t) = M(A, B, t), \quad \text{for all } n \in N. \] (2.16)

Now we will prove that the sequence \( \{Tx_n\} \) is convergent in \( B \). If there exists \( n_0 \in N \) such that \( M(Tgx_{n_0}, Tgx_{n_0+1}, t) = 1 \), then it is clear that sequence \( \{Tx_n\} \) is convergent. Hence, let \( M(Tgx_{n_0}, Tgx_{n_0+1}, t) \neq 1 \), for all \( n \in N \). From \( T \) is a \( \gamma \)-proximal contraction of type-2, \( T \) preserves fuzzy isometric distance with respect to \( g \) and (2.16), we have
\[
\gamma(M(Tgx_n, Tgx_{n+1}, t)) \geq \gamma(M(Tx_{n-1}, Tx_n, t)) + \delta
\]
\[
\Rightarrow \gamma(M(Tx_n, Tx_{n+1}, t)) \geq \gamma(M(Tx_{n-1}, Tx_n, t)) + \delta
\]
\[
\ldots
\]
\[
\geq \gamma(M(Tx_0, Tx_1, t)) + n\delta. \] (2.17)
Letting \( n \to \infty \), from \( (2.17) \) we get
\[
\lim_{n \to \infty} \gamma(M(Tx_n, Tx_{n+1}, t)) = +\infty.
\]

Then, if we similarly continue as the process in the proof of Theorem 11, we have \( \{Tx_n\} \) is a Cauchy sequence in \( B \).

Since \( B \) is a closed subset of the complete non-Archimedean fuzzy metric space \((X, M, *)\), there exists \( y \in B \) such that \( \lim_{n \to \infty} Tx_n = y \). From the triangular inequality, we obtain
\[
M(y, A, t) \geq M(y, gx_n, t) \geq M(y, Tx_{n-1}, t) * M(Tx_{n-1}, gx_n, t)
\]
\[
= M(y, Tx_{n-1}, t) * M(A, B, t)
\]
\[
\geq M(y, Tx_{n-1}, t) * M(y, A, t).
\]

Passing to the limit as \( n \to \infty \) in \( (2.18) \), we have
\[
\lim_{n \to \infty} M(y, gx_n, t) = M(y, A, t).
\]

Since \( A_0(t) \) is approximatively compact with respect to \( B \), there exists a subsequence \( \{gx_{n_k}\} \) of \( \{gx_n\} \) such that converges to some \( z \) in \( A_0(t) \). Therefore, we have
\[
M(z, y, t) = \lim_{k \to \infty} M(gx_{n_k}, Tgx_{n_k-1}, t) = M(y, A, t).
\]

Hence, it implies that \( z \in A_0(t) \). Since \( A_0(t) \subseteq g(A_0(t)) \), there exists \( x \in A_0(t) \) such that \( z = gx \). Taking to the limit as \( \lim gx_{n_k} = gx \) and \( g \) is a fuzzy isometry, we obtain
\[
\lim_{k \to \infty} gx_{n_k} = x.
\]

Since \( T \) is continuous and \( \{Tx_n\} \) is convergent to \( y \), we have
\[
\lim_{k \to \infty} Tx_{n_k} = Tx = y.
\]

Hence, it follows that
\[
M(gx, Tx, t) = \lim_{k \to \infty} M(gx_{n_k}, Tgx_{n_k}, t) = M(A, B, t).
\]

Let \( x^* \) be in \( A_0(t) \) such that \( M(gx^*, Tx^*, t) = M(A, B, t) \). Now, we will show that \( Tx = Tx^* \). Suppose to the contrary, let \( Tx \neq Tx^* \). Therefore, \( M(x, Tx^*, t) \neq 1 \). Since \( T \) is a \( \gamma \)-proximal contraction of type-2 and \( T \) preserves fuzzy isometric distance with respect to \( g \), we have
\[
\gamma(M(Tx, Tx^*, t)) = \gamma(M(Tgx, Tgx^*, t)) \geq \gamma(M(x, x^*, t)) + \delta > \gamma(M(x, x^*, t))
\]
which is a contradiction. Hence, \( Tx = Tx^* \). Therefore, the proof of Theorem 19 is completed. \( \square \)
If we take \( g \) is the identity mapping, we obtain the following result.

**Corollary 20.** Let \( A \) and \( B \) be two nonempty, closed subsets of a non-Archimedean fuzzy metric space \((X, M, *)\) such that \( A_0(t) \) is nonempty. Assume that \( A \) is approximatively compact with respect to \( B \). Also, suppose that \( T : A \rightarrow B \) satisfy the following conditions:

\[
\begin{align*}
(i) \quad T(A_0(t)) & \subseteq B_0(t), \\
(ii) \quad T : A \rightarrow B \text{ is a continuous } \gamma \text{-proximal contraction of type-2,}
\end{align*}
\]

Then, \( T \) has a unique fuzzy best proximity point in \( A \). Moreover, if \( x^* \) is another fuzzy best proximity point \( T \), then \( Tx = Tx^* \).

**Example 21.** Let \( X = [0, 1] \times \mathbb{R} \) and \( M : X \times X \times (0, \infty) \rightarrow (0, 1] \) be the non-Archimedean fuzzy metric given by

\[
M(x, y, t) = \frac{t}{t + d(x, y)}
\]

for all \( t > 0 \), where \( d : X \times X \rightarrow [0, \infty) \) is the standard metric \( d(x, y) = |x - y| \) for all \( x \in X \). Let \( A = \{(0, x) : \text{for all } x \in \mathbb{R} \}, B = \{(1, y) : \text{for all } y \in \mathbb{R} \}. \) Then here \( A_0(t) = A, B_0(t) = B, d(A, B) = 1 \) and \( M(A, B, t) = \frac{t}{t + 1} \). Let \( \gamma : [0, 1) \rightarrow \mathbb{R} \) such that \( \gamma = \frac{1}{\sqrt{1 + t}} \) for all \( x \in X \). Now, define \( T : A \rightarrow B \) and \( g : A \rightarrow A \) by

\[
T(0, x) = (1, \frac{x}{3}) \text{ and } g(0, x) = (0, -x)
\]

Clearly, \( g \) is a fuzzy isometry. Then, we have, we get \( T(A_0(t)) = B_0(t) \) and \( A_0(t) = g(A_0(t)) \). Let us consider

\[
M(gu_1, Tx_1, t) = M(A, B, t)
\]

\[
M(gu_2, Tx_2, t) = M(A, B, t).
\]

Clearly, \( T \) is preserve isometric distance with respect to \( g \). That is \( M(Tgu_1, Tgu_2, t) = M(Tx_1, Tx_2, t) \). We claim that \( T \) is a \( \gamma \)-proximal contraction type-2. Now, putting \( u_1 = (0, -\frac{x}{3}), x_1 = (0, z_1), u_2 = (0, -\frac{x}{3}), \) and \( x_2 = (0, z_2) \) in \([2,13]\), we have

\[
\gamma(M(Tgu_1, Tgu_2, t)) = \gamma(M(1, \frac{x}{3}), (1, \frac{z}{3}), t) = \gamma\left(\frac{t}{t + \frac{|x| - |z|}{3}}\right)
\]

\[
= \frac{1}{\sqrt{1 - \frac{t}{t + \frac{|x| - |z|}{3}}}} > \frac{1}{\sqrt{1 - \frac{t}{3}}} = \gamma\left(\frac{t}{t + \frac{|x| - |z|}{3}}\right) = \gamma(M(Tx_1, Tx_2, t)).
\]

Since, \( T \) preserves isometric distance with respect to \( g \), we have

\[
\gamma(M(Tu_1, Tu_2, t)) > \gamma(M(Tx_1, Tx_2, t))
\]
Therefore, there exists a $\delta \in (0,1)$ such that
\[
\gamma(M(Tu_1, Tu_2, t)) \geq \gamma(M(Tx_1, Tx_2, t)) + \delta.
\]
Then it is easy to see that $T$ is a $\gamma$-proximal contraction type-2. It now follows from Theorem 19 that $(0,0)$ is a unique fuzzy best proximity point of $T$.
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1. Introduction

Recently, differential equations with fractional derivatives attracted the interest of many researchers; since such equations describe effectively many phenomena in applied sciences such as physics, biology, technology, and engineering [3, 7, 14].

Harry Dym equation (HD) was so named related to the name of its discoverer Harry Dym in his unpublished paper 1973-1974, although it appeared to first time in Kruskal and Moser [9]. HD equation represents a system which gathers non-linearity and dispersion, also it is a completely integrable nonlinear evolution equation which obeys an infinite number of conservation laws, but it does not have the Painleve property. More properties for HD equation discussed in details can be found in the reference [4]. Moreover HD equation can be connected to the Korteweg-ge Vries equation which has many applications in hydrodynamics [4, 15].

Many efforts have been done to find exact and approximate solutions for both HD equation and fractional HD equation like algebraic geometric solution of the HD equation[13], solitions solutions of the (2+1) dimensional HD equation via Darboux transformation [2], explicit solutions for HD equation [1], exact solution of the HD equation [12], an efficient approach for fractional HD equation by using sumudu transform [10], symmetries and exact solutions of the time fractional HD equation with Riemann-Liouville derivative [5], and a fractional model of HD equation and its approximate solution [11].

Fractional derivatives have many definitions [14] but the most used of these definitions are Riemann-Liouville derivative and Caputo derivative. They were defined as follows:

(i) Riemann - Liouville Definition. For $\alpha \in [n-1, n)$, the $\alpha$ derivative of $f$ is:
\[ D^\alpha_a f(t) = \frac{1}{\Gamma(n-\alpha)} \frac{d^n}{dt^n} \int_a^t f(x) \frac{(t-x)^{\alpha-n+1}}{(t-x)^{\alpha-n+1}} dx \]

(ii) Caputo Definition. For \( \alpha \in [n-1, n) \), the \( \alpha \) derivative of \( f \) is:

\[ D^\alpha_a f(t) = \frac{1}{\Gamma(n-\alpha)} \int_a^t f^{(n)}(x) \frac{(t-x)^{\alpha-n+1}}{(t-x)^{\alpha-n+1}} dx \]

Recently, a new definition called conformable fractional derivative was introduced by authors in [6]. Since then the interest of it keeps growing and many equations were solved using such definition [8]. In this paper we intend to find exact solutions for fractional HD equation in the sense of this definition rather than Riemann-Liouville definition or Caputo definition. The rest of the paper is organized as follows: Basics of conformable fractional derivative are stated in section 2, in section 3 solutions for conformable fractional HD equation are found, in section 4 some examples are discussed.

2. Basic results on conformable fractional derivatives.

Now, Let us summarize the basic properties of the conformable fractional derivative definition.

**Definition** [6]: Given a function \( f: [0, \infty) \to \mathbb{R} \). And \( t > 0, \alpha \in (0, 1] \), then the conformable fractional derivative of order \( \alpha \) is defined as

\[ T_\alpha (f)(t) = \lim_{\epsilon \to 0} \frac{f(t + \epsilon t^{1-\alpha}) - f(t)}{\epsilon} \]

\( T_\alpha \) is called the conformable fractional derivative of \( f \) of order \( \alpha \).

Let \( f^\alpha (t) \) stands for \( T_\alpha (f)(t) = \frac{d^\alpha f}{dt^\alpha} \).

If \( f \) is \( \alpha \)-differentiable in some \( (0, b) \), \( b > 0 \), and \( \lim_{t \to 0^+} f^\alpha (t) \) exists, then by definition:

\[ f^\alpha (0) = \lim_{t \to 0^+} f^\alpha (t) \]

**Theorem 1** [6]: Let \( \alpha \in (0, 1] \) and \( f, g \) be \( \alpha \)-differentiable at a point \( t > 0 \). Then

1. \( T_\alpha (af + bg) = a T_\alpha (f) + b T_\alpha (g), \) for all \( a, b \in \mathbb{R} \).
2. \( T_\alpha (t^p) = pt^{p-\alpha} \) for all \( p \in \mathbb{R} \).
3. \( T_\alpha (\lambda) = 0 \) for all constants functions \( f(t) = \lambda \).
4. \( T_\alpha (fg) = f T_\alpha (g) + g T_\alpha (f) \).
5. \( T_\alpha \left( \frac{f}{g} \right) = \frac{a T_\alpha (f) - f T_\alpha (g)}{g^2} \).
6. If, in addition, \( f \) is differentiable, then \( T_\alpha (f)(t) = t^{1-\alpha} \frac{df}{dt} \).
**Theorem 2** [8]: let \( f \) be an \( \alpha \)-differentiable function in conformable sense and differentiable and suppose that \( g \) is also differentiable and defined in the range of \( f \). Then

\[
T_\alpha (f \circ g) (t) = t^{1-\alpha} \ g' (t) f' (g(t)).
\]

More properties, definitions and theorems as Roll’s Theorem and Mean Value Theorem for conformable fractional derivative are expressed in the work [6],

### 3. Fractional Harry Dym Equation.

The classical HD equation is:

\[
u_t = u^3 u_{xxx}
\]

(\*)

Where \( u(x, t) \) is a function of two real variables \( x \) and \( t \).

Let us write:

\[
u_t^\alpha = T_t^\alpha u = \frac{\partial^\alpha u}{\partial t^\alpha}, \quad u_x^\alpha = T_x^\alpha u = \frac{\partial^\alpha u}{\partial x^\alpha}, \quad u_x^{(3\alpha)} = T_x^{(3\alpha)} u = T_x^\alpha T_x^\alpha T_x^\alpha u.
\]

Now we will solve three fractional forms of (\*):

(i) \( u_t^\alpha = u^3 u_{xxx} \).

(1)

(ii) \( u_t = u^3 u_x^{(3\alpha)}. \)

(2)

(iii) \( u_t^\alpha = u^3 u_x^{(3\alpha)}. \)

(3)

Where \( \alpha \in (0, 1] \).

Using suitable wave variable substitution in each form will transform the equation to an ordinary differential equation as follows:

1. For form (i) let the wave variable substitution \( \eta = x + \frac{t}{\alpha} \) and \( u(x, t) = \nu (\eta) \). So one can write \( u = \nu \circ \eta \), now apply Theorem 2 to find \( u_t^\alpha \). You will get that \( u_t^\alpha = t^{1-\alpha} \eta' (t) \nu' (\eta(t)) \) = \( c \nu' \), also \( u^3 = \nu^3 \) and \( u_{xxx} = \nu'' \). Hence equation (1) is transformed to:

\[
c \nu' = \nu^3 \nu''
\]

(4)

2. For form (ii) let the wave variable substitution \( \eta = \frac{1}{\alpha} x + ct \) and \( u(x, t) = \nu (\eta) = \nu \circ \eta \). so

\[
u_t^\alpha = c \nu', \quad u^3 = \nu^3 \text{ and } u_x^{(3\alpha)} = \nu'''.
\]

Then equation (2) is transformed to:

\[
c \nu' = \nu^3 \nu''
\]

(4)
3. For form (iii) let the wave variable substitution \( \eta = \frac{1}{\alpha} x^\alpha + \frac{c}{\alpha} t^\alpha \) and \( u(x, t) = v(\eta) \). so \( u_t^\alpha = cv', u^3 = v^3 \) and \( u_x^{(3\alpha)} = v^{'''} \). Then equation (3) is transformed to:

\[
cv' = v^3 v^{'''}
\]

(4)

Now to solve the resulted ordinary differential equation (4), rewrite it as:

\[
v^{'''} + \left(\frac{c}{2v^2}\right)' = 0
\]

(5)

Integrate (5) with respect to \( \eta \), gets

\[
v^{''} + \frac{c}{2v^2} = \frac{c_1}{2}
\]

(6)

Multiply (6) by \( v' \) then integrate with respect to \( \eta \) yields

\[
(v')^2 = \frac{c}{v} + c_1 v + c_2
\]

(7)

Using the separation of variables changes (7) to

\[
d\eta = \pm \frac{v}{\sqrt{c_1 v^2 + c_2 v + c}} \, dv
\]

(8)

Integrate both sides of (8) using Mathematica 9.0 you will obtain

\[
\eta = \pm \int \frac{v}{\sqrt{c_1 v^2 + c_2 v + c}} \, dv + c_3
\]

(9)

\[
\eta = \pm i \frac{ABCD}{c_4 G} [Elliptic E(i \, \text{sinh}^{-1}(G), K) - Elliptic F(i \, \text{sinh}^{-1}(G), K)] + c_3
\]

(10)

Where:

\[
A = \frac{v}{\sqrt{c_1 v^2 + c_2 v + c}}, \quad B = -c_2 + \sqrt{-4c c_1 + c_2^2}, \quad C = \sqrt{1 + \frac{2c_1 v}{c_2 - \sqrt{-4c c_1 + c_2^2}}}
\]
\[ D = \sqrt{1 + \frac{2c_1v}{c_2 + \sqrt{-4c_1c_2}}} \quad , \quad G = \sqrt{\frac{2c_1v}{c_2 + \sqrt{-4c_1c_2}}} \quad \text{and} \quad K = \frac{c_2 + \sqrt{-4c_1c_2}}{c_2 - \sqrt{-4c_1c_2}}. \]

*Elliptic F* and *Elliptic E* are elliptic integrals of the first and second kind respectively.

For some particular choices to the constants \( c, c_1 \) and \( c_2 \) in equation (9) one can get simpler solutions as follows:

- Let \( c_1 = c_2 = 0 \), then \( \eta = \pm \frac{2}{3} v \sqrt{\frac{v}{c}} + c_3 \), hence

\[
v = (c_3 \pm \frac{3}{2} \sqrt{c} \eta^2)^{\frac{2}{3}} \quad (11)
\]

- Let \( c_1 = 0, c_2 \neq 0 \), then \( \eta = \pm \left( \frac{\sqrt{c}v + c_2v^2}{c_2} - \frac{c}{c_2^2} \log(2c_2\sqrt{v} + 2\sqrt{vc_2^2 + c_2c}) \right) + c_3 \)

Other suggested constants are:

1. Let \( c_2 = 2\sqrt{cc_1} \).
2. Let \( c_2 = -2\sqrt{cc_1} \).

You can easily using Mathematica 9.0 to perform the integration of equation (9) to get formula of \( \eta \) after you determine the suggested constants, however the difficulty that faces is how to get \( v \) with respect to \( \eta \) explicitly, except the formula in (11), this what was discussed in [12]. Hence it seems that formula (11) is the only explicit solution for equations (1), (2) and (3). So results can be summarized as follows:

- The solution of equation (1) is \( u(x, t) = (c_3 \pm \frac{3}{2} \sqrt{c} \left( x + \frac{c}{\alpha} t^a \right))^2. \)

- The solution of equation (2) is \( u(x, t) = (c_3 \pm \frac{3}{2} \sqrt{c} \left( \frac{1}{\alpha} x^a + ct \right))^2. \)

- The solution of equation (3) is \( u(x, t) = (c_3 \pm \frac{3}{2} \sqrt{c} \left( \frac{1}{\alpha} x^a + \frac{c}{\alpha} t^a \right))^2. \)
Remarks:

1. The same ordinary differential equation is obtained from the three different forms of conformable fractional Harry Dym-Equation after using special wave variable for each form.

2. A function could be $\alpha$-differentiable at a point but not differentiable, illustrating example was discussed in [6].

4. Examples.

Example 1: Let $\alpha = 0.7$, for the graph of equation (1) solution $u(x,t) = \left(c_3 + \frac{3}{2} \sqrt{c} \left(x + \frac{c}{\alpha} t^\alpha\right)\right)^\frac{2}{3}$ with respect to $x$ and $t$, with $c_3 = 4$ and $c = 1$ see Figure 1.

![Figure 1](image1.png)

**Fig. 1** The graph of $u(x, t) = \left(4 + \frac{3}{2} \left(x + \frac{1}{\alpha} t^\alpha\right)\right)^\frac{2}{3}$ at $\alpha = 0.7$ for example 1

Example 2: The graph of equation (1) solution $u(x, t) = \left(c_3 + \frac{3}{2} \sqrt{c} \left(x + \frac{c}{\alpha} t^\alpha\right)\right)^\frac{2}{3}$ versus $x$ at $t = 1$, $c_3 = 4$ and $c = 1$ for different values of $\alpha$ is in Figure 2.
Example 3: Let $\alpha = 0.9$, for the graph of equation (2) solution $u(x, t) = (c_3 + \frac{3}{2} \sqrt{c} \left(\frac{1}{\alpha} x^\alpha + ct\right))^{\frac{2}{3}}$ with respect to $x$ and $t$, with $c_3 = 4$ and $c = 1$ see Figure 3.

Fig. 2 The graph of $u(x, t) = (4 + \frac{3}{2} \left( x + \frac{1}{\alpha} \right))^{\frac{2}{3}}$ versus $x$ at $t = 1$ at $\alpha = 1, 0.9$ and 0.7 for example 2

Fig. 3 The graph of $u(x, t) = (4 + \frac{3}{2} \left( \frac{1}{\alpha} x^\alpha + t \right))^{\frac{2}{3}}$ at $\alpha = 0.9$ for example 3
Example 4: The graph of equation (2) solution \( u(x, t) = \left( 4 + \frac{3}{2} \left( \frac{1}{\alpha} x^\alpha + t \right) \right)^{\frac{2}{3}} \) versus \( x \) at \( t = 0 \), \( c_3 = 4 \) and \( c = 1 \) for different values of \( \alpha \) is in Figure 4.

![Graph of equation (2) solution](image)

**Fig. 4** The graph of \( u(x, t) = \left( 4 + \frac{3}{2} \left( \frac{1}{\alpha} x^\alpha + t \right) \right)^{\frac{2}{3}} \) versus \( x \) at \( t = 0 \) at \( \alpha = 1, 0.9 \) and 0.7 for example 4

Example 5: Let \( \alpha = 0.9 \), for the graph of equation (3) solution \( u(x, t) = (c_3 + \frac{3}{2} \sqrt{c} \left( \frac{1}{\alpha} x^\alpha + \frac{c}{\alpha} t^\alpha \right))^{\frac{2}{3}} \) with respect to \( x \) and \( t \), with \( c_3 = 4 \) and \( c = 1 \) see Figure 5.

![Graph of equation (3) solution](image)

**Fig. 5** The graph of \( u(x, t) = \left( 4 + \frac{3}{2} \left( \frac{1}{\alpha} x^\alpha + \frac{1}{\alpha} t^\alpha \right) \right)^{\frac{2}{3}} \) at \( \alpha = 0.9 \) for example 5
Example 6: The graph of equation (3) solution $u(x, t) = \left( c_3 + \frac{3}{2}\sqrt{c} \left( \frac{1}{\alpha} x^\alpha + \frac{c}{\alpha} t^\alpha \right) \right)^\frac{2}{3}$ versus $x$ at $t = 1$, $c_3 = 4$ and $c = 1$ for different values of $\alpha$ is in Figure 6.
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1 Introduction

The $q$-analogue of any real number $t$ is defined as $[t]_q = \frac{1-q^t}{1-q}$ and the $q$-factorial, denoted by $[n]_q!$, is defined [1, 2] as

$$[n]_q! = \begin{cases} 1 & \text{if } n = 0, \\ [n]_q \times [n-1]_q \times \cdots \times [1]_q & \text{if } n = 1, 2, \ldots. \end{cases}$$

(1)

The $q$-analogue of $(a+x)^n$, denoted by $(a+x)_q^n$, is defined [3] as

$$(a+x)_q^n = \begin{cases} 1 & \text{if } n = 0, \\ \prod_{m=0}^{n-1} (a+q^m x) & \text{if } n = 1, 2, \ldots. \end{cases}$$

(2)

It is also defined for any complex number $\alpha$ as

$$(a+x)_q^\alpha = \frac{(a+x)_q^\infty}{(a+q^\alpha x)_q^\infty},$$

(3)

where $(a+x)_q^\infty := \lim_{n \to \infty} \prod_{m=0}^{n} (a+q^m x)$, and the principal value of $q^\alpha$ is considered, $0 < q < 1$. Yet, the $q$-Maclaurin series expansion of $(a+x)_q^n$ is

$$(a+x)_q^n = \sum_{k=0}^{n} \binom{n}{k}_q a^{n-k} x^k q^\binom{k}{2}$$

(4)

where $\binom{n}{k}_q = \frac{[n]_q!}{[k]_q! [n-k]_q!}$ are called $q$-binomial coefficients. Expression (4) is called Gauss $q$-binomial formula (see [3], p. 15). In the $q$-binomial coefficients, if $|q| < 1$ and $n$ tends to infinity (see [3], p. 30) we obtain $\lim_{n \to \infty} \binom{n}{k}_q = \frac{1}{(1-q)_q^k}$. More details about the identities involving $q$-binomial coefficients can be found in references [4].

One can also recall definitions of the $q$-functions [2, 5, 6] as follows:

$$e_q^x = \frac{1}{(1-(1-q)x)_q^\infty} = \sum_{n=0}^{\infty} \frac{1}{[n]_q!} x^n, \quad |x| < 1,$$

(5)

$$E_q^x = (1+(1-q)x)_q^\infty = \sum_{n=0}^{\infty} \frac{1}{[n]_q!} x^n q^\binom{n}{2}, \quad x \in \mathbb{C}.$$

(6)

It can be seen that $e_q^x E_q^{-x} = 1$ and $e_q^{x-1} = E_q^{x}$. The product of the two functions are investigated in a more detailed way in [6, 7, 8]. The contribution of the corresponding references can be summarized in the following theorem:

**Theorem 1.** For all $x, y \in \mathbb{C}$ the following equation holds

$$e_q^x E_q^y = \sum_{n=0}^{\infty} \frac{1}{[n]_q!} (x+y)_q^n = e_q^{(x+y)_q^n}$$

(7)

where $(x+y)_q^n$ is defined in (4).

In the light of aforementioned preliminaries, this paper aims at studying about the $q$-exponential functions more closely. At first, the Gauss $q$-binomial formula is generalized and based on the formula, some properties of the $q$-exponential functions are established.
2 \( q \)-Exponential Functions

First, let us generalize the \( q \)-binomial formula given in (4). The generalization of the \( q \)-binomial can then be carried out as follows.

**Theorem 2.** For any \( x, y, z \in \mathbb{C} \) and positive integer \( n \), the following identity holds:

\[
(x + y)^n_q = \sum_{k=0}^{n} \left( \begin{array}{c} n \\ k \\ q \end{array} \right) (x - z)^k_q(z + y)^{n-k}_q.
\]  

(8)

**Proof.** The induction is used to prove the theorem. Equation (8) is valid for \( n = 1 \). Assuming that (8) holds for any \( n \) and we show that it holds for \( n + 1 \). Then

\[
(x + y)^{n+1}_q = (x + y)^n_q (q^k(z + q^{n-k}y) + (x - q^kz)) = \sum_{k=0}^{n} \left( \begin{array}{c} n \\ k \\ q \end{array} \right) q^k(x - z)^k_q(z + y)^{n+1-k}_q + \sum_{k=1}^{n} \left( \begin{array}{c} n \\ k \\ q \end{array} \right) (x - z)^{k+1}_q(z + y)^{n-k}_q
\]

\[
= (z + y)^{n+1}_q + (x - z)^{n+1}_q + \sum_{k=1}^{n} \left( \begin{array}{c} n \\ k \\ q \end{array} \right) q^k(x - z)^{n+1-k}_q
\]

\[
+ \sum_{k=1}^{n} \left( \begin{array}{c} n \\ k - 1 \\ q \end{array} \right) (x - z)^k_q(z + y)^{n+1-k}_q
\]

\[
= \sum_{k=0}^{n+1} \left( \begin{array}{c} n + 1 \\ k \\ q \end{array} \right) (x - z)^k_q(z + y)^{n+1-k}_q.
\]

Thus, the proof is complete. \( \Box \)

It is realized that the identity in Theorem 2 can be re-written as

\[
(x + y)^n_q = \sum_{k=0}^{n} \left( \begin{array}{c} n \\ k \\ q \end{array} \right) (x - z)^{n-k}_q(z + y)^k_q.
\]  

(9)

Its proof can be readily derived form the proof of Theorem 2.

Theorem 2 and its re-expression (9) allow one to conclude the striking identities given as follows:

- For \( y = 0 \) and \( z = 1 \), the \( q \)-Taylor expansion of \( x^n \) about \( x = 1 \), (see [3], p. 23) becomes

\[
x^n = \sum_{k=0}^{n} \left( \begin{array}{c} n \\ k \\ q \end{array} \right) (x - 1)^k_q.
\]

- For \( x = 1 \), \( y = -ab \) and \( z = a \), the following identity (see [2], p. 25) is obtained

\[
(1 - ab)^n_q = \sum_{k=0}^{n} \left( \begin{array}{c} n \\ k \\ q \end{array} \right) a^{n-k}_q(1 - a)^k_q(1 - b)^{n-k}_q.
\]

- For \( y = -x \), the identity

\[
\sum_{k=0}^{n} \left( \begin{array}{c} n \\ k \\ q \end{array} \right) (x - z)^k_q(z - x)^{n-k}_q = 0.
\]

is found.

- For the case of \( z = 0 \) in (9), the \( q \)-binomial formula in (4) is reached.

- For \( x = 1 \), \( y = -ab \) and \( z = b \) in (9); the identity (see [2], p. 25)

\[
(1 - ab)^n_q = \sum_{k=0}^{n} \left( \begin{array}{c} n \\ k \\ q \end{array} \right) b^k(1 - a)^k_q(1 - b)^{n-k}_q
\]

is stated.
Theorem 3. For \(x, y, z \in \mathbb{C}\), the following equations hold

\[
\frac{(x+y)_{q}^\infty}{(z+y)_{q}^\infty} = \sum_{k=0}^{\infty} \frac{1}{[k]_{q}!} \frac{(x-z)_{q}^{k}}{(1-q)^{k}} \frac{1}{x} = e_{q}^{\frac{(x-z)_{q}}{(1-q)^{x}}},
\]

(10)

and

\[
\frac{(x+y)_{q}^\infty}{(z-x)_{q}^\infty} = \sum_{k=0}^{\infty} \frac{1}{[k]_{q}!} \frac{(z+y)_{q}^{k}}{(1-q)^{k}} \frac{1}{z} = e_{q}^{\frac{(z+y)_{q}}{(1-q)^{z}}}.\]

Proof. As \(n \to \infty\) in equation (8), it is arrived at

\[
(x+y)_{q}^\infty = \lim_{n \to \infty} \sum_{k=0}^{n} \binom{n}{k} \frac{(x-z)_{q}^{k}}{(1-q)^{k}} (z+y)_{q}^{n-k} = \lim_{n \to \infty} \sum_{k=0}^{n} \frac{1}{[k]_{q}!} \frac{(x-z)_{q}^{k}}{(1-q)^{k}} \frac{1}{x} (z+y)_{q}^{n-k} = \sum_{k=0}^{\infty} \frac{1}{[k]_{q}!} \frac{(z+y)_{q}^{k}}{(1-q)^{k}} \frac{1}{z} (z+y)_{q}^{n-k}.
\]

Dividing both sides of the last equation by \((z+y)_{q}^\infty\) gives

\[
\frac{(x+y)_{q}^\infty}{(z+y)_{q}^\infty} = \sum_{k=0}^{\infty} \frac{1}{[k]_{q}!} \frac{(x-z)_{q}^{k}}{(1-q)^{k}} \frac{1}{z}.
\]

By using Theorem 1, the right hand side of the previous equation can be re-written as \(e_{q}^{\frac{(x-z)_{q}}{(1-q)^{x}}}\) which completes the proof of equation (10). In a similar manner, the latter can be proven.  

Example 1. If we take \(x = 1\) and \(y = -az\) in equation (11), we will get (see [2], p. 8)

\[
\frac{(1-az)_{q}^\infty}{(1-z)_{q}^\infty} = \sum_{k=0}^{\infty} \frac{1}{[k]_{q}!} \frac{(z-y)_{q}^{k}}{(1-q)^{k}} = \sum_{k=0}^{\infty} \frac{1}{[k]_{q}!} \frac{(z-y)_{q}^{k}}{(1-q)^{k}} z^{k} = \phi_{0}(a; -; q, z).
\]

The function on the right hand side of the above equation is called basic hypergeometric series and more details about it can be found in [2].

Now we concentrate about the \(q\)-exponential functions. At first, product of the \(q\)-exponential functions is given in the next theorem and then some properties of the \(q\)-exponential functions are derived.

Remark 1. For \(|x| < 1\) and \(|q| < 1\), the following identity holds

\[
\frac{(1-y)_{q}^\infty}{(1-x)_{q}^\infty} = \sum_{k=0}^{\infty} \frac{(x-y)_{q}^{k}}{(1-q)^{k}}.
\]

(12)

Theorem 4. For \(x, y, z \in \mathbb{C}\), the following identity holds

\[
e_{q}^{(x+y)_{q}} = e_{q}^{(x-z)_{q}} e_{q}^{(z+y)_{q}}.
\]

(13)

Proof. The identity (7) is taken to expand the \(q\)-exponential functions on the right hand side of (13), and thus

\[
e_{q}^{(x-z)_{q}} e_{q}^{(z+y)_{q}} = \left( \sum_{n=0}^{\infty} \frac{1}{[n]_{q}!} (x-z)_{q}^{n} \right) \left( \sum_{n=0}^{\infty} \frac{1}{[n]_{q}!} (z+y)_{q}^{n} \right)
\]

\[
= \sum_{n=0}^{\infty} \frac{1}{[n]_{q}!} \sum_{k=0}^{n} \binom{n}{k} (x-z)_{q}^{k} (z+y)_{q}^{n-k}
\]

\[
= \sum_{n=0}^{\infty} \frac{1}{[n]_{q}!} (x+y)_{q}^{n} = e_{q}^{(x+y)_{q}}.
\]

\[\square\]
Corollary 1. For \( x, z \in \mathbb{C} \), the following identity holds
\[
e^{-q(x+z)} = \frac{1}{e^{-q(x+z)}}.
\]

Proof. By taking \( y := -x \) and \( z := -z \) in Theorem 4, the requirement can be easily carried out. \( \square \)

Theorem 5. For \( x \in \mathbb{C} \) and \( m, n \in \mathbb{Z} \), the following identity
\[
e^{(m-n)x} = \begin{cases} 
\prod_{j=m}^{m-1} e^{(j+1)-j)x} & \text{if } m > n \\
\prod_{j=m}^{n-1} e^{(j+1)-j)x} & \text{if } m < n 
\end{cases}
\]
holds.

Proof. First, consider the case of \( m > n \). The theorem is proven by induction. For the basis step, \( m = n + 1 \), the theorem is valid. Take the case \( m = k, k > n \). Then it needs to be proven that it holds for the case \( m = k + 1 \). By using identity (13) and the induction, it can be reached
\[
e^{((k+1)-n)x} = e^{((k+1)-k)x} e^{(k-1)x} \prod_{j=n}^{k-1} e^{((j+1)-j)x} = \prod_{j=m}^{k-1} e^{((j+1)-j)x}
\]
which completes the proof of the first part.

For the case of \( m < n \), Corollary 1 is used. Then the result of the first part is applied to get
\[
e^{(m-n)x} = \prod_{j=m}^{n-1} e^{(j+1)-j)x} = \prod_{j=m}^{n-1} e^{(j+1)-j)x}
\]
which completes the proof. \( \square \)

Corollary 2. For \( x \in \mathbb{C} \), and positive integers \( m \) and \( n \), the following identities hold:
\[
e^{mx} = \prod_{j=0}^{m-1} e^{(j+1)-j)x}, \tag{14}
\]
\[
E_{-nx} = \prod_{j=0}^{n-1} e^{(j+1)-j)x}. \tag{15}
\]

Proof. Consideration of (7) with \( n = 0 \) and \( m \) any positive integer in Theorem 5 leads to the complete proof of the first identity. Replacing \( m \) and \( n \) values between each other in the first identity gives the proof of the second one. \( \square \)

Now then, the \( n \)-th \( q \)-derivative of the \( q \)-exponential functions is found in the next theorem.

Theorem 6. For \( \alpha, \beta, x \in \mathbb{C} \) and positive integer \( n \),
\[
D_{q}^{n} e^{(q+\beta)x} = (\alpha + \beta)^{n} e^{(q+\beta)x}. \tag{16}
\]

Proof. We use the induction to prove the theorem. For the case of \( n = 1 \), we need to get the \( q \)-derivative of \( e^{(q+\beta)x} \). So we use equation (7) and then take the \( q \)-derivative to obtain
\[
D_{q} e^{(\alpha+\beta)x} = D_{q} \left( \sum_{k=0}^{\infty} \frac{1}{|k|_{q}} (\alpha + \beta)^{k} x^{k} \right) = (\alpha + \beta) \sum_{k=0}^{\infty} \frac{1}{|k|_{q}} (\alpha + q\beta)^{k} x^{k} = (\alpha + \beta) e^{(q+\beta)x}.
\]
Assuming that (16) holds for a given \( k \) and to prove that it holds for \( k + 1 \), we need to obtain the \( q \)-derivative of \( D_{q}^{k} e^{(q+\beta)x} \). Hence
\[
D_{q}^{k+1} e^{(q+\beta)x} = D_{q} \left( D_{q}^{k} e^{(q+\beta)x} \right) = (\alpha + \beta)^{k} D_{q} \left( e^{(q+\beta)x} \right) = (\alpha + \beta)^{k+1} e^{(q+\beta)x}.
\]
Thus the proof is complete. \( \square \)
Theorem 7. For $|x| < 1$, $|q| < 1$ and any arbitrary $\alpha$, the following identity holds
\[
e^{(1-q^\alpha)x} = \frac{1}{(1 - (1-q)x)_q^\alpha}
\] (17)

Proof. To prove the theorem, we use equations (3), (5), (6) and (7). Then we have
\[
e^{(1-q^\alpha)x} = e^x E_q^{-q^\alpha x} = \frac{1}{(1 - (1-q)x)_q^\alpha} \frac{1}{(1 - (1-q)q^\alpha x)_q^\alpha} = \frac{1}{(1 - (1-q)x)_q^\alpha}
\]
which completes the proof.

Remark 2. Equation (17) can be rewritten as $e^{(q^\alpha-1)x} = (1 - (1-q)x)_q^\alpha$.

Example 2. For $|x| < 1$ and $|q| < 1$,
\[
\sum_{k=0}^{\infty} \frac{(1 - a)_k^q}{(1 - q)_q^k} x^k = \sum_{k=0}^{\infty} \frac{(1 - a)_k^q}{[k]_q!} \left( \frac{x}{1 - q} \right)^k = e^x E_q^{\frac{x}{1-q}} = e^x E_q^{\frac{x}{1-q}} = (1 - ax)_q^\infty.
\]

Note that to reach this result; (7) in the second and third equations, and (5) and (6) in the last equation have been considered.

3 Conclusions and Recommendation

Some striking properties of the $q$-exponential functions have been analyzed in detail. In doing so, the Gauss $q$-binomial identity has generalized and based on it, remarkable properties of the $q$-exponential have been established. For further studies, similar discussion can be carried out for $q$-trigonometric functions.
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Abstract. Neutrosophic quadruple structure is used to study BCI-implicative ideal in BCI-algebra. The concept of neutrosophic quadruple BCI-implicative ideal based on nonempty subsets in BCI-algebra is introduced, and their related properties are investigated. Relationship between neutrosophic quadruple ideal, neutrosophic quadruple BCI-implicative ideal, neutrosophic quadruple BCI-positive implicative ideal and neutrosophic quadruple BCI-commutative ideal are consulted. Conditions for the neutrosophic quadruple set to be neutrosophic quadruple BCI-implicative ideal are provided. A characterization of a neutrosophic quadruple BCI-implicative ideal is displayed, and the extension property of neutrosophic quadruple BCI-implicative ideal is established.

1. Introduction

In [14], Smarandache has introduced the neutrosophic quadruple numbers for the first time. Using the notion of Smarandache’s neutrosophic quadruple numbers, Akinleye et al. [2] presented the notion of neutrosophic quadruple algebraic structures. In particular, they studied neutrosophic quadruple rings. Agboola et al. [11] studied neutrosophic quadruple algebraic hyperstructures, in particular, they developed neutrosophic quadruple semihypergroups, neutrosophic quadruple canonical hypergroups and neutrosophic quadruple hyperrings. Using BCK/BCI-algebras, Jun et al. [7] have established neutrosophic quadruple BCK/BCI-algebra, and have studied neutrosophic quadruple (positive implicative) ideal in neutrosophic quadruple BCK-algebra and neutrosophic quadruple closed ideal in neutrosophic quadruple BCI-algebra. Muhiuddin et al. [13] have studied neutrosophic quadruple q-ideal and (regular) neutrosophic quadruple ideal in neutrosophic quadruple BCI-algebra. Muhiuddin et al. [12] also have studied implicative neutrosophic quadruple ideal in neutrosophic quadruple BCK-algebra.

In this article, we study BCI-implicative ideal in BCI-algebra using neutrosophic quadruple structure. We define neutrosophic quadruple BCI-implicative ideal based on nonempty subsets in BCI-algebra, and investigate their related properties. We consult relationship between neutrosophic quadruple ideal, neutrosophic quadruple BCI-implicative ideal, neutrosophic quadruple BCI-positive implicative ideal and neutrosophic quadruple BCI-commutative ideal. We provide conditions for the neutrosophic quadruple set to be neutrosophic quadruple BCI-implicative ideal. We discuss a characterization of a neutrosophic quadruple BCI-implicative ideal, and establish the extension property of neutrosophic quadruple BCI-implicative ideal.
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2. Preliminaries

A BCK/BCI-algebra, which is an important class of logical algebras, is introduced by K. Iséki (see [4, 5]) and it is being studied by many researchers.

A BCI-algebra is a set \(X\) with a binary operation \(\cdot\) and a special element \(0\) that satisfies the following conditions:

(I) \((\forall x, y, z \in X) ((x \cdot y) \cdot (x \cdot z)) \cdot (z \cdot y) = 0)\),

(II) \((\forall x, y \in X) ((x \cdot (x \cdot y)) \cdot y = 0)\),

(III) \((\forall x \in X) (x \cdot x = 0)\),

(IV) \((\forall x, y \in X) (x \cdot y = 0, y \cdot x = 0 \Rightarrow x = y)\).

If a BCI-algebra \(X\) satisfies the following identity:

(V) \((\forall x \in X) (0 \cdot x = 0)\),

then \(X\) is called a BCK-algebra.

Any BCK/BCI-algebra \(X\) satisfies the following conditions:

\((\forall x \in X) (x \cdot 0 = x)\), \hspace{1cm} (2.1)

\((\forall x, y, z \in X) (x \leq y \Rightarrow x \cdot z \leq y \cdot z, z \cdot y \leq z \cdot x)\), \hspace{1cm} (2.2)

\((\forall x, y, z \in X) ((x \cdot y) \cdot z = (x \cdot z) \cdot y)\), \hspace{1cm} (2.3)

\((\forall x, y, z \in X) ((x \cdot z) \cdot (y \cdot z) \leq x \cdot y)\) \hspace{1cm} (2.4)

where \(x \leq y\) if and only if \(x \cdot y = 0\).

Any BCI-algebra \(X\) satisfies the following conditions (see [3]):

\((\forall x, y \in X) (x \cdot (x \cdot y)) = x \cdot y)\), \hspace{1cm} (2.5)

\((\forall x, y \in X) (0 \cdot (x \cdot y) = (0 \cdot x) \cdot (0 \cdot y))\), \hspace{1cm} (2.6)

\((\forall x, y \in X) (0 \cdot (0 \cdot (x \cdot y)) = (0 \cdot y) \cdot (0 \cdot x))\). \hspace{1cm} (2.7)

An element \(a\) in a BCI-algebra \(X\) is said to be minimal (see [3]) if the following assertion is valid.

\((\forall x \in X) (x \leq a \Rightarrow x = a)\). \hspace{1cm} (2.8)

Note that the zero element 0 in a BCI-algebra \(X\) is minimal (see [3]).

A nonempty subset \(S\) of a BCK/BCI-algebra \(X\) is called a subalgebra of \(X\) if \(x \cdot y \in S\) for all \(x, y \in S\). A subset \(G\) of a BCK/BCI-algebra \(X\) is called an ideal of \(X\) if it satisfies:

\(0 \in G, (\forall x \in X) (\forall y \in G) (x \cdot y \in G \Rightarrow x \in G)\). \hspace{1cm} (2.9)

A subset \(G\) of a BCI-algebra \(X\) is called

- a closed ideal of \(X\) (see [3]) if it is an ideal of \(X\) which satisfies:

\((\forall x \in X) (x \in G \Rightarrow 0 \cdot x \in G)\), \hspace{1cm} (2.11)

- a BCI-positive implicative ideal of \(X\) (see [3]) if it satisfies (2.9) and

\((\forall x, y, z \in X) (((x \cdot z) \cdot y \cdot z) \in G, y \in G \Rightarrow x \cdot z \in G)\). \hspace{1cm} (2.12)
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- A BCI-commutative ideal of $X$ (see [10]) if it satisfies (2.9) and
  \[(x \cdot y) \cdot z \in G, \ z \in G \Rightarrow x \cdot ((y \cdot (y \cdot x)) \cdot (0 \cdot (0 \cdot (x \cdot y)))) \in G\] (2.13)
  for all $x, y, z \in X$,

- A BCI-implicative ideal of $X$ (see [8]) if it satisfies (2.9) and
  \[((x \cdot y) \cdot y) \cdot (0 \cdot y) \cdot z \in G, \ z \in G \Rightarrow x \cdot ((y \cdot (y \cdot x)) \cdot (0 \cdot (0 \cdot (x \cdot y)))) \in G\] (2.14)
  for all $x, y, z \in X$.

Note that every BCI-implicative ideal is an ideal, but the converse is not true (see [8]).

Lemma 2.1 ([8]). A subset $K$ of $X$ is a BCI-implicative ideal of a BCI-algebra $X$ if and only if it is an ideal of $X$ that satisfies the following condition.
\[((x \cdot y) \cdot y) \cdot (0 \cdot y) \in K \Rightarrow x \cdot ((y \cdot (y \cdot x)) \cdot (0 \cdot (0 \cdot (x \cdot y)))) \in K\] (2.15)
for all $x, y \in X$.

Lemma 2.2 ([10]). An ideal $K$ of $X$ is a BCI-commutative ideal of $X$ if and only if it satisfies:
\[x \cdot y \in K \Rightarrow x \cdot ((y \cdot (y \cdot x)) \cdot (0 \cdot (0 \cdot (x \cdot y)))) \in K\] (2.16)
for all $x, y, z \in X$.

Lemma 2.3 ([9]). An ideal $K$ of $X$ is a BCI-positive implicative ideal of $X$ if and only if it satisfies:
\[((x \cdot y) \cdot y) \cdot (0 \cdot y) \in K \Rightarrow x \cdot y \in K\] (2.17)
for all $x, y, z \in X$.

We refer the reader to the books [3] [11] for further information regarding BCK/BCI-algebras, and to the site “http://fs.gallup.unm.edu/neutrosophy.htm” for further information regarding neutrosophic set theory.

We consider neutrosophic quadruple numbers based on a set instead of real or complex numbers.

Let $X$ be a set. A neutrosophic quadruple $X$-number is an ordered quadruple $(a, xT, yI, zF)$ where $a, x, y, z \in X$ and $T, I, F$ have their usual neutrosophic logic meanings (see [21]).

The set of all neutrosophic quadruple $X$-numbers is denoted by $N_q(X)$, that is,
\[N_q(X) := \{(a, xT, yI, zF) \mid a, x, y, z \in X\},\]
and it is called the neutrosophic quadruple set based on $X$. If $X$ is a BCK/BCI-algebra, a neutrosophic quadruple $X$-number is called a neutrosophic quadruple BCK/BCI-number and we say that $N_q(X)$ is the neutrosophic quadruple BCK/BCI-set.

Let $X$ be a BCK/BCI-algebra. We define a binary operation $\Box$ on $N_q(X)$ by
\[(a, xT, yI, zF) \Box (b, uT, vI, wF) = (a \cdot b, (x \cdot u)T, (y \cdot v)I, (z \cdot w)F)\]
for all $(a, xT, yI, zF), (b, uT, vI, wF) \in N_q(X)$. Given $a_1, a_2, a_3, a_4 \in X$, the neutrosophic quadruple BCK/BCI-number $(a_1, a_2T, a_3I, a_4F)$ is denoted by $\tilde{a}$, that is,
\[\tilde{a} = (a_1, a_2T, a_3I, a_4F),\]
Consider a BCI-algebra \( J \).

Let \( N \) be a BCI-implicative ideal of \( J \) is called a \( NQ \)-BCI-implicative ideal over \( (X,K) \) where \( K \) is a neutrosophic quadruple set based on \( N \). Then the neutrosophic quadruple BCI-algebra \( (N,X,K) \) has 81-elements, that is, \( \tilde{0} = (0,0T,0I,0F) \).

Then \( (N_q(X);\sqsubseteq,\tilde{0}) \) is a BCK/BCI-algebra (see [7]), which is called \textit{neutrosophic quadruple BCK/BCI-algebra}, and it is simply denoted by \( N_q(X) \).

We define an order relation \( \sqsubseteq \) and the equality \( = \) on \( N_q(X) \) as follows:

\[
\tilde{x} \sqsubseteq \tilde{y} \iff x_i \leq y_i \text{ for } i = 1,2,3,4,
\]

\[
\tilde{x} = \tilde{y} \iff x_i = y_i \text{ for } i = 1,2,3,4
\]

for all \( \tilde{x}, \tilde{y} \in N_q(X) \). It is easy to verify that \( \sqsubseteq \) is an equivalence relation on \( N_q(X) \).

Let \( X \) be a BCK/BCI-algebra. Given nonempty subsets \( K \) and \( J \) of \( X \), consider the set

\[ N_q(K,J) := \{(a,xT,yI,zF) \in N_q(X) \mid a,x \in K \text{ } \& \text{ } y,z \in J\}, \]

which is called the \textit{neutrosophic quadruple set} based on \( K \) and \( J \).

The set \( N_q(K,K) \) is denoted by \( N_q(K) \), and it is called the \textit{neutrosophic quadruple set} based on \( K \).

3. Neutrosophic quadruple BCI-implicative ideals

In what follows, let \( X \) denote a BCI-algebra unless otherwise specified.

**Definition 3.1.** Let \( K \) and \( J \) be nonempty subsets of \( X \). Then the neutrosophic quadruple set based on \( K \) and \( J \) is called a \textit{neutrosophic quadruple BCI-implicative ideal} (briefly, \textit{NQ-BCI-implicative ideal}) over \( (X,K,J) \) if it is a BCI-implicative ideal of \( N_q(X) \). If \( K = J \), then we say that it is a \textit{NQ-BCI-implicative ideal} over \( (X,K) \).

**Example 3.2.** Consider a BCI-algebra \( X = \{0,1,2,3,4,5\} \) with the binary operation \( \cdot \), which is given in Table 1.

<table>
<thead>
<tr>
<th>( \cdot )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Then the neutrosophic quadruple BCI-algebra \( N_q(X) \) has 64 elements. If we take \( K = \{0,1,2\} \), then the neutrosophic quadruple set based on \( K \) has 81-elements, that is,

\[ N_q(K) = \{\tilde{0}, \tilde{\zeta}_i \mid i = 1,2,\cdots,80\}, \]

and it is an NQ-BCI-implicative ideal over \( (X,K) \) where

\[
\tilde{0} = (0,0T,0I,0F), \quad \tilde{\zeta}_1 = (0,0T,0I,1F), \quad \tilde{\zeta}_2 = (0,0T,0I,2F),
\]

\[
\tilde{\zeta}_3 = (0,0T,1I,0F), \quad \tilde{\zeta}_4 = (0,0T,1I,1F), \quad \tilde{\zeta}_5 = (0,0T,1I,2F),
\]

\[
\tilde{\zeta}_6 = (0,0T,2I,0F), \quad \tilde{\zeta}_7 = (0,0T,2I,1F), \quad \tilde{\zeta}_8 = (0,0T,2I,2F),
\]

\[
\tilde{\zeta}_9 = (0,1T,0I,0F), \quad \tilde{\zeta}_{10} = (0,1T,0I,1F), \quad \tilde{\zeta}_{11} = (0,1T,0I,2F),
\]

and so on.
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\[\tilde{\zeta}_{12} = (0, 1T, 1I, 0F), \tilde{\zeta}_{13} = (0, 1T, 1I, 1F), \tilde{\zeta}_{14} = (0, 1T, 1I, 2F),\]
\[\tilde{\zeta}_{15} = (0, 1T, 2I, 0F), \tilde{\zeta}_{16} = (0, 1T, 2I, 1F), \tilde{\zeta}_{17} = (0, 1T, 2I, 2F),\]
\[\tilde{\zeta}_{18} = (0, 2T, 0I, 0F), \tilde{\zeta}_{19} = (0, 2T, 0I, 1F), \tilde{\zeta}_{20} = (0, 2T, 0I, 2F),\]
\[\tilde{\zeta}_{21} = (0, 2T, 1I, 0F), \tilde{\zeta}_{22} = (0, 2T, 1I, 1F), \tilde{\zeta}_{23} = (0, 2T, 1I, 2F),\]
\[\tilde{\zeta}_{24} = (0, 2T, 2I, 0F), \tilde{\zeta}_{25} = (0, 2T, 2I, 1F), \tilde{\zeta}_{26} = (0, 2T, 2I, 2F),\]
\[\tilde{\zeta}_{27} = (1, 0T, 0I, 0F), \tilde{\zeta}_{28} = (1, 0T, 0I, 1F), \tilde{\zeta}_{29} = (1, 0T, 0I, 2F),\]
\[\tilde{\zeta}_{30} = (1, 0T, 1I, 0F), \tilde{\zeta}_{31} = (1, 0T, 1I, 1F), \tilde{\zeta}_{32} = (1, 0T, 1I, 2F),\]
\[\tilde{\zeta}_{33} = (1, 0T, 2I, 0F), \tilde{\zeta}_{34} = (1, 0T, 2I, 1F), \tilde{\zeta}_{35} = (1, 0T, 2I, 2F),\]
\[\tilde{\zeta}_{36} = (1, 1T, 0I, 0F), \tilde{\zeta}_{37} = (1, 1T, 0I, 1F), \tilde{\zeta}_{38} = (1, 1T, 0I, 2F),\]
\[\tilde{\zeta}_{39} = (1, 1T, 1I, 0F), \tilde{\zeta}_{40} = (1, 1T, 1I, 1F), \tilde{\zeta}_{41} = (1, 1T, 1I, 2F),\]
\[\tilde{\zeta}_{42} = (1, 1T, 2I, 0F), \tilde{\zeta}_{43} = (1, 1T, 2I, 1F), \tilde{\zeta}_{44} = (1, 1T, 2I, 2F),\]
\[\tilde{\zeta}_{45} = (1, 2T, 0I, 0F), \tilde{\zeta}_{46} = (1, 2T, 0I, 1F), \tilde{\zeta}_{47} = (1, 2T, 0I, 2F),\]
\[\tilde{\zeta}_{48} = (1, 2T, 1I, 0F), \tilde{\zeta}_{49} = (1, 2T, 1I, 1F), \tilde{\zeta}_{50} = (1, 2T, 1I, 2F),\]
\[\tilde{\zeta}_{51} = (1, 2T, 2I, 0F), \tilde{\zeta}_{52} = (1, 2T, 2I, 1F), \tilde{\zeta}_{53} = (1, 2T, 2I, 2F),\]
\[\tilde{\zeta}_{54} = (2, 0T, 0I, 0F), \tilde{\zeta}_{55} = (2, 0T, 0I, 1F), \tilde{\zeta}_{56} = (2, 0T, 0I, 2F),\]
\[\tilde{\zeta}_{57} = (2, 0T, 1I, 0F), \tilde{\zeta}_{58} = (2, 0T, 1I, 1F), \tilde{\zeta}_{59} = (2, 0T, 1I, 2F),\]
\[\tilde{\zeta}_{60} = (2, 0T, 2I, 0F), \tilde{\zeta}_{61} = (2, 0T, 2I, 1F), \tilde{\zeta}_{62} = (2, 0T, 2I, 2F),\]
\[\tilde{\zeta}_{63} = (2, 1T, 0I, 0F), \tilde{\zeta}_{64} = (2, 1T, 0I, 1F), \tilde{\zeta}_{65} = (2, 1T, 0I, 2F),\]
\[\tilde{\zeta}_{66} = (2, 1T, 1I, 0F), \tilde{\zeta}_{67} = (2, 1T, 1I, 1F), \tilde{\zeta}_{68} = (2, 1T, 1I, 2F),\]
\[\tilde{\zeta}_{69} = (2, 1T, 2I, 0F), \tilde{\zeta}_{70} = (2, 1T, 2I, 1F), \tilde{\zeta}_{71} = (2, 1T, 2I, 2F),\]
\[\tilde{\zeta}_{72} = (2, 2T, 0I, 0F), \tilde{\zeta}_{73} = (2, 2T, 0I, 1F), \tilde{\zeta}_{74} = (2, 2T, 0I, 2F),\]
\[\tilde{\zeta}_{75} = (2, 2T, 1I, 0F), \tilde{\zeta}_{76} = (2, 2T, 1I, 1F), \tilde{\zeta}_{77} = (2, 2T, 1I, 2F),\]
\[\tilde{\zeta}_{78} = (2, 2T, 2I, 0F), \tilde{\zeta}_{79} = (2, 2T, 2I, 1F), \tilde{\zeta}_{80} = (2, 2T, 2I, 2F).\]

**Theorem 3.3.** Every NQ-BCI-implicative ideal is a neutrosophic quadruple ideal.

**Proof.** It is straightforward since every BCI-implicative ideal is an ideal in BCI-algebras. \qed

The converse of Theorem 3.3 is not true in general as seen in the following example.

**Example 3.4.** Let \(X = \{0, 1, 2, 3, 4\}\) be a set with the binary operation \(\cdot\), which is given in Table 2.

**TABLE 2.** Cayley table for the binary operation \(\cdot\)

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>0</td>
</tr>
</tbody>
</table>
Then $X$ is a BCI-algebra (see [3]), and the neutrosophic quadruple BCI-algebra $N_q(X)$ has 625 elements. If we take $K = \{0, 1\}$, then the neutrosophic quadruple set based on $K$ has 16-elements, that is,

$$N_q(K) = \{\hat{0}, \hat{\zeta_i} | i = 1, 2, \cdots, 15\},$$

and it is a neutrosophic quadruple ideal over $(X, K)$ where

- $\hat{0} = (0, 0T, 0I, 0F)$,
- $\hat{\zeta_1} = (0, 0T, 0I, 1F)$,
- $\hat{\zeta_2} = (0, 0T, 1I, 0F)$,
- $\hat{\zeta_3} = (0, 0T, 1I, 1F)$,
- $\hat{\zeta_4} = (0, 1T, 0I, 0F)$,
- $\hat{\zeta_5} = (0, 1T, 0I, 1F)$,
- $\hat{\zeta_6} = (0, 1T, 1I, 0F)$,
- $\hat{\zeta_7} = (0, 1T, 1I, 1F)$,
- $\hat{\zeta_8} = (1, 0T, 0I, 0F)$,
- $\hat{\zeta_9} = (1, 0T, 0I, 1F)$,
- $\hat{\zeta_{10}} = (1, 0T, 1I, 0F)$,
- $\hat{\zeta_{11}} = (1, 0T, 1I, 1F)$,
- $\hat{\zeta_{12}} = (1, 1T, 0I, 0F)$,
- $\hat{\zeta_{13}} = (1, 1T, 0I, 1F)$,
- $\hat{\zeta_{14}} = (1, 1T, 1I, 0F)$,
- $\hat{\zeta_{15}} = (1, 1T, 1I, 1F)$.

If we take $\hat{x} = (2, 2T, 2I, 2F)$ and $\hat{y} = (3, 3T, 3I, 3F)$ in $N_q(X)$, then

$$\hat{y} \Box ((\hat{x} \Box (\hat{x} \Box \hat{y})) \Box (\hat{0} \Box (\hat{y} \Box \hat{x}))))$$

$$= (3, 3T, 3I, 3F) \Box (((2, 2T, 2I, 2F) \Box ((2, 2T, 2I, 2F) \Box (3, 3T, 3I, 3F))) \Box (0, 0T, 0I, 0F)$$

$$= (2, 2T, 2I, 2F) \notin N_q(K).$$

Hence $N_q(K)$ is not a BCI-implicative ideal of $N_q(X)$, and so it is not an NQ-BCI-implicative ideal over $(X, K)$.

**Lemma 3.5 (\[\Box\]).** If $K$ and $J$ are ideals of $X$, then the neutrosophic quadruple set based on $K$ and $J$ is a neutrosophic quadruple ideal over $(X, K, J)$.

**Theorem 3.6.** The neutrosophic quadruple set based on $BCI$-implicative ideals $K$ and $J$ of $X$ is an NQ-BCI-implicative ideal over $(X, K, J)$.

**Proof.** Let $K$ and $J$ be $BCI$-implicative ideals of $X$. Since $0 \in K \cap J$, we get $\hat{0} \in N_q(K, J)$. Let $\hat{\bar{x}} = (x_1, x_2T, x_3I, x_4F)$, $\hat{\bar{y}} = (y_1, y_2T, y_3I, y_4F)$ and $\hat{\bar{z}} = (z_1, z_2T, z_3I, z_4F)$ be elements of $N_q(X)$ such that

$$((\hat{x} \Box \hat{y}) \Box (\hat{y} \Box \hat{x})) \Box (\hat{0} \Box (\hat{y} \Box \hat{x})) \in N_q(K, J).$$
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and \( \tilde{z} \in N_q(K, J) \). Then \( \tilde{z} = (z_1, z_2 T, z_3 I, z_4 F) \in N_q(K, J) \) and

\[
((\tilde{x} \boxtimes \tilde{y}) \boxtimes (\tilde{0} \boxtimes \tilde{y})) \boxtimes \tilde{z} = (((x_1, x_2 T, x_3 I, x_4 F) \boxtimes (y_1, y_2 T, y_3 I, y_4 F)) \boxtimes (y_1, y_2 T, y_3 I, y_4 F)) \boxtimes (z_1, z_2 T, z_3 I, z_4 F)
\]

\[
= (((\{x_1 \cdot y_1 \cdot (0 \cdot y_1)\} \cdot z_1), (((x_2 \cdot y_2) \cdot (0 \cdot y_2)) \cdot z_2), T, ((x_3 \cdot y_3) \cdot (0 \cdot y_3) \cdot z_3) I, (((x_4 \cdot y_4) \cdot (0 \cdot y_4)) \cdot z_4) F)
\]

\[\in N_q(K, J).\]

Hence \( z_i \in K \) and \( (((x_i \cdot y_i) \cdot (0 \cdot y_i)) \cdot z_i) \in K \) for \( i = 1, 2 \); and \( z_j \in J \) and \( (((x_j \cdot y_j) \cdot (0 \cdot y_j)) \cdot z_j) \in K \) for \( j = 3, 4 \). Since \( K \) and \( J \) are BCI-implicative ideals of \( X \), it follows that \( x_i \cdot ((y_i \cdot (y_i \cdot x_i)) \cdot (0 \cdot (0 \cdot (x_i \cdot y_i)))) \in K \) and \( x_j \cdot ((y_j \cdot (y_j \cdot x_j)) \cdot (0 \cdot (0 \cdot (x_j \cdot y_j)))) \in J \) for \( i = 1, 2 \) and \( j = 3, 4 \). Thus

\[
\tilde{x} \boxtimes ((\tilde{y} \boxtimes (\tilde{0} \boxtimes \tilde{x})) \cdot (\tilde{0} \boxtimes (\tilde{0} \boxtimes (\tilde{x} \boxtimes \tilde{y}))))
\]

\[
= (x_1, x_2 T, x_3 I, x_4 F) \cdot (((y_1, y_2 T, y_3 I, y_4 F) \cdot ((y_1, y_2 T, y_3 I, y_4 F)) \cdot (0, 0 T, 0 I, 0 F) \cdot ((0, 0 T, 0 I, 0 F) \cdot ((0, 0 T, 0 I, 0 F) \cdot ((0, 0 T, 0 I, 0 F) \cdot ((0, 0 T, 0 I, 0 F) \cdot ((0, 0 T, 0 I, 0 F) \cdot ((0, 0 T, 0 I, 0 F) \cdot ((0, 0 T, 0 I, 0 F) \cdot ((0, 0 T, 0 I, 0 F)))))
\]

\[
= (x_1 \cdot ((y_1 \cdot (y_1 \cdot x_1)) \cdot (0 \cdot (0 \cdot (x_1 \cdot y_1)))), (x_2 \cdot ((y_2 \cdot (y_2 \cdot x_2)) \cdot (0 \cdot (0 \cdot (x_2 \cdot y_2)))) T, (x_3 \cdot ((y_3 \cdot (y_3 \cdot x_3)) \cdot (0 \cdot (0 \cdot (x_3 \cdot y_3)))) I, (x_4 \cdot ((y_4 \cdot (y_4 \cdot x_4)) \cdot (0 \cdot (0 \cdot (x_4 \cdot y_4)))) F)
\]

\[\in N_q(K, J).\]

Hence \( N_q(K, J) \) is a BCI-implicative ideal of \( N_q(X) \), and therefore the neutrosophic quadruple set based on \( K \) and \( J \) is an NQ-BCI-implicative ideal over \( (X, K, J) \).

**Corollary 3.7.** The neutrosophic quadruple set based on a BCI-implicative ideal \( K \) of \( X \) is an NQ-BCI-implicative ideal over \( (X, K) \).

**Proposition 3.8.** Every neutrosophic quadruple set based on BCI-implicative ideals \( K \) and \( J \) of \( X \) satisfies the following condition.

\[
((\tilde{x} \boxtimes \tilde{y}) \boxtimes (\tilde{0} \boxtimes \tilde{y})) \in N_q(K, J)
\]

\[
\Rightarrow \tilde{x} \boxtimes ((\tilde{y} \boxtimes (\tilde{0} \boxtimes \tilde{x})) \boxtimes (\tilde{0} \boxtimes (\tilde{0} \boxtimes (\tilde{x} \boxtimes \tilde{y})))) \in N_q(K, J).
\]

for all \( \tilde{x}, \tilde{y}, \tilde{z} \in N_q(X) \).
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**Proof.** Let \( ((\tilde{x} \boxdot \tilde{y}) \boxdot \tilde{y}) \boxdot (\tilde{0} \boxdot \tilde{y}) ) \in N_q(K,J) \) for all \( \tilde{x}, \tilde{y}, \tilde{z} \in N_q(X) \). Then

\[
\begin{align*}
& (((x_1 \cdot y_1) \cdot (0 \cdot y_1)) \cdot 0, ((x_2 \cdot y_2) \cdot (0 \cdot y_2)) \cdot 0)T, \\
& (((x_3 \cdot y_3) \cdot (0 \cdot y_3)) \cdot 0I, ((x_4 \cdot y_4) \cdot (0 \cdot y_4)) \cdot 0)F
\end{align*}
\]

\[
= (((x_1 \cdot y_1) \cdot (0 \cdot y_1), ((x_2 \cdot y_2) \cdot (0 \cdot y_2))T, \\
((x_3 \cdot y_3) \cdot (0 \cdot y_3))I, ((x_4 \cdot y_4) \cdot (0 \cdot y_4))F
\]

\[
= (((x_1, x_2T, x_3I, x_4F) \boxdot (y_1, y_2T, y_3I, y_4F)) \boxdot (y_1, y_2T, y_3I, y_4F))
\]

\[
= ((\tilde{x} \boxdot \tilde{y}) \boxdot (\tilde{y} \boxdot \tilde{x})) \boxdot (\tilde{0} \boxdot (\tilde{x} \boxdot \tilde{y}))
\]

\[
\in N_q(K,J).
\]

This completes the proof. \( \square \)

We provide conditions for a neutrosophic quadruple set to be an NQ-BCI-implicative ideal.

**Theorem 3.9.** Let \( K \) and \( J \) be ideals of \( X \) such that

\[
((x \cdot y) \cdot y) \cdot (0 \cdot y) \in K \text{ (resp., } J) \\
\Rightarrow x \cdot ((y \cdot (y \cdot x)) \cdot (0 \cdot (0 \cdot (x \cdot y)))) \in K \text{ (resp., } J)
\]

(3.2)

for all \( x, y \in X \). Then the neutrosophic quadruple set based on \( K \) and \( J \) is an NQ-BCI-implicative ideal over \( (X,K,J) \).

**Proof.** Assume that \( ((x \cdot y) \cdot y) \cdot (0 \cdot y) \cdot z \in K \text{ (resp., } J) \) for all \( x, y, z \in X \). Then \((x \cdot y) \cdot y) \cdot (0 \cdot y) \in K \text{ (resp., } J) \) since \( K \) and \( J \) are ideals of \( X \). It follows from the condition (3.2) that \( x \cdot ((y \cdot (y \cdot x)) \cdot (0 \cdot (0 \cdot (x \cdot y)))) \in K \text{ (resp., } J) \). Hence \( K \) and \( J \) are BCI-implicative ideals of \( X \), and therefore the neutrosophic quadruple set based on \( K \) and \( J \) is an NQ-BCI-implicative ideal over \( (X,K,J) \) by Theorem 3.6. \( \square \)

**Corollary 3.10.** Let \( K \) be an ideal of \( X \) such that

\[
((x \cdot y) \cdot y) \cdot (0 \cdot y) \in K \\
\Rightarrow x \cdot ((y \cdot (y \cdot x)) \cdot (0 \cdot (0 \cdot (x \cdot y)))) \in K
\]

(3.3)

for all \( x, y \in X \). Then the neutrosophic quadruple set based on \( K \) is an NQ-BCI-implicative ideal over \( (X,K) \).
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**Theorem 3.11.** Let $K$ and $J$ be ideals of $X$ such that

\[
0 \cdot x \in K \quad \text{(resp., } J\text{)}, \quad (x \cdot y \cdot y) \cdot (0 \cdot y) \in K \quad \text{(resp., } J\text{)} \Rightarrow x \cdot (y \cdot (y \cdot x)) \in K \quad \text{(resp., } J\text{)}
\]

for all $x, y \in X$. Then the neutrosophic quadruple set based on $K$ and $J$ is an NQ-BCI-implicative ideal over $(X, K, J)$.

**Proof.** Assume that $((x \cdot y) \cdot y) \cdot (0 \cdot y) \in K \quad \text{(resp., } J\text{)}$ for all $x, y \in X$. Then $x \cdot (y \cdot (y \cdot x)) \in K \quad \text{(resp., } J\text{)}$ by (3.5). Using (I), (II), (2.3), (2.5), (2.6) and (3.4), we have

\[
(x \cdot ((y \cdot (y \cdot x)) \cdot (0 \cdot (0 \cdot (x \cdot y)))) \cdot (x \cdot (y \cdot (y \cdot x)))
\leq (y \cdot (y \cdot x)) \cdot ((y \cdot (y \cdot x)) \cdot (0 \cdot (0 \cdot (x \cdot y))))
\leq 0 \cdot (0 \cdot (x \cdot y))
= 0 \cdot ((0 \cdot x) \cdot (0 \cdot y))
= 0 \cdot (((0 \cdot y) \cdot x) \cdot (0 \cdot y))
= 0 \cdot (((0 \cdot (0 \cdot (0 \cdot y))) \cdot x) \cdot (0 \cdot y)) \cdot (0 \cdot y)
= 0 \cdot (((0 \cdot x) \cdot (0 \cdot y)) \cdot (0 \cdot y)) \cdot (0 \cdot (0 \cdot y))
= 0 \cdot (((0 \cdot (x \cdot y)) \cdot (0 \cdot y)) \cdot (0 \cdot (0 \cdot y)))
= 0 \cdot (0 \cdot ((x \cdot y) \cdot (0 \cdot y)))
\in K \quad \text{(resp., } J\text{)}.
\]

It follows that $x \cdot ((y \cdot (y \cdot x)) \cdot (0 \cdot (0 \cdot (x \cdot y)))) \in K \quad \text{(resp., } J\text{)}$. Hence $K$ and $J$ are BCI-implicative ideals of $X$ by Lemma 2.1. Therefore the neutrosophic quadruple set based on $K$ and $J$ is an NQ-BCI-implicative ideal over $(X, K, J)$ by Theorem 3.6. \qed

**Corollary 3.12.** Let $K$ be an ideal of $X$ such that

\[
0 \cdot x \in K,
\]

for all $x, y \in X$. Then the neutrosophic quadruple set based on $K$ is an NQ-BCI-implicative ideal over $(X, K)$.

**Theorem 3.13.** Let $X$ be a BCI-algebra satisfying the conditions:

\[
(\forall x, y \in X)(x \cdot y = ((x \cdot y) \cdot y) \cdot (0 \cdot y)), \quad (3.8)
\]

\[
(\forall x, y \in X)(x \cdot (x \cdot y) = y \cdot (y \cdot (x \cdot y))) \quad \text{(3.9)}
\]

If $K$ and $J$ are closed ideals of $X$, then the neutrosophic quadruple set based on $K$ and $J$ is an NQ-BCI-implicative ideal over $(X, K, J)$. 
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Proof. Let $K$ and $J$ be closed ideals of $X$. Assume that $((x \cdot y) \cdot y) \cdot (0 \cdot y) \in K$ (resp., $J$). Then $0 \cdot (((x \cdot y) \cdot y) \cdot (0 \cdot y)) \in K$ (resp., $J$). Using the conditions (3.8), (3.9), (2.3), (2.5), (I) and (III) in the proof of Theorem 3.18, we have

\[
\begin{align*}
(x \cdot (y \cdot (y \cdot x))) \cdot (0 \cdot y) &= (x \cdot (y \cdot y)) \cdot (y \cdot x) \\
&= (y \cdot (y \cdot (x \cdot y))) \cdot (y \cdot x) \\
&= (y \cdot (y \cdot x)) \cdot (y \cdot (x \cdot y)) \\
&= (y \cdot x) \cdot (y \cdot (x \cdot y)) \\
&\leq (x \cdot (x \cdot y)) \cdot x \\
&= 0 \cdot (x \cdot y) \\
&= 0 \cdot (((x \cdot y) \cdot y) \cdot (0 \cdot y)) \\
&\in K \text{ (resp., } J) \text{.}
\end{align*}
\]

It follows that $x \cdot (y \cdot (y \cdot x)) \in K$ (resp., $J$), and so that

\[
(x \cdot ((y \cdot (y \cdot x)) \cdot (0 \cdot (x \cdot y)))) \in K \text{ (resp., } J) \text{ in the proof of Theorem 3.18. Thus } K \text{ and } J \text{ are BCI-implicative ideals of } X \text{ by Lemma 2.1 and therefore the neutrosophic quadruple set based on } K \text{ and } J \text{ is an NQ-BCI-implicative ideal over } (X, K, J) \text{ by Theorem 3.6.}
\]

**Corollary 3.14.** Let $X$ be a BCI-algebra satisfying the conditions (3.8) and (3.9). If $K$ is a closed ideal of $X$, then the neutrosophic quadruple set based on $K$ is an NQ-BCI-implicative ideal over $(X, K)$. 

**Corollary 3.15.** Let $X$ be a BCI-algebra satisfying the condition:

\[
(\forall x, y \in X)((x \cdot (x \cdot y)) \cdot (y \cdot x) = y \cdot (y \cdot x)).
\]

If $K$ and $J$ are closed ideals of $X$, then the neutrosophic quadruple set based on $K$ and $J$ is an NQ-BCI-implicative ideal over $(X, K, J)$. 

**Proof.** If $X$ satisfies the condition (3.11), then it satisfies two conditions (3.8) and (3.9) (see [? , ?]). Hence the result is induced from Theorem 3.13. 

**Corollary 3.16.** Let $X$ be a BCI-algebra satisfying the condition (3.11). If $K$ is a closed ideal of $X$, then the neutrosophic quadruple set based on $K$ is an NQ-BCI-implicative ideal over $(X, K)$.

**Theorem 3.17.** Let $X$ be a BCI-algebra satisfying the condition (3.9) and

\[
(\forall x, y \in X)((x \cdot (y \cdot x)) \cdot (0 \cdot (y \cdot x)) = x).
\]

If $K$ and $J$ are closed ideals of $X$, then the neutrosophic quadruple set based on $K$ and $J$ is an NQ-BCI-implicative ideal over $(X, K, J)$. 

**Proof.** Let $K$ and $J$ be closed ideals of $X$. The conditions (3.12) and (III) lead to the following fact.

\[
(z \cdot y) \cdot (((z \cdot y) \cdot (z \cdot (z \cdot y))) \cdot (0 \cdot (z \cdot (z \cdot y)))) = 0.
\]
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It follows from (2.1), (I), (2.2), (2.3) and (III) that
\[
(z \cdot y) \cdot (((z \cdot y) \cdot y) \cdot (0 \cdot y)) = ((z \cdot y) \cdot (((z \cdot y) \cdot y) \cdot (0 \cdot y))) \cdot 0
\]
\[
= ((z \cdot y) \cdot (((z \cdot y) \cdot y) \cdot (0 \cdot y))) \cdot ((z \cdot y) \cdot ((z \cdot (z \cdot y)))
\]
\[
(0 \cdot (z \cdot (z \cdot y)))
\]
\[
\leq (((z \cdot y) \cdot (z \cdot (z \cdot y))) \cdot (0 \cdot (z \cdot (z \cdot y)))) \cdot (((z \cdot y) \cdot y) \cdot (0 \cdot y))
\]
\[
\leq (((z \cdot y) \cdot y) \cdot (0 \cdot (z \cdot (z \cdot y)))) \cdot (((z \cdot y) \cdot y) \cdot (0 \cdot y))
\]
\[
\leq (0 \cdot y) \cdot (0 \cdot (z \cdot (z \cdot y)))
\]
\[
\leq (z \cdot (z \cdot y)) \cdot y
\]
\[
= (z \cdot y) \cdot (z \cdot y) = 0.
\]

Hence \((z \cdot y) \cdot (((z \cdot y) \cdot y) \cdot (0 \cdot y))) = 0\) since 0 is a minimal element of \(X\), that is,
\[
(z \cdot y) \leq (z \cdot y) \cdot (0 \cdot y). \tag{3.15}
\]

On the other hand, we get
\[
(((z \cdot y) \cdot y) \cdot (0 \cdot y)) \cdot (z \cdot y) = (((z \cdot y) \cdot y) \cdot (z \cdot y)) \cdot (0 \cdot y)
\]
\[
= (((z \cdot y) \cdot (z \cdot y)) \cdot y) \cdot (0 \cdot y) = (0 \cdot y) \cdot (0 \cdot y) = 0
\]

by (2.3) and (III), that is,
\[
((z \cdot y) \cdot y) \cdot (0 \cdot y) \leq z \cdot y. \tag{3.16}
\]

Conditions \((3.15)\) and \((3.16)\) induce
\[
z \cdot y = ((z \cdot y) \cdot y) \cdot (0 \cdot y).
\]

Therefore the neutrosophic quadruple set based on \(K\) and \(J\) is an NQ-BCI-implicative ideal over \((X,K,J)\) by Theorem 3.13.

We now consider extension property of NQ-BCI-implicative ideal.

**Theorem 3.18.** For any nonempty subsets \(K\) and \(J\) of \(X\), let \(A\) and \(B\) be closed ideals of \(X\) such that \(K \subseteq A\) and \(J \subseteq B\). If \(K\) and \(J\) are BCI-implicative ideals of \(X\), then the neutrosophic quadruple set based on \(A\) and \(B\) is an NQ-BCI-implicative ideal over \((X,A,B)\), which is larger than the NQ-BCI-implicative ideal over \((X,K,J)\).

**Proof.** Assume that \(K\) and \(J\) are BCI-implicative ideals of \(X\). It is clear that \(N_q(K,J) \subseteq N_q(A,B)\). Let \(((x \cdot y) \cdot y) \cdot (0 \cdot y) \in A\) (resp., \(B\)) for all \(x, y \in X\). Then \(0 \cdot (((x \cdot y) \cdot y) \cdot (0 \cdot y)) \in A\) (resp., \(B\)) since \(A\) and \(B\) are closed ideals of \(X\). Using (2.3) and (III) induce
\[
(((x \cdot (((x \cdot y) \cdot y) \cdot (0 \cdot y))) \cdot y) \cdot (0 \cdot y)
\]
\[
= (((x \cdot y) \cdot y) \cdot (0 \cdot y)) \cdot (((x \cdot y) \cdot y) \cdot (0 \cdot y))
\]
\[
= 0 \in K \text{ (resp., } J\),
\]
which implies from Lemma 2.1 that
\[
(x \cdot (((x \cdot y) \cdot y) \cdot (0 \cdot y))) \cdot ((y \cdot y \cdot x \cdot (((x \cdot y) \cdot y) \cdot (0 \cdot y))))\cdot
\]
\[
(0 \cdot 0 \cdot ((x \cdot (((x \cdot y) \cdot y) \cdot (0 \cdot y)))) \cdot y))
\]
\[
\in K \subseteq A \text{ (resp., } J \subseteq B\).
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Since

\[ 0 \cdot ((x \cdot y) \cdot y) \cdot (0 \cdot y) = ((0 \cdot (x \cdot y)) \cdot (0 \cdot y)) \cdot (0 \cdot (0 \cdot y)) \]
\[ = ((0 \cdot x) \cdot (0 \cdot y)) \cdot (0 \cdot (0 \cdot y)) \]
\[ = ((0 \cdot (0 \cdot (0 \cdot y))) \cdot x) \cdot (0 \cdot y) \]
\[ = ((0 \cdot y) \cdot x) \cdot (0 \cdot y) \]
\[ = (0 \cdot x) \cdot (0 \cdot y) \]
\[ = 0 \cdot (x \cdot y) \]

by [2.6], [2.3], [2.5] and (III), we have

\[ 0 \cdot (0 \cdot ((x \cdot y) \cdot ((x \cdot y) \cdot (0 \cdot y)))) \cdot (0 \cdot y) \]
\[ = 0 \cdot (0 \cdot ((x \cdot y) \cdot ((x \cdot y) \cdot (0 \cdot y)))) \]
\[ = 0 \cdot ((0 \cdot (x \cdot y)) \cdot (0 \cdot (((x \cdot y) \cdot (0 \cdot y)))) \]
\[ = 0 \cdot (0 \cdot (x \cdot y)) \cdot (0 \cdot (x \cdot y)) \]
\[ = 0. \]

Combining (3.18) and (3.20) implies that

\[ (x \cdot (y \cdot (y \cdot (x \cdot ((x \cdot y) \cdot (0 \cdot y)))))) \cdot (y \cdot (x \cdot ((x \cdot y) \cdot (0 \cdot y)))) \]
\[ = (x \cdot (((x \cdot y) \cdot (0 \cdot y))) \cdot (y \cdot (x \cdot ((x \cdot y) \cdot (0 \cdot y)))) \]
\[ \in A \ (\text{resp.,} \ B). \]

Since \( A \) and \( B \) are ideals of \( X \), it follows that

\[ x \cdot (y \cdot (y \cdot (x \cdot ((x \cdot y) \cdot (0 \cdot y)))))) \in A \ (\text{resp.,} \ B). \]

On the other hand, we have

\[ (x \cdot (y \cdot (y \cdot x))) \cdot (x \cdot (y \cdot (x \cdot ((x \cdot y) \cdot (0 \cdot y)))))) \]
\[ \leq (y \cdot (y \cdot (x \cdot ((x \cdot y) \cdot (0 \cdot y)))))) \cdot (y \cdot (y \cdot x)) \]
\[ \leq (y \cdot (x \cdot (y \cdot ((x \cdot y) \cdot (0 \cdot y)))))) \]
\[ \leq (x \cdot (((x \cdot y) \cdot (0 \cdot y))) \cdot x \]
\[ = 0 \cdot (((x \cdot y) \cdot (0 \cdot y))) \]
\[ \in A \ (\text{resp.,} \ B). \]

By (3.22) and (3.23), we get \( x \cdot (y \cdot (y \cdot x)) \in A \ (\text{resp.,} \ B). \) Using (3.19), (I), (II) we get

\[ (x \cdot (((y \cdot (y \cdot x))) \cdot (0 \cdot (0 \cdot (x \cdot y)))))) \cdot (x \cdot (y \cdot (y \cdot x))) \]
\[ \leq (y \cdot (y \cdot x)) \cdot ((y \cdot (y \cdot x))) \cdot (0 \cdot (0 \cdot (x \cdot y)))))) \]
\[ \leq 0 \cdot (0 \cdot (x \cdot y)) \]
\[ = 0 \cdot (0 \cdot (0 \cdot (x \cdot y))) \in A \ (\text{resp.,} \ B). \]

It follows that \( x \cdot ((y \cdot (y \cdot x))) \cdot (0 \cdot (0 \cdot (x \cdot y)))) \in A \ (\text{resp.,} \ B). \) Hence \( A \) and \( B \) are BCI-implicative ideals of \( X \) by Lemma [2.1]. Therefore the neutrosophic quadruple set based on \( A \) and \( B \) is an NQ-BCI-implicative ideal over \((X, A, B)\) by Theorem [3.6]. □
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**Corollary 3.19.** For any nonempty subset \( K \) of \( X \), let \( A \) be a closed ideal of \( X \) such that \( K \subseteq A \). If \( K \) is a BCI-implicative ideals of \( X \), then the neutrosophic quadruple set based on \( A \) is an NQ-BCI-implicative ideal over \((X,A)\), which is larger than the NQ-BCI-implicative ideal over \((X,K)\).

**4. Relations between NQ-BCI-commutative ideal, NQ-BCI-positive implicative ideal and NQ-BCI-implicative ideal**

**Theorem 4.1.** For any nonempty subsets \( K \) and \( J \) of \( X \), every NQ-BCI-implicative ideal over \((X,K)\) is an NQ-BCI-commutative ideal over \((X,K,J)\).

**Proof.** Let \( K \) and \( J \) be nonempty subsets of \( X \) such that the neutrosophic quadruple set based on \( K \) and \( J \) is an NQ-BCI-implicative ideal over \((X,K,J)\). Let \( x, y, z \in X \) be such that \( z \in K \) (resp., \( J \)) and \(((x \cdot y) \cdot 0) \cdot (0 \cdot y) \cdot z \in K \) (resp., \( J \)). Then \( (z, zT, zI, zF) \in N_q(K,J) \) and

\[
(((x, xT, xI, xF) \boxplus (y, yT, yI, yF)) \boxplus (y, yT, yI, yF)) \boxplus (z, zT, zI, zF) = (((x \cdot y) \cdot 0) \cdot (0 \cdot y) \cdot z)T, \]
\[
(((x \cdot y) \cdot 0) \cdot (0 \cdot y) \cdot z)I, (((x \cdot y) \cdot 0) \cdot (0 \cdot y) \cdot z)F) \in N_q(K,J).
\]

Since \( N_q(K,J) \) is a BCI-implicative ideal of \( N_q(X) \), it follows that
\[
(x \cdot ((y \cdot (y \cdot x))) \cdot (0 \cdot (0 \cdot (x \cdot y)))) \cdot ((x \cdot (y \cdot (y \cdot x))) \cdot (0 \cdot (0 \cdot (x \cdot y)))) = (x, xT, xI, xF) \boxplus (((y, yT, yI, yF) \boxplus (y, yT, yI, yF)) \boxplus (x, xT, xI, xF)) \boxplus ((y, yT, yI, yF)) \boxplus ((0, 0T, 0I, 0F) \boxplus ((0, 0T, 0I, 0F) \boxplus ((x, xT, xI, xF) \boxplus (y, yT, yI, yF)))) \in N_q(K,J).
\]

Hence \( x \cdot ((y \cdot (y \cdot x))) \cdot (0 \cdot (0 \cdot (x \cdot y))) \in K \) (resp., \( J \)), and so \( K \) and \( J \) are BCI-implicative ideals of \( X \). Thus \( K \) and \( J \) are ideals of \( X \). Assume that \( x \cdot y \in K \) (resp., \( J \)) for all \( x, y \in X \). Then
\[
(((x \cdot y) \cdot 0) \cdot (0 \cdot y) \cdot (x \cdot y) = (0 \cdot y) \cdot (0 \cdot y) = 0 \in K \) (resp., \( J \))
\]
by using (2.3) and (III), which implies that
\[
((x \cdot y) \cdot 0) \cdot (0 \cdot y) \in K \) (resp., \( J \)).
\]
Hence \( ((x \cdot y) \cdot 0) \cdot (0 \cdot y) \cdot 0 \in K \) (resp., \( J \)) and \( 0 \in K \) (resp., \( J \)). Since \( K \) (resp., \( J \)) is a BCI-implicative ideal of \( X \), it follows that
\[
x \cdot ((y \cdot (y \cdot x))) \cdot (0 \cdot (0 \cdot (x \cdot y))) \in K \) (resp., \( J \)).
\]
Therefore \( K \) (resp., \( J \)) is a BCI-commutative ideal of \( X \) by Lemma 2.2 and consequently the neutrosophic quadruple set based on \( K \) and \( J \) is an NQ-BCI-commutative ideal over \((X,K,J)\).

The converse of Theorem 4.1 is not true in general. In fact, \( N_q(K) \) in Example 3.4 is not a BCI-implicative ideal of \( N_q(X) \). But it is routine to verify that \( N_q(K) \) is a BCI-commutative ideal of \( N_q(X) \).
Lemma 4.2. If $K$ and $J$ are BCI-positive implicative ideals of $X$, then the neutrosophic quadruple set based on $K$ and $J$ is an NQ-BCI-positive implicative ideal over $(X, K, J)$.

Theorem 4.3. For any nonempty subsets $K$ and $J$ of $X$, every NQ-BCI-implicative ideal over $(X, K, J)$ is an NQ-BCI-positive implicative ideal over $(X, K, J)$.

Proof. Let $K$ and $J$ be nonempty subsets of $X$ such that $N_q(K, J)$ is a BCI-implicative ideal of $N_q(X)$. Then $K$ and $J$ are ideals of $X$ (see the proof of Theorem 4.1). Let $x, y \in X$ be such that $((x \cdot y) \cdot y) \cdot (0 \cdot y) \in K$ (resp., $J$). Then

$$x \cdot ((y \cdot (y \cdot x)) \cdot (0 \cdot (0 \cdot (x \cdot y)))) \in K \text{ (resp., } J)$$

by Lemma 2.1. Note that

$$((x \cdot y) \cdot ((y \cdot (y \cdot x)) \cdot (0 \cdot (0 \cdot (x \cdot y)))) \leq ((y \cdot (y \cdot x)) \cdot (0 \cdot (0 \cdot (x \cdot y)))) \cdot y$$

$$= (0 \cdot (y \cdot x)) \cdot (0 \cdot (0 \cdot (x \cdot y)))$$

$$= (0 \cdot (x \cdot y)) \cdot (y \cdot x)$$

$$= ((0 \cdot x) \cdot (0 \cdot y)) \cdot (y \cdot x)$$

$$= (0 \cdot (0 \cdot x)) \cdot x$$

$$= 0 \in K \text{ (resp., } J).$$

It follows that $x \cdot y \in K$ (resp., $J$). Hence $K$ and $J$ are BCI-positive implicative ideals of $X$ by Lemma 2.3 and therefore $N_q(K, J)$ is a BCI-positive implicative ideal of $N_q(X)$ by Lemma 4.2.

In the following example, we can see that the converse of Theorem 4.3 is not true in general.

Example 4.4. Let $X = \{0, 1, 2, 3, 4\}$ be a set with the binary operation “$.$”, which is given in Table 3.

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>0</td>
</tr>
</tbody>
</table>

Then $X$ is a BCI-algebra (see [3]), and the neutrosophic quadruple BCI-algebra $N_q(X)$ has 625 elements. If we take $K = \{0, 2\}$, then the neutrosophic quadruple set based on $K$ has 16-elements, that is, $N_q(K) = \{\hat{0}, \hat{p}_i \mid i = 1, 2, \cdots, 15\}$, where

$$\hat{0} = (0, 0T, 0I, 0F), \hat{p}_1 = (0, 0T, 0I, 2F), \hat{p}_2 = (0, 0T, 2I, 0F),$$

$$\hat{p}_3 = (0, 0T, 2I, 1F), \hat{p}_4 = (0, 2T, 0I, 0F), \hat{p}_5 = (0, 2T, 0I, 2F),$$

$$\hat{p}_6 = (0, 2T, 2I, 0F), \hat{p}_7 = (0, 2T, 2I, 1F), \hat{p}_8 = (0, 2T, 2I, 2F),$$

$$\hat{p}_9 = (0, 2T, 0I, 2F), \hat{p}_{10} = (0, 2T, 2I, 3F), \hat{p}_{11} = (0, 2T, 3I, 0F),$$

$$\hat{p}_{12} = (0, 3T, 0I, 0F), \hat{p}_{13} = (0, 3T, 0I, 1F), \hat{p}_{14} = (0, 3T, 0I, 2F),$$

$$\hat{p}_{15} = (0, 3T, 0I, 3F), \hat{p}_{16} = (0, 3T, 1I, 0F), \hat{p}_{17} = (0, 3T, 1I, 1F),$$

$$\hat{p}_{18} = (0, 3T, 1I, 2F), \hat{p}_{19} = (0, 3T, 1I, 3F), \hat{p}_{20} = (0, 3T, 2I, 0F).$$
BCI-implicative ideals of BCI-algebras using neutrosophic quadruple structure

\[ \hat{\rho}_6 = (0, 2T, 2I, 0F), \hat{\rho}_7 = (0, 2T, 2I, 2F), \hat{\rho}_8 = (2, 0T, 0I, 0F), \]
\[ \hat{\rho}_9 = (2, 0T, 0I, 2F), \hat{\rho}_{10} = (2, 0T, 2I, 0F), \hat{\rho}_{11} = (2, 0T, 2I, 2F), \]
\[ \hat{\rho}_{12} = (2, 2T, 0I, 0F), \hat{\rho}_{13} = (2, 2T, 0I, 2F), \hat{\rho}_{14} = (2, 2T, 2I, 0F), \]
\[ \hat{\rho}_{15} = (2, 2T, 2I, 2F). \]

It is routine to verify that \( N_q(K) \) is an NQ-BCI-positive implicative ideal over \((X, K)\). If we take \( \tilde{\alpha}_1 = (1, 1T, 1I, 1F) \) and \( \tilde{\alpha}_3 = (3, 3T, 3I, 3F) \) in \( N_q(X) \), then \( \tilde{0} \in N_q(K) \) and

\[ (((\tilde{\alpha}_1 \Box \tilde{\alpha}_3) \Box \tilde{\alpha}_3) \Box (\tilde{0} \Box \tilde{\alpha}_3)) \Box \tilde{0} = \tilde{0} \in N_q(K). \]

But,

\[ \tilde{\alpha}_1 \Box (((\tilde{\alpha}_3 \Box (\tilde{\alpha}_3 \Box \tilde{\alpha}_1)) \Box (\tilde{0} \Box (\tilde{0} \Box (\tilde{\alpha}_1 \Box \tilde{\alpha}_3)))) = \tilde{\alpha}_1 \Box (\tilde{0} \Box \tilde{0}) = \tilde{\alpha}_1 \notin N_q(K). \]

Hence \( N_q(K) \) is not an NQ-BCI-implicative ideal over \((X, K)\).

We display a characterization of an NQ-BCI-implicative ideal.

**Theorem 4.5.** For any nonempty subsets \( K \) and \( J \) of \( X \), the neutrosophic quadruple set based on \( K \) and \( J \) is both an NQ-BCI-commutative ideal and an NQ-BCI-positive implicative ideal over \((X, K, J)\) if and only if it is an NQ-BCI-implicative ideal over \((X, K, J)\).

**Proof.** For the sufficiency, see Theorems 4.1 and 4.3. Let \( N_q(K, J) \) be both an NQ-BCI-commutative ideal and an NQ-BCI-positive implicative ideal over \((X, K, J)\). Then \( K \) and \( J \) are both a BCI-commutative ideal and a BCI-positive implicative ideal of \( X \). Assume that \( ((x \cdot y) \cdot y) \cdot (0 \cdot y) \in K \) (resp., \( J \)) for all \( x, y \in X \). Then \( x \cdot y \in K \) (resp., \( J \)) by Lemma 2.3 and so

\[ x \cdot ((y \cdot (y \cdot x)) \cdot (0 \cdot (0 \cdot (x \cdot y)))) \in K \text{ (resp., } J) \]

by Lemma 2.2. It follows from Lemma 2.1 that \( K \) and \( J \) are BCI-implicative ideals of \( X \). Therefore the neutrosophic quadruple set based on \( K \) and \( J \) is an NQ-BCI-implicative ideal over \((X, K, J)\) by Theorem 3.6. 

**Corollary 4.6.** For any nonempty subset \( K \) of \( X \), the neutrosophic quadruple set based on \( K \) is both an NQ-BCI-commutative ideal and an NQ-BCI-positive implicative ideal over \((X, K)\) if and only if it is an NQ-BCI-implicative ideal over \((X, K)\).

5. Conclusions

Smarandache introduced the notion of neutrosophic quadruple numbers by considering an entry (i.e., a number, an idea, an object, etc.) which is represented by a known part \((a)\) and an unknown part \((bT, cI, dF)\) where \( a, b, c \) and \( d \) are real or complex numbers and \( T, I, F \) have their usual neutrosophic logic meanings. Jun et al. made up neutrosophic quadruple BCK/BCI-algebras and (positive) implicative neutrosophic quadruple BCK-algebras using neutrosophic quadruple numbers based on BCK/BCI-algebras (instead of real or complex numbers). In this article, we have studied BCI-implicative ideal in BCI-algebra using neutrosophic quadruple structure. We have introduced neutrosophic quadruple BCI-implicative ideal based on nonempty subsets in BCI-algebra, and have investigated their related properties. We have consulted relationship between neutrosophic quadruple ideal, neutrosophic quadruple BCI-implicative ideal, neutrosophic quadruple BCI-positive implicative ideal and neutrosophic quadruple BCI-commutative ideal. We have provided conditions for the neutrosophic
Young Bae Jun, Seok-Zun Song and G. Muhiuddin

quadruple set to be neutrosophic quadruple BCI-implicative ideal. We have discussed a characterization of an NQ-BCI-implicative ideal, and have established the extension property of neutrosophic quadruple BCI-implicative ideal. Based on the contents and ideas of this manuscript, we will study neutrosophic quadruple structure for various algebraic sub-structures in the future.
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Abstract. Let \( B_k \) be the nonbinary Boolean semiring and \( A \) be a \( m \times n \) Boolean matrix over \( B_k \). The Boolean rank of a Boolean matrix \( A \) is the smallest \( k \) such that \( A \) can be factored as an \( m \times k \) Boolean matrix times a \( k \times n \) Boolean matrix. The isolation number of \( A \) is the maximum number of nonzero entries in \( A \) such that no two are in any row or any column, and no two are in a \( 2 \times 2 \) submatrix of all nonzero entries. We have that the isolation number of \( A \) is a lower bound on the Boolean rank of \( A \). We also compare the isolation number with the binary Boolean rank of the support of \( A \), and determine the equal cases of them.

1. Introduction

There are many papers on the study of rank of matrices over several semirings containing binary Boolean algebra, fuzzy semiring, semiring of nonegative integers, and so on ([2], [3], [6], and [7]). But there are few papers on isolation numbers of matrices. Gregory et al ([7]) introduced set of isolated entries and compared binary Boolean rank with biclique covering number. Recently Beasley ([2]) introduced isolation number of Boolean matrix and compare it with binary Boolean rank.

In this paper, we investigate the possible isolation number of Boolean matrix and compare it with Boolean rank of Boolean matrix and the binary Boolean rank of the support of the Boolean matrix.

2. Preliminaries

Definition 2.1. A semiring \( S \) consists of a set \( S \) with two binary operations, addition and multiplication, such that:

- \( S \) is an Abelian monoid under addition (the identity is denoted by 0);
- \( S \) is a monoid under multiplication (the identity is denoted by 1, \( 1 \neq 0 \));
- multiplication is distributive over addition on both sides;
- \( s0 = 0s = 0 \) for all \( s \in S \).

Definition 2.2. A semiring \( S \) is called antinegative if the zero element is the only element with an additive inverse.
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**Definition 2.3.** A semiring $\mathcal{S}$ is called a **Boolean semiring** if $\mathcal{S}$ is equivalent to a set of subsets of a given set $X$, the sum of two subsets is their union, and the product is their intersection. The zero element 0 is the empty set and the identity element 1 is the whole set $X$.

Let $S_k = \{a_1, a_2, \ldots, a_k\}$ be a set of $k$-elements, $\mathcal{P}(S_k)$ be the set of all subsets of $S_k$. Then $\mathcal{P}(S_k)$ is the Boolean semiring of all subsets of $S_k$ with operations in above definition. Let $\mathbb{B}_k$ be a Boolean semiring of subsets of $S_k = \{a_1, a_2, \ldots, a_k\}$, that is a subset of $\mathcal{P}(S_k)$. It is straightforward to see that a Boolean semiring $\mathbb{B}_k$ is a commutative and antinegative semiring. Moreover, all of its elements, except 0 and 1, are zero-divisors. If $\mathbb{B}_k$ consists of only 0 (the empty subset) and 1 (the whole set $S_k$) then it is called a **binary Boolean semiring**, which is denoted as $\mathbb{B}_1$. If $\mathbb{B}_k$ is not a binary Boolean semiring then it is called a **nonbinary Boolean semiring**.

Throughout the paper, we assume that $m \leq n$ and $\mathbb{B}_k$ denotes a nonbinary Boolean semiring, which contains at least 3 elements. Let $\mathcal{M}_{m,n}(\mathbb{B}_k)$ denote the set of $m \times n$ matrices with entries from a Boolean semiring $\mathbb{B}_k$.

Let $\mathcal{M}_{n}(\mathbb{B}_k) = \mathcal{M}_{n,n}(\mathbb{B}_k)$ if $m = n$, let $I_m$ denote the $m \times m$ identity matrix, $O_{m,n}$ denote the zero matrix in $\mathcal{M}_{m,n}(\mathbb{B}_k)$, $J_{m,n}$ denote the matrix of all ones in $\mathcal{M}_{m,n}(\mathbb{B}_k)$. The subscripts are usually omitted if the order is obvious, and we write $I, O, J$.

**Definition 2.4.** The matrix $A \in \mathcal{M}_{m,n}(\mathbb{B}_k)$ is said to be of **Boolean rank** $r$ if there exist matrices $B \in \mathcal{M}_{m,r}(\mathbb{B}_k)$ and $C \in \mathcal{M}_{r,n}(\mathbb{B}_k)$ such that $A = BC$ and $r$ is the smallest positive integer such that such a factorization exists. We denote $b(A) = r$.

By definition, the unique matrix with Boolean rank equal to 0 is the zero matrix $O$.

Now let $\mathcal{M}_{m,n}(\mathbb{B}_1)$ denote the set of all $m \times n$ binary Boolean matrices with entries in $\mathbb{B}_1$. The **binary Boolean rank** of $A \in \mathcal{M}_{m,n}(\mathbb{B}_1)$ is the Boolean rank over $\mathbb{B}_1$ and denoted $b_1(A)$.

**Definition 2.5.** For two (binary) Boolean matrices $A$ and $B$, $A$ **dominates** $B$ if $a_{i,j} = 0$ implies $b_{i,j} = 0$.

Given a matrix $X \in \mathcal{M}_{m,n}(\mathbb{B}_k)$, we let $x^{(j)}$ denote the $j^{th}$ column of $X$ and $x^{(i)}$ denote the $i^{th}$ row. Now if $b(A) = r$ and $A = BC$ is a factorization of $A \in \mathcal{M}_{m,n}(\mathbb{B}_k)$, then $A = b^{(1)}c^{(1)} + b^{(2)}c^{(2)} + \cdots + b^{(r)}c^{(r)}$. Since each of the terms $b^{(i)}c^{(i)}$ is a Boolean rank one matrix, the Boolean rank of $A$ is also the minimum number of Boolean rank one matrices whose sum is $A$.

The binary Boolean rank has many applications in combinatorics, especially graph theory, for example, if $A \in \mathcal{M}_{m,n}(\mathbb{B}_1)$ is the adjacency matrix of the bipartite graph $G$ with bipartition $(X,Y)$, the binary Boolean rank of $A$ is the minimum number of bicliques that cover the edges of $G$, called the **biclique covering number**.

**Definition 2.6.** Given a matrix $A \in \mathcal{M}_{m,n}(\mathbb{B}_k)$, a set of **isolated entries** (7) is a set of entries, usually written as $E = \{a_{i,j}\}$ such that $a_{i,j} \neq 0$, no two entries in $E$ are in the same row, no two entries in $E$ are in the same column, and, if $a_{i,j}, a_{k,l} \in E$ then, $a_{i,l} = 0$ or $a_{k,j} = 0$. That is, isolated entries are independent entries and any two isolated entries $a_{i,j}$ and $a_{k,l}$ do not lie in a submatrix of $A$ of the form $\begin{bmatrix} a_{i,j} & a_{i,l} \\ a_{k,j} & a_{k,l} \end{bmatrix}$ with all entries nonzero. The **isolation number** of $A$, $\iota(A)$, is the maximum size of a set of isolated entries.

Note that $\iota(A) = 0$ if and only if $A = O$.  
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Example 2.7. Let \( \sigma \in B_k \) be neither 0 nor 1 and

\[
A = \begin{bmatrix}
1 & 1 & \sigma & 0 & 0 \\
\sigma & 1 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & \sigma \\
0 & \sigma & 0 & 1 & 1 \\
0 & 0 & 1 & \sigma & 1
\end{bmatrix}
\]

be a Boolean matrix over \( B_k \) and \( E_1 \) is the set of \( \sigma \)'s which are located at the positions \( \{a_{1,3}, a_{2,1}, a_{3,5}, a_{4,2}, a_{5,4}\} \) of \( A \). The entries \( \sigma \)'s of \( A \) are isolated entries and hence \( i(A) = 5 \). But the entries of \( A \) in the position in \( E_2 = \{a_{1,1}, a_{2,2}, a_{3,5}, a_{4,4}, a_{5,3}\} \) are not isolated.

Suppose that \( A \in M_{m,n}(B_k) \) and \( b(A) = r \). Then there are \( r \) Boolean rank one matrices \( A_i \) such that

\[
A = A_1 + A_2 + \cdots + A_r. \tag{2.1}
\]

Because each Boolean rank one matrix can be permuted to a matrix of the form \( \begin{bmatrix} N & O \\ O & O \end{bmatrix} \) with all nonzero entries in \( N \), it is easily seen that the matrix consisting of two isolated entries of \( A \) cannot be dominated by any one \( A_i \) among the Boolean rank one summand of \( A \) in (2.1). Thus

\[
i(A) \leq b(A). \tag{2.2}
\]

Many functions, sets and relations concerning matrices do not depend upon the magnitude or nature of the individual entries of a matrix, but rather only on whether the entry is zero or nonzero. These combinatorially significant matrices have become increasingly important in recent years. Of primary interest is the binary Boolean rank. Finding the binary Boolean rank of a \((0,1)\)-matrix is an NP-Complete problem ([8]), and consequently finding bounds on the binary Boolean rank of a matrix is of interest to those researchers that would use binary Boolean rank in their work. If the \((0,1)\)-matrix is the reduced adjacency matrix of a bipartite graph, the isolation number of the matrix is the maximum size of a non-competitive matching in the bipartite graph. This is related to the study of such combinatorial problems as the patient hospital problem, the stable marriage problem, etc. An additional reason for studying the isolation number is that it is a lower bound on the Boolean rank of a Boolean matrix over \( B_k \). While finding the isolation number as well as finding the Boolean rank of a Boolean matrix is an NP-Complete problem ([1]), for some matrices finding the isolation number can be easier than finding the Boolean rank especially if the matrix is sparse:

Example 2.8. Let \( \sigma \in B_k \) and

\[
F = \begin{bmatrix}
1 & 1 & 1 & \sigma & 0 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & \sigma & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 0 & 0 & \sigma & 1 & 1 & 1 \\
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\sigma & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \sigma & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & \sigma & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

be a Boolean matrix in \( M_{9}(B_k) \).
Then we can easily see $b(F) \leq 6$ from first 3 rows and columns, however to find that Boolean rank is not 5, requires much calculation if the isolation number is not considered. However, the isolation number is easily seen to be 6, both computationally and visually, the $\sigma$’s in this matrix represent a set of isolated entries. Thus we have $b(F) = 6$ by (2.2).

Note that if any of the 1’s in $F$ are replaced by zeros, the resulting matrix still has Boolean rank 6 as well as isolation number 6.

Terms not specifically defined here can be found in Brualdi and Ryser [5] for matrix terms, or Bondy and Murty [4] for graph theoretic terms.

For our use in the next section, we define the support matrix of a Boolean matrix. If $A \in M_{m,n}(\mathbb{B}_k)$, then the support of $A$ is the binary Boolean matrix $A_b = (a_{i,j}) \in M_{m,n}(\mathbb{B}_1)$ such that $a_{i,j} = 1$ if $a_{i,j} \neq 0$ and $a_{i,j} = 0$ if $a_{i,j} = 0$.

### 3. Comparisons between isolation numbers and Boolean ranks over $M_{m,n}(\mathbb{B}_k)$

In this section, we compare the isolation number with Boolean rank of a Boolean matrix, and also we compare the isolation number with binary Boolean rank of the support of a Boolean matrix.

**Lemma 3.1.** For $A, B \in M_{m,n}(\mathbb{B}_k)$, $b(A + B) \leq b(A) + b(B)$. And for $A, B \in M_{m,n}(\mathbb{B}_1)$, $b_1(A + B) \leq b_1(A) + b_1(B)$.

*Proof.* It follows from the definition of Boolean rank and equation (2.1).

**Lemma 3.2.** For $A, B \in M_{m,n}(\mathbb{B}_k)$, $A + B = A + B$ in $M_{m,n}(\mathbb{B}_1)$.

*Proof.* It follows from the facts that $\mathbb{B}_k$ is an antinegative semiring and $1 + 1 = 1$ in $\mathbb{B}_1$.

**Lemma 3.3.** For $A \in M_{m,n}(\mathbb{B}_k)$, $b_1(\overline{A}) \leq b(A)$.

*Proof.* If $b(A) = r$, then $A$ has a Boolean rank one factorization such that $A = b^{(1)}c_{(1)} + b^{(2)}c_{(2)} + \cdots + b^{(r)}c_{(r)}$ with $B = [b^{(1)}b^{(2)}\cdots b^{(r)}] \in M_{m,k}(\mathbb{B}_k)$ and $C = [c_{(1)}c_{(2)}\cdots c_{(k)}]^\top \in M_{k,n}(\mathbb{B}_k)$ from (2.1). Therefore $b_1(\overline{A}) = b_1(b^{(1)}c_{(1)} + b^{(2)}c_{(2)} + \cdots + b^{(r)}c_{(r)}) = b_1(b^{(1)}c_{(1)} + b^{(2)}c_{(2)} + \cdots + b^{(r)}c_{(r)}) \leq r$, from Lemma 3.2. Hence $b_1(\overline{A}) \leq b(A)$.

We may have strict inequality in Lemma 3.3 as we see in the following example.

**Example 3.4.** Let $S_3 = \{x, y, z\}$ and $\mathbb{B}_3 = \{0, \{x\}, \{x, y\}, 1\}$ with $1 = \{x, y, z\}$. Consider $X = \begin{bmatrix} 1 & \{x\} \\ \{x, y\} & \{x, y\} \end{bmatrix}$ and $Y = \begin{bmatrix} 1 & \{x\} \\ \{x, y\} & \{x\} \end{bmatrix}$ in $M_{2,3}(\mathbb{B}_3)$. Then $b(X) = 2$ but $b_1(\overline{X}) = b_1(\begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix}) = 1$. Hence $b_1(\overline{X}) < b(X)$. But $b(Y) = b_1(\overline{Y}) = 1$ since $Y = \begin{bmatrix} 1 & \{x\} \\ \{x, y\} & 1 \end{bmatrix}$ over $\mathbb{B}_3$.

**Lemma 3.5.** For $A = [a_{i,j}] \in M_{m,n}(\mathbb{B}_k)$, $\iota(A) = \iota(\overline{A})$. 
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Proof. If \(a_{i,j}\) and \(a_{k,l}\) are any isolated entries in \(A\), then \(i \neq k\) and \(j \neq l\), and that \(a_{i,l} = 0\) or \(a_{k,j} = 0\). Hence \(\overline{a_{i,j}}\) and \(\overline{a_{k,l}}\) are isolated entries in \(\overline{A}\), so we have \(\iota(A) \leq \iota(\overline{A})\).

Conversely, if \(\overline{a_{i,j}}\) and \(\overline{a_{k,l}}\) are any isolated entries in \(\overline{A}\), then \(a_{i,j} \neq 0\) and \(a_{k,l} \neq 0\) and that \(a_{i,l} = a_{i,j} = 0\) or \(a_{k,j} = a_{k,l} = 0\). Hence \(a_{i,j}\) and \(a_{k,l}\) are isolated entries in \(A\), so we have \(\iota(\overline{A}) \leq \iota(A)\).

\[\Box\]

**Theorem 3.6.** If \(A \in \mathcal{M}_{m,n}(\mathbb{B}_k)\), then \(\iota(A) = 1\) if and only if \(b_1(\overline{A}) = 1\).

**Proof.** Let \(A \in \mathcal{M}_{m,n}(\mathbb{B}_k)\). If \(b_1(\overline{A}) = 1\) then \(A \neq O\) so that \(\iota(A) \neq 0\) and since \(\iota(A) = \iota(\overline{A}) \leq b_1(\overline{A})\) by (2.2), we have \(\iota(A) = 1\).

Conversely, suppose on the contrary that there exists a matrix \(A = [a_{i,j}] \in \mathcal{M}_{m,n}(\mathbb{B}_k)\) such that \(\iota(A) = 1\), \(b_1(\overline{A}) > 1\). Then, there exists two non-equivalent and nonzero rows of \(\overline{A}\), say \(i\)th and \(j\)th. Hence, without loss of generality, there exists a \(k\) such that \(\overline{a_{i,k}} = 1\) and \(\overline{a_{j,k}} = 0\). Then, \(\overline{a_{i,k}}\) and any unit entry in \(j\)th row of \(\overline{\mathcal{B}}\) constitute a set of two isolated entries. Thus, \(\iota(A) = \iota(\overline{A}) > 1\), a contradiction.

\[\Box\]

It follows that the subset of \(\mathcal{M}_{m,n}(\mathbb{B}_k)\) of matrices with isolation number 1 is the same as the set of matrices whose support has Boolean rank 1.

For \(A = A_1 + A_2 + \cdots + A_r\) with \(b(A) = r\), let \(\mathcal{R}_i\) denote the indices of the nonzero rows of \(A_i\) and \(\mathcal{C}_j\) denote the indices of the nonzero columns of \(A_j\), \(i, j = 1, \ldots, k\). Let \(r_i = |\mathcal{R}_i|\), the number of nonzero rows of \(A_i\) and \(c_j = |\mathcal{C}_j|\), the number of nonzero columns of \(A_j\).

**Lemma 3.7.** Let \(A \in \mathcal{M}_{m,n}(\mathbb{B}_k)\). Then if \(b(A) \geq b_1(\overline{A}) = 2\) then \(\iota(A) = 2\), and if \(\iota(A) = 2\) then \(b_1(\overline{A}) \neq 3\).

**Proof.** If \(b_1(\overline{A}) = 2\), then \(\iota(A) > 1\) by Theorem 3.6. Since \(\iota(A) = \iota(\overline{A}) \leq b_1(\overline{A})\) from Lemma 3.5 and (2.2), we have that \(\iota(A) = \iota(\overline{A}) = 2\).

Now, suppose that \(\iota(A) = 2\) and that \(b_1(\overline{A}) = 3\). Then, we have a factorization of \(\overline{A}\) as \(\overline{A} = C \times D\) with \(C \in \mathcal{M}_{m,3}(\mathbb{B}_1)\) and \(D \in \mathcal{M}_{3,n}(\mathbb{B}_1)\). Then, the three rows of \(D\) generate all the rows of \(\overline{A}\). Since \(b_1(\overline{A}) = 3\), \(D\) cannot have binary Boolean rank 2 or less. Thus, we have \(b_1(D) = 3\). Therefore, we have a factorization of \(D\) as \(D = E \times F\) with \(E \in \mathcal{M}_{3,3}(\mathbb{B}_1)\) and \(F \in \mathcal{M}_{3,n}(\mathbb{B}_1)\). Then, the three column of \(E\) generate all the columns of \(D\) and \(b_1(E) = 3\). Therefore, it is sufficient to consider \(3 \times 3\) matrices of binary Boolean rank 3. However, there are only 10 following \(3 \times 3\) matrices of binary Boolean rank 3 up to permutations:

\[
B_1 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad B_2 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad B_3 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 1 & 0 & 1 \end{bmatrix}, \quad B_4 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 1 & 1 & 1 \end{bmatrix},
\]

\[
B_5 = \begin{bmatrix} 1 & 0 & 0 \\ 1 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad B_6 = \begin{bmatrix} 1 & 0 & 0 \\ 1 & 1 & 0 \\ 0 & 1 & 1 \end{bmatrix}, \quad B_7 = \begin{bmatrix} 1 & 0 & 0 \\ 1 & 1 & 0 \\ 1 & 0 & 1 \end{bmatrix}, \quad B_8 = \begin{bmatrix} 1 & 0 & 0 \\ 1 & 1 & 0 \\ 1 & 1 & 1 \end{bmatrix},
\]

\[
B_9 = \begin{bmatrix} 1 & 0 & 1 \\ 1 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad B_{10} = \begin{bmatrix} 1 & 0 & 1 \\ 1 & 1 & 0 \\ 0 & 1 & 1 \end{bmatrix}.
\]

Since \(B_5\) can be permuted to \(B_2\) and \(B_7\) can be permuted to \(B_4\), and \(B_9\) can be permuted to \(B_6\) with transposing. Therefore, there are only seven non-equivalent \(3 \times 3\) matrices of binary Boolean rank 3. However, these matrices
have three isolation entries on the main diagonal. Thus, we have a contradiction to the conditions that \( \iota(B) = 2 \) and \( r_{B_1}(\overline{B}) = 3 \). Therefore, \( \iota(A) = 2 \) and \( b_1(\overline{A}) \neq 3 \).

\section*{Theorem 3.8} Let \( A \in \mathcal{M}_{m,n}(\mathbb{B}_k) \). Then, \( \iota(A) = 2 \) if and only if \( b_1(\overline{A}) = 2 \).

\textbf{Proof.} From Lemma 3.7, we have the sufficiency. So we only need show the necessity.

Suppose there exists \( A \in \mathcal{M}_{m,n}(\mathbb{B}_k) \) with \( \iota(A) = \iota(\overline{A}) = 2 \) and \( b_1(\overline{A}) > 2 \). By Lemma 3.7, \( b_1(\overline{A}) \neq 3 \), and hence \( b_1(\overline{A}) \geq 4 \). Thus we choose \( A \) such that \( b_1(\overline{A}) > b_1(\overline{C}) \) then \( \iota(C) > 2 \). Suppose that \( \overline{A} = A_1 + A_2 + \cdots + A_r \) for \( r = b_1(\overline{A}) \) where each \( A_r \) is a binary Boolean rank 1, i.e., \( r \) is the minimum \( r \) such that \( b_1(\overline{A}) = r \) and \( \iota(A) = 2 \).

Suppose that \( A_1 \) has the fewest number of nonzero rows of the \( \overline{A} \)'s. As in the proof of the above lemma 3.7, permute the rows of \( \overline{A} \) so that \( \overline{A_1} \) has nonzero rows \( 1, 2, \cdots, r_1 \). For \( j = 1, \cdots, r_1 \), let \( D_j \) be the matrix whose first \( j \) rows are the first \( j \) rows of \( \overline{A} \) and whose last \( m - j \) rows are all zero. Let \( C_j \) be the matrix whose first \( j \) rows are all zero and whose last \( m - j \) rows are the last \( m - j \) rows of \( \overline{A} \). Then \( \overline{A} = D_j + C_j \). Further any set of isolated entries of \( C_j \) is a set of isolated entries for \( \overline{A} \). Now, from \( b_1(\overline{A}) \leq b_1(D_j) + b_1(C_j) \), and the fact that \( b_1(C_j) = b_1(C_{j-1}) = 1 \) or \( b_1(C_j) = b_1(C_{j-1}) - 1 \), there is some \( t \) such that \( b_1(\overline{C_t}) = b_1(\overline{A}) - 1 \). Since \( b_1(\overline{C_t}) < r \) by the choice of \( \overline{A} \), for this \( t \), we have that \( \iota(\overline{C_t}) > 2 \) since \( b_1(\overline{C_t}) \geq 3 \). That is, \( \iota(A) = \iota(\overline{A}) > 2 \), which is impossible since \( \iota(A) = 2 \). Therefore \( b_1(\overline{A}) = 2 \).

Now, as we can see in the following example, there is a Boolean matrix \( A \in \mathcal{M}_{m,n}(\mathbb{B}_k) \) such that \( \iota(A) = 3 \) and \( b_1(\overline{A}) \) is relative large, depending on \( m \) and \( n \).

\section*{Example 3.9} For \( n \geq 3 \), let \( D_n = J \setminus I \in \mathcal{M}_n(\mathbb{B}_1) \). Then, it is easily shown that \( \iota(D_n) = 3 \) while \( b_1(D_n) = r \) where \( r = \min \left\{ h : n \leq \left( \frac{h}{2} \right) \right\} \), see \( \mathbb{B} \) (Corollary 2). So, \( \iota(D_{26}) = 3 \) while \( b_1(D_{26}) = 6 \).

\section*{Definition 3.10} A tournament matrix \( [T] \in \mathcal{M}_n(\mathbb{B}_k) \) is the adjacency matrix of a directed graph called a tournament, \( T \). It is characterized by \( [T] \circ [T]^t = O \) and \( [T] + [T]^t = J - I \), where \( \circ \) denotes entrywise multiplication of two matrices.

Now, for each \( r = 1, 2, \cdots, \min\{m, n\} \), can we characterize the matrices in \( \mathcal{M}_{m,n}(\mathbb{B}_k) \) for which \( \iota(A) = b_1(\overline{A}) \) ? Of course it is done if \( r = 1 \) or \( r = 2 \) in the above theorems, but only in those cases. For \( r = m \) we can also find a characterization:

\section*{Theorem 3.11} Let \( 1 \leq m \leq n \) and \( A \in \mathcal{M}_{m,n}(\mathbb{B}_k) \). Then, \( \iota(A) = b_1(\overline{A}) = m \) if and only if there exist permutation matrices \( P \in \mathcal{M}_m(\mathbb{B}_1) \) and \( Q \in \mathcal{M}_n(\mathbb{B}_1) \) such that \( PAQ = [B[C] \) where \( \overline{B} = I_m + \overline{T} \in \mathcal{M}_m(\mathbb{B}_1) \) where \( T \in \mathcal{M}_m(\mathbb{B}_1) \) is dominated by a tournament matrix. (There are no restrictions on \( C \).)

\textbf{Proof.} Suppose that \( \iota(A) = m \). Then we permute \( A \) by permutation matrices \( P \) and \( Q \) so that the set of isolated entries are in the \( (d, d) \) positions, \( d = 1, \cdots, m \). That is, if \( X = PAQ \) then \( I = \{x_{1,1}, x_{2,2}, \cdots, x_{m,m}\} \) is the set of isolated entries in \( X \). Therefore \( X = [B[C] \), with \( b_{i,i} = x_{i,i} > 1 \) and \( b_{j,j} \cdot b_{i,j} = 0 \) for every \( i \) and \( j \neq i \) from the definition of the isolated entries. Thus, \( \overline{B} = I_m + \overline{T} \) where \( \overline{T} \) is an \( m \) square matrix which is dominated by a tournament matrix. Thus, \( PAQ = [B[C] \) where \( \overline{B} = I_m + \overline{T} \) and clearly there are no conditions on \( C \).
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Conversely, if \( PAQ = \begin{bmatrix} B \\ C \end{bmatrix} \) and \( T = I_m + T \) where \( T \) is an \( m \) square matrix which is dominated by a tournament matrix, then the diagonal entries of \( B \) form a set of isolated entries for \( PAQ \) and hence \( A \) has a set of \( m \) isolated entries. Thus \( \iota(A) = b_1(\overline{A}) = m \).

**Corollary 3.12.** Let \( 1 \leq m \leq n \) and \( A \in \mathcal{M}_{m,n}(\mathbb{B}_k) \). If there exist permutation matrices \( P \in \mathcal{M}_m(\mathbb{B}_1) \) and \( Q \in \mathcal{M}_n(\mathbb{B}_1) \) such that \( PAQ = \begin{bmatrix} B \\ C \end{bmatrix} \) where \( B \in \mathcal{M}_m(\mathbb{B}_k) \) is a diagonal matrix or a triangular matrix with nonzero diagonal entries, then \( \iota(A) = b_1(\overline{A}) = m \).

4. Conclusions

In this paper, we investigated the nonbinary Boolean rank of a matrix \( A \) and the rank of its support for the given isolation number \( k \) over nonbinary Boolean semirings. Thus, we proved that the isolation number of \( A \) is the same as the Boolean rank of the support of it if the isolation numbers are 1 and 2. If the isolation number were greater than 2, then we showed by example that binary Boolean rank of the support of the given nonbinary Boolean matrix may be strictly greater than the isolation number of the matrix. In addition, in some special cases involving tournament matrices, we obtained that the isolation number of the given matrix and the Boolean rank of its support of the nonbinary Boolean matrix are the same.
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ORTHOGONALLY EULER-LAGRANGE TYPE CUBIC FUNCTIONAL EQUATIONS IN ORTHOGONALITY NORMED SPACES

CHANG IL KIM AND GILJUN HAN*

Abstract. In this paper, we investigate the orthogonally Euler-Lagrange type cubic functional equation

\[ f(ax + by) + f(ax - by) - ab^2[f(x + y) + f(x - y)] - 2a(a^2 - b^2)f(x) \\
+ c[f(x + 2y) - 3f(x + y) + 3f(x) - f(x - y) - 6f(y)] = 0, \quad x \bot y \]

for fixed non-zero rational numbers \( a, b \) and a fixed non-zero real number \( c \) with \( a^2 \neq b^2 \) and \( a \neq \pm 1 \) and prove the generalized Hyers-Ulam stability for it by using the fixed point method.

1. Introduction

Assume that \( X \) is a real inner product space and \( f : X \rightarrow \mathbb{R} \) is a solution of the orthogonally Cauchy functional equation \( f(x + y) = f(x) + f(y), \quad <x, y> = 0 \). By the Pythagorean theorem, \( f(x) = \|x\|^2 \) is a solution of the conditional equation. Of course, this function does not satisfy the additivity equation everywhere. Thus, orthogonal Cauchy equation is not equivalent to the classic Cauchy equation on the whole inner product space.

The orthogonally Cauchy functional equation

\[ f(x + y) = f(x) + f(y), \quad x \bot y \]

in which \( \bot \) is an abstract orthogonality relation, was first investigated by Gudder and Strawther [5]. Rätz [16] introduced a new definition of orthogonality by using more restrictive axioms than of Gudder and Strawther. Moreover, he investigated the structure of orthogonally additive mappings. Rätz and Szabó [17] investigated the problem in a rather more general framework.

Definition 1.1. [17] Let \( X \) be a real vector space with \( \text{dim} \ X \geq 2 \) and \( \bot \) a binary relation on \( X \) with the following properties:

(01) totality for zero: \( x \bot 0 \) and \( 0 \bot x \) for all \( x \in X \);
(02) independence: if \( x, y \in X - \{0\}, \ x \bot y, \text{then } x, y \text{ are linearly independent};
(03) homogeneity: if \( x, y \in X, \ x \bot y, \text{then } \alpha x \bot \beta y \text{ for all } \alpha, \beta \in \mathbb{R};
(04) the Thalesian property: if \( P \) is a 2-dimensional subspace of \( X, \ x \in P \) and a non-negative real number \( k \), then there exists an \( y \in P \) such that \( x \bot y \) and \( x + y \bot kx - y \).

The pair \( (X, \bot) \) is called an orthogonality space. By an orthogonality normed space, we mean an orthogonality space having a normed structure.
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Remark 1.2. (i) The trivial orthogonality on a vector space $X$ defined by (O1) and for non-zero elements $x, y \in X$, $x \perp y$ if and only if $x, y$ are linearly independent.

(ii) The ordinary orthogonality on an inner product space $(X, \langle \cdot, \cdot \rangle)$ given by $x \perp y$ if and only if $\langle x, y \rangle = 0$.

(iii) The Birkhoff-James orthogonality on a normed space $(X, \| \cdot \|)$ defined by $x \perp y$ if and only if $\|x + ky\| \geq \|x\|$ for all $k \in \mathbb{R}$.

The relation $\perp$ is called symmetric if $x \perp y$ implies that $y \perp x$ for all $x, y \in X$. Then clearly examples (i) and (ii) are symmetric but example (iii) is not. However, that a real normed space of dimension greater than 2 is an inner product space if and only if the Birkhoff-James orthogonality is symmetric.

In 1940, S. M. Ulam proposed the following stability problem (cf. [19]):

"Let $G_1$ be a group and $G_2$ a metric group with the metric $d$. Given a constant $\delta > 0$, does there exist a constant $c > 0$ such that if a mapping $f : G_1 \to G_2$ satisfies $d(f(xy), f(x)f(y)) < c$ for all $x, y \in G_1$, then there exists a unique homomorphism $h : G_1 \to G_2$ with $d(f(x), h(x)) < \delta$ for all $x \in G_1$?"


\[
(1.1) \quad f(x + y) = f(x) + f(y), \quad x \perp y
\]

and Vajzović [20] investigated the orthogonally additive-quadratic equation

\[
(1.2) \quad f(x + y) + f(x - y) = 2f(x) + 2f(y), \quad x \perp y
\]

when $X$ is a Hilbert space, $Y$ is a scalar field, $f$ is continuous and $\perp$ means the Hilbert space orthogonality. Later, many mathematicians have investigated the orthogonal stability of functional equations ([3], [9], [10], [11], [12], [13], and [18]).

In 2001, Rassias [15] introduced the following cubic functional equation

\[
(1.3) \quad f(x + 2y) - 3f(x + y) + 3f(x) - f(x - y) - 6f(y) = 0
\]

and every solution of the cubic functional equation is called a cubic mapping and Jun, Kim, and Chang [8] introduced the Euler-Lagrange cubic functional equation.

In this paper, we consider the following orthogonally Euler-Lagrange type cubic functional equation

\[
(1.4) \quad f(ax + by) + f(ax - by) - ab^2[f(x + y) + f(x - y)] - 2a(a^2 - b^2)f(x) + c[f(x + 2y) - 3f(x + y) + 3f(x) - f(x - y) - 6f(y)] = 0, \quad x \perp y.
\]

for fixed non-zero rational numbers $a, b$ and a fixed non-zero real numbers $c$ with $a^2 \neq b^2$ and $a \neq \pm 1$ and prove the generalized Hyers-Ulam stability for it. Every solution of (1.4) is called an orthogonally Euler-Lagrange type cubic mapping.

Throughout this paper, $(X, \perp)$ is an orthogonality normed space with the norm $\| \cdot \|_X$ and $(Y, \| \cdot \|)$ is a Banach space.
ORTHOGONALLY EULER-LAGRANGE TYPE CUBIC FUNCTIONAL EQUATIONS

2. Solutions of (1.4)

In this section, we investigate solutions of (1.4). We will show that a mapping \( f \) satisfying (1.4) is an orthogonally cubic mapping.

**Theorem 2.1.** Let \( f : X \rightarrow Y \) be a mapping with \( f(0) = 0 \). If \( f \) satisfies (1.4) and \( c \neq 0 \), then \( f \) is an orthogonally cubic mapping.

Proof. Suppose that \( f \) satisfies (1.4). Setting \( y = 0 \) in (1.4), we have

\[
(2.1) \quad f(ax) = a^3f(x)
\]

for all \( x \in X \) and setting \( x = 0 \) and \( y = x \) in (1.4), we have

\[
(2.2) \quad f(bx) + f(-bx) = (ab^2 + 9c)f(x) + (ab^2 + c)f(-x) - cf(2x)
\]

for all \( x \in X \). Replacing \( x \) by \(-x\) in (2.2), we have

\[
(2.3) \quad f(bx) + f(-bx) = (ab^2 + 9c)f(-x) + (ab^2 + c)f(x) - cf(-2x)
\]

for all \( x \in X \). Since \( c \neq 0 \), by (2.2) and (2.3), we have

\[
(2.4) \quad \frac{f(2x) - f(-2x)}{8} = f(x) - f(-x)
\]

for all \( x \in X \). Relacing \( y \) by \( ay \) in (1.4), by (2.2), we have

\[
(2.5) \quad a^3[f(x + by) + f(x - by)] - (ab^2 + 3c)f(x + ay) - (ab^2 + c)f(x - ay) + cf(x + 2ay) - (2a^3 - 2ab^2 - 3c)f(x) - 6cf(ay) = 0
\]

for all \( x, y \in X \) with \( x \perp y \) and letting \( y = \frac{a}{b} \) in (2.5), we have

\[
(2.6) \quad a^3[f(x + y) + f(x - y)] - (ab^2 + 3c)f(x + py) - (ab^2 + c)f(x - py) + cf(x + 2py) - (2a^3 - 2ab^2 - 3c)f(x) - 6cf(py) = 0
\]

for all \( x, y \in X \) with \( x \perp y \), where \( p = \frac{a}{b} \). Letting \( y = -y \) in (2.6), we have

\[
(2.7) \quad a^3[f(x - y) + f(x + y)] - (ab^2 + 3c)f(x - py) - (ab^2 + c)f(x + py) + cf(x - 2py) - (2a^3 - 2ab^2 - 3c)f(x) - 6cf(-py) = 0
\]

for all \( x, y \in X \) with \( x \perp y \). By (2.6) and (2.7), we have

\[
(2.8) \quad c[f(x + 2py) - f(x - 2py)] - 2c[f(x + py) - f(x - py)] - 6c[f(py) - f(-py)] = 0
\]

for all \( x, y \in X \) with \( x \perp y \). Letting \( y = \frac{1}{2}y \) in (2.8), we have

\[
(2.9) \quad [f(x + 2y) - f(x - 2y)] - 2[f(x + y) - f(x - y)] - 6[f(y) - f(-y)] = 0
\]

for all \( x, y \in X \) with \( x \perp y \).

Let \( f_o(x) = \frac{f(x) - f(-x)}{2} \). Then \( f_o \) satisfies (2.9). Letting \( x = 0 \) in (2.9), we have

\[
(2.10) \quad f_o(2y) = 8f_o(y)
\]

for all \( y \in X \). Letting \( x = 2x \) in (2.9), by (2.10), we have

\[
(2.11) \quad 4[f_o(x + y) - f_o(x - y)] = f_o(2x + y) - f_o(2x - y) + 6f_o(y)
\]

for all \( x, y \in X \) with \( x \perp y \). Interchanging \( x \) and \( y \) in (2.11), we have

\[
(2.12) \quad 4[f_o(x + y) + f_o(x - y)] = f_o(x + 2y) + f_o(x - 2y) + 6f_o(x)
\]

for all \( x, y \in X \) with \( x \perp y \). By (2.9) and (2.12), we have

\[
f_o(x + 2y) - 3f_o(x + y) + 3f_o(x) - f_o(x - y) - 6f_o(y) = 0
\]
for all \(x, y \in X\) with \(x \perp y\) and hence \(f_0\) is an orthogonally cubic mapping.

Let \(f_ε(x) = \frac{f(x) + f(-x)}{2}\). Then \(f_ε\) satisfies (2.9) and so we have
\[
(2.13) \quad f_ε(x + 2y) - f_ε(x - 2y) - 2[f_ε(x + y) - f_ε(x - y)] = 0
\]
for all \(x, y \in X\) with \(x \perp y\). Letting \(y = x\) in (2.13), we have
\[
f_ε(3x) = 2f_ε(2x) + f_ε(x)
\]
for all \(x \in X\) and letting \(y = 2x\) in (2.13), we have
\[
f_ε(4x) = 2f_ε(3x) - 2f_ε(x)
\]
for all \(x \in X\). Hence we have \(f_ε(4x) = 4f_ε(2x)\) for all \(x \in X\) and so
\[
f_ε(2x) = 4f_ε(x), \quad f_ε(3x) = 9f_ε(x), \quad f_ε(4x) = 16f_ε(x)
\]
for all \(x \in X\). By induction on \(n\), we have
\[
f_ε(nx) = n^2f_ε(x)
\]
for all \(x \in X\) and all \(n \in \mathbb{N}\) and hence
\[
f_ε(rx) = r^2f_ε(x)
\]
for all \(x \in X\) and all rational number \(r\). By (2.1), since \(a\) is a non-zero rational number with \(a \neq 1\), \(f(x) = 0\) for all \(x \in X\). Hence \(f = f_o + f_ε = f_o\) is an orthogonally cubic mapping. \(\square\)

### 3. The Generalized Hyers-Ulam stability for (1.4)

In this section, we prove the generalized Hyers-Ulam Stability for the orthogonally cubic functional equation (1.4) by using the fixed point method.

In 1996, Isac and Rassias [7] were the first to provide applications of stability theory of functional equations for the proof of new fixed point theorems with applications.

**Theorem 3.1.** [1], [2] Let \((X, d)\) be a complete generalized metric space and let \(J : X \rightarrow X\) be a strictly contractive mapping with some Lipschitz constant \(L\) with \(0 < L < 1\). Then for each given element \(x \in X\), either \(d(J^n x, J^{n+1} x) = \infty\) for all nonnegative integer \(n\) or there exists a positive integer \(n_0\) such that

1. \(d(J^n x, J^{n+1} x) < \infty\) for all \(n \geq n_0\);
2. the sequence \(\{J^n x\}\) converges to a fixed point \(y^*\) of \(J\);
3. \(y^*\) is the unique fixed point of \(J\) in the set \(Y = \{y \in X \mid d(J^n x, y) < \infty\}\) and
4. \(d(y, y^*) \leq \frac{1}{1 - L} d(y, Jy)\) for all \(y \in Y\).

For any mapping \(f : X \rightarrow Y\), we define the difference operator \(Df : X^2 \rightarrow Y\) by
\[
Df(x, y) = f(ax + by) + f(ax - by) - ab^2[f(x + y) + f(x - y)] - 2a(a^2 - b^2)f(x) + cf(x + 2y) - 3f(x + y) + 3f(x) - f(x - y) - 6f(y)
\]
for all \(x, y \in X\).
Theorem 3.2. Assume that \( \phi : X^2 \rightarrow [0, \infty) \) is a function such that

\[
\phi(x, y) \leq \frac{L}{|a|^2} \phi(ax, ay)
\]

for all \( x, y \in X \) and some real number \( L \) with \( 0 < L < 1 \). Let \( f : X \rightarrow Y \) be a mapping such that \( f(0) = 0 \) and

\[
\|Df(x, y)\| \leq \phi(x, y)
\]

for all \( x, y \in X \) with \( x \perp y \). Then there exists a unique orthogonally cubic mapping \( F : X \rightarrow Y \) such that

\[
\|F(x) - f(x)\| \leq \frac{L}{2|a|^3(1 - L)} \phi(x, 0)
\]

for all \( x \in X \).

Proof. Consider the set \( S = \{ g \mid g : X \rightarrow Y \} \) and define the generalized metric \( d \) on \( S \) by

\[
d(g, h) = \inf\{c \in [0, \infty) \mid \|g(x) - h(x)\| \leq c \phi(x, 0), \forall x \in X\}.
\]

Then \((S, d)\) is a complete metric space\(^\text{[9]}\). Define a mapping \( T : S \rightarrow S \) by \( Tg(x) = a^3g(\frac{x}{a}) \) for all \( x \in X \) and all \( g \in S \).

Let \( g, h \in S \) and \( d(g, h) \leq c \) for some \( c \in [0, \infty) \). Then by (3.1), we have

\[
\|Tg(x) - Th(x)\| = |a^3|\|g(\frac{x}{a}) - h(\frac{x}{a})\| \leq cL\phi(x, 0)
\]

for all \( x \in X \). Hence we have \( d(Tg, Th) \leq Ld(g, h) \) for all \( g, h \in S \) and so \( T \) is a strictly contractive mapping. Putting \( y = 0 \) in (3.2), we get

\[
\|2f(ax) - 2a^3f(x)\| \leq \phi(x, 0)
\]

for all \( x \in X \) and hence

\[
\|f(x) - a^3f(\frac{x}{a})\| \leq \frac{L}{2|a|^3}\phi(x, 0)
\]

for all \( x \in X \) and hence \( d(f, Tf) \leq \frac{L}{2|a|^3} < \infty \). By Theorem 3.1, there exists a mapping \( F : X \rightarrow Y \) which is a fixed point of \( T \) such that \( d(T^n f, F) \rightarrow 0 \) as \( n \rightarrow \infty \) and

\[
\|F(x) - f(x)\| \leq \frac{L}{2|a|^3(1 - L)} \phi(x, 0)
\]

for all \( x \in X \). Replacing \( x, y \) by \( \frac{x}{a^n}, \frac{y}{a^n} \) in (3.2), respectively, and multiplying (3.2) by \( |a|^{3n} \), by (O3), we have

\[
\|a^{3n}Df(\frac{x}{a^n}, \frac{y}{a^n})\| \leq L^n \phi(x, y)
\]

for all \( x, y \in X \) with \( x \perp y \) and all \( n \in \mathbb{N} \). Letting \( n \rightarrow \infty \) in the last inequality, we get

\[
DF(x, y) = 0
\]

for all \( x, y \in X \) with \( x \perp y \) and by Theorem 2.1, \( F \) is an orthogonally cubic mapping.
Now, we will show the uniqueness of $F$. Let $G : X \rightarrow Y$ be another orthogonally cubic mapping with (3.3). Since $F$ and $G$ are fixed points of $T$, by (3.3), we get

$$
\|G(x) - F(x)\| = \|T^n G(x) - T^n F(x)\| \\
\leq \|T^n G(x) - T^n f(x)\| + \|T^n f(x) - T^n F(x)\| \\
\leq \frac{L^{n+1}}{|a|^3(1 - L)} \phi(x, 0)
$$

for all $x \in V$ and for all $n \in \mathbb{N}$. Since $0 < L < 1$, letting $n \rightarrow \infty$ in the above inequality, we have $F = G$. 

Related with Theorem 3.2, we can also have the following theorem. And the proof is similar to that of Theorem 3.2.

**Theorem 3.3.** Assume that $\phi : X^2 \rightarrow [0, \infty)$ is a function such that

$$
(3.4) \quad \phi(ax, ay) \leq |a|^3 L \phi(x, y)
$$

for all $x, y \in X$ and some real number $L$ with $0 < L < 1$. Let $f : X \rightarrow Y$ be a mapping such that satisfying (3.2). Then there exists a unique orthogonally cubic mapping $F : X \rightarrow Y$ such that

$$
(3.5) \quad \|F(x) - f(x)\| \leq \frac{1}{2 |a|^3 (1 - L)} \phi(x, 0)
$$

for all $x \in X$.

**Proof.** Consider the set $S = \{g \mid g : X \rightarrow Y\}$ and define the generalized metric $d$ on $S$ by

$$
d(g, h) = \inf \{c \in [0, \infty) \mid \|g(x) - h(x)\| \leq c \phi(x, 0), \forall x \in X\}.
$$

Then $(S, d)$ is a complete metric space([9]). Define a mapping $T : S \rightarrow S$ by $Tg(x) = \frac{1}{n}g(ax)$ for all $x \in X$ and all $g \in S$.

Let $g, h \in S$ and $d(g, h) \leq c$ for some $c \in [0, \infty)$. Then by (3.4), we have

$$
\|Tg(x) - Th(x)\| = \frac{1}{|a|^3} \|g(ax) - h(ax)\| \leq c L \phi(x, 0)
$$

for all $x \in X$. Hence we have $d(Tg, Th) \leq Ld(g, h)$ for all $g, h \in S$ and so $T$ is a strictly contractive mapping. Putting $y = 0$ in (3.2), we get

$$
\|2f(ax) - 2a^3 f(x)\| \leq \phi(x, 0)
$$

for all $x \in X$ and hence

$$
\|f(x) - \frac{1}{a^3} f(ax)\| \leq \frac{1}{2 |a|^3} \phi(x, 0)
$$

for all $x \in X$ and hence $d(f, Tf) \leq \frac{1}{2 |a|^3} < \infty$. By Theorem 3.1, there exists a mapping $F : X \rightarrow Y$ which is a fixed point of $T$ such that $d(T^n f, F) \rightarrow 0$ as $n \rightarrow \infty$ and

$$
\|F(x) - f(x)\| \leq \frac{1}{2 |a|^3 (1 - L)} \phi(x, 0)
$$

for all $x \in X$. Replacing $x, y$ by $a^nx, a^ny$ in (3.2), respectively, and multiplying (3.2) by $|a|^{-3n}$, by (O3), we have

$$
\|a^{-3n} Df(a^n x, a^n y)\| \leq L^n \phi(x, y)
$$
for all $x, y \in X$ with $x \perp y$ and all $n \in \mathbb{N}$. Letting $n \to \infty$ in the last inequality, we get
\[
DF(x, y) = 0
\]
for all $x, y \in X$ with $x \perp y$ and by Theorem 2.1, $F$ is an orthogonally cubic mapping.

Now, we will show the uniqueness of $F$. Let $G : X \to Y$ be another orthogonally cubic mapping with (3.3). Since $F$ and $G$ are fixed points of $T$, by (3.3), we get
\[
\|G(x) - F(x)\| = \|T^n G(x) - T^n F(x)\|
\]
\[
\leq \|T^n G(x) - T^n f(x)\| + \|T^n f(x) - T^n F(x)\|
\]
\[
\leq \frac{L^n}{|a|^3(1 - L)}\phi(x, 0)
\]
for all $x \in V$ and for all $n \in \mathbb{N}$. Since $0 < L < 1$, letting $n \to \infty$ in the above inequality, we have $F = G$. \hfill \Box

As an example of $\phi(x, y)$ in Theorem 3.2 and Theorem 3.3, we can take $\phi(x, y) = \epsilon(\|x\|^p_X \|x\|^p_X + \|x\|^{2p}_X + \|y\|^{2p}_X)$ for some positive real numbers $\epsilon$ and $p$. Then we can formulate the following corollary:

**Corollary 3.4.** Let $(X, \perp)$ be an orthogonality normed space with the norm $\| \cdot \|_X$ and $(Y, \| \cdot \|)$ a Banach space. Let $f : X \to Y$ be a mapping such that
\[
(3.6) \quad \|DF(x, y)\| \leq \epsilon(\|x\|^p_X \|x\|^p_X + \|x\|^{2p}_X + \|y\|^{2p}_X)
\]
for all $x, y \in X$ with $x \perp y$ and a fixed positive number $p$ with $p \neq \frac{3}{2}$. Then there exists a unique orthogonally cubic mapping $F : X \to Y$ such that
\[
\|F(x) - f(x)\| \leq \frac{1}{2\|a\|^{2p} - |a|^3} \|x\|^{2p}
\]
for all $x \in X$.

By Theorem 2.1, if $c = -\frac{1}{3}ab^2$, then we have the following orthogonally Euler-Lagrange type cubic functional equation:
\[
f(ax + by) + f(ax - by) - \frac{2}{3}ab^2 f(x - y) - \frac{1}{3}ab^2 f(x + 2y) - a(2a^2 - b^2)f(x) + 2ab^2 f(y) = 0
\]
for all $x, y \in X$ with $x \perp y$. By Corollary 3.6, we have the following example.

**Example 3.5.** Let $(X, \perp)$ be an orthogonality normed space with the norm $\| \cdot \|_X$ and $(Y, \| \cdot \|)$ a Banach space. Let $f : X \to Y$ be a mapping such that
\[
f(ax + by) + f(ax - by) - \frac{2}{3}ab^2 f(x - y) - \frac{1}{3}ab^2 f(x + 2y) - a(2a^2 - b^2)f(x) + 2ab^2 f(y)\| \leq \epsilon(\|x\|^p_X \|x\|^p_X + \|x\|^{2p}_X + \|y\|^{2p}_X)
\]
for all $x, y \in X$ with $x \perp y$ and a fixed positive number $p$ with $p \neq \frac{3}{2}$. Then there exists a unique orthogonally cubic mapping $F : X \to Y$ such that
\[
\|F(x) - f(x)\| \leq \frac{1}{2\|a\|^{2p} - |a|^3} \|x\|^{2p}
\]
for all $x \in X$. 
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It should be remarked that if a functional inequality can be deformed into the type of (3.2), then a solution of the original functional equation is cubic. In the following theorems, we give a simple example.

**Theorem 3.6.** Let \( \phi : X^2 \longrightarrow [0, \infty) \) be a function such that

\[
\phi(x, y) \leq \frac{1}{8}L\phi(2x, 2y)
\]

for all \( x, y \in X \), some real number \( L \) with \( 0 < L < 1 \) and \( f : X \longrightarrow Y \) a mapping such that \( f(0) = 0 \) and

\[
\|f(2x + y) + f(2x - y) - 2f(x + y) - 2f(x - y) - 12f(x)\| \leq \phi(x, y)
\]

for all \( x, y \in X \) with \( x \bot y \). Then there exists a unique orthogonally cubic mapping \( F : X \longrightarrow Y \) such that

\[
\|F(x) - f(x)\| \leq \frac{L}{16(1 - L)}[3\phi(x, 0) + 8\phi(0, x)]
\]

for all \( x \in X \).

**Proof.** Letting \( x = 0 \) in (3.8), we have

\[
\|f(y) + f(-y)\| \leq \phi(0, y)
\]

for all \( y \in X \) and letting \( y = 0 \) in (3.8), we have

\[
\|f(2x) - 8f(x)\| \leq \frac{1}{2}\phi(x, 0)
\]

for all \( x \in X \). Letting \( y = 2y \) in (3.8), by (3.10), we have

\[
\|8f(x + y) + 8f(x - y) - 2f(x + 2y) - 2f(x - 2y) - 12f(x)\|
\]

\[
\leq \frac{1}{2}\phi(x + y, 0) + \frac{1}{2}\phi(x - y, 0) + \phi(x, 2y)
\]

for all \( x, y \in X \) with \( x \bot y \). Interchanging \( x \) and \( y \) in (3.8), by (3.9), we get

\[
\|f(x + 2y) - f(x - 2y) - 2f(x + y) + 2f(x - y) - 12f(x)\|
\]

\[
\leq \phi(y, x) + \phi(0, x - 2y) + 2\phi(0, x - y)
\]

for all \( x, y \in X \) with \( x \bot y \). Putting \( a = 2 \), \( b = 1 \), and \( c = -4 \) in \( Df(x, y) \), by (3.8), (3.11), and (3.12), we have

\[
\|Df(x, y)\| \leq \psi(x, y)
\]

for all \( x, y \in X \), where

\[
\psi(x, y) = \phi(x, y) + 2\phi(y, x) + \frac{1}{2}\phi(x + y, 0) + \frac{1}{2}\phi(x - y, 0) + \phi(x, 2y)
\]

\[
+ 2\phi(0, x - 2y) + 4\phi(0, x - y)
\]

Since \( \psi \) satisfies (3.1), by Theorem 3.2, we get the result. \( \square \)

Similar to Theorem 3.6, we have the following theorem:

**Theorem 3.7.** Let \( \phi : X^2 \longrightarrow [0, \infty) \) be a function such that

\[
\phi(2x, 2y) \leq 8L\phi(2x, 2y)
\]
for all $x, y \in X$, some real number $L$ with $0 < L < 1$ and $f : X \to Y$ a mapping satisfying $f(0) = 0$ (3.8). Then there exists a unique orthogonally cubic mapping $F : X \to Y$ such that
\[ \|F(x) - f(x)\| \leq \frac{1}{16(1 - L)} [3\phi(x, 0) + 8\phi(0, x)] \]
for all $x \in X$.

By Theorem 3.6 and Theorem 3.7, we have the following corollary:

**Corollary 3.8.** Let $f : X \to Y$ be a mapping such that $f(0) = 0$ and
\[ |f(2x + y) + f(2y - x) - 2f(x + y) - 2f(x - y) - 12f(x)| \leq ||x||^p + ||y||^p + ||x||^{2p} + ||y||^{2p}. \]
for all $x, y \in X$ and a fixed positive real number $p$ with $p \neq \frac{1}{2}$. Then there exists a unique orthogonally cubic mapping $F : X \to Y$ such that
\[ \|F(x) - f(x)\| \leq \frac{11}{2[8 - 2^p]} ||x||^{2p} \]
for all $x \in X$.
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Abstract. In the present paper, we investigate new properties of a new subclass of multivalent harmonic functions in the open unit disc \( U = \{ z \in \mathbb{C} : |z| < 1 \} \), under certain conditions involving a new generalized differential operator. Furthermore, a representation theorem, an integral property and convolution conditions for the subclass denoted by \( AL_{\mathcal{H}}(p, m, \delta, \alpha, \lambda, \ell) \) are also obtained. Finally, we will give an application of neighborhood.
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1. Introduction

A continuous complex-valued function \( f = u + iv \) defined in a simply connected complex domain \( D \) is said to be harmonic in \( D \) if both \( u \) and \( v \) are real harmonic in \( D \). In any simple connected domain we can write \( f = h + \bar{g} \), where \( h \) and \( g \) are analytic in \( D \). A necessary and sufficient condition for \( f \) to be univalent and sense preserving in \( D \) is that \( |h'(z)| > |g'(z)|, z \in D \). (See also Clunie and Sheil-Small [5] for more details.)

Denote by \( S_{\mathcal{H}}(p, n), (p, n \in \mathbb{N} = \{1, 2, \ldots \}) \) the class of functions \( f = h + \bar{g} \) that are harmonic multivalent and sense-preserving in the unit disc \( U = \{ z \in \mathbb{C} : |z| < 1 \} \). Then for \( f = h + \bar{g} \in S_{\mathcal{H}}(p, n) \) we may express the analytic functions \( h \) and \( g \) as

\[
(1.1) \quad h(z) = z^p + \sum_{k=p+n}^{\infty} a_k z^k, \quad g(z) = \sum_{k=p+n-1}^{\infty} b_k z^k, \quad |b_{p+n-1}| < 1.
\]
Let $\tilde{S}_H(p, n, m), (p, n \in \mathbb{N}, m \in \mathbb{N}_0 \cup \{0\})$ denote the family of functions $f_m = h + \bar{g}_m$ that are harmonic in $D$ with the normalization

\begin{equation}
\tag{1.2}
h(z) = z^p - \sum_{k=p+n}^{\infty} |a_k| z^k, \quad g_m(z) = (-1)^m \sum_{k=p+n-1}^{\infty} |b_k| z^k, \quad |b_{p+n-1}| < 1.
\end{equation}

**Definition 1.1.** [4] Let $H(U)$ denote the class of analytic functions in the open unit disc $U = \{ z \in \mathbb{C} : |z| < 1 \}$ and let $\mathcal{A}(p)$ be the subclass of the functions belonging to $H(U)$ of the form

\begin{equation}
\tag{1.1}
h(z) = z^p + \sum_{k=p+n}^{\infty} a_k z^k.
\end{equation}

For $m \in \mathbb{N}_0, \lambda \geq 0, \delta \in \mathbb{N}_0, l \geq 0$ we define the generalized differential operator $I_{m,\lambda,\delta}^{(p,l)}$ on $\mathcal{A}(p)$ by the following infinite series

\begin{equation}
\tag{1.3}
I_{m,\lambda,\delta}^{(p,l)} h(z) = (p + l)^m z^p + \sum_{k=p+n}^{\infty} (p + \lambda(k - p) + l) m C(\delta, k) a_k z^k,
\end{equation}

where

\begin{equation}
\tag{1.4}
C(\delta, k) = \binom{k + \delta - 1}{\delta} = \frac{\Gamma(k + \delta)}{\Gamma(k) \Gamma(\delta + 1)}.
\end{equation}

**Remark 1.2.** When $\lambda = 1, p = 1, l = 0, \delta = 0$ we get Sălăgean differential operator [13]; $p = 1, m = 0$ gives Ruscheweyh operator [12]; $p = 1, l = 0, \delta = 0$ implies Al-Oboudi differential operator of order $m$ (see [1]); $\lambda = 1, p = 1, l = 0$ operator (1.3) reduces to Al-Shaqsi and Darus differential operator [2] and when $p = 1, l = 0$ we reobtain the operator introduced by Darus and Ibrahim in [6].

**Definition 1.3.** [4] Let $f \in S_H(p, n), p \in \mathbb{N}$. Using the operator (1.3) for $f = h + \bar{g}$ given by (1.1) we define the differential operator of $f$ as

\begin{equation}
\tag{1.5}
I_{m,\lambda,\delta}^{(p,l)} f(z) = I_{m,\lambda,\delta}^{(p,l)} h(z) + (-1)^m I_{m,\lambda,\delta}^{(p,l)} g(z)
\end{equation}

where

\begin{equation}
\tag{1.6}
I_{m,\lambda,\delta}^{(p,l)} h(z) = (p + l)^m z^p + \sum_{k=p+n}^{\infty} (p + \lambda(k - p) + l) m C(\delta, k) a_k z^k
\end{equation}

and

\begin{equation}
\tag{1.7}
I_{m,\lambda,\delta}^{(p,l)} g(z) = \sum_{k=p+n-1}^{\infty} (p + \lambda(k - p) + l) m C(\delta, k) b_k z^k.
\end{equation}
Remark 1.4. When $\lambda = 1$, $l = 0$, $\delta = 0$ the operator (1.5) reduces to the operator introduced earlier in [8] by Jahangiri et al.

Definition 1.5. [4] A function $f \in S_{H}(p, n)$ is said to be in the class $AL_{H}(p, m, \delta, \alpha, \lambda, l)$ if

\[
\frac{1}{p + l} \text{Re} \left\{ \frac{I_{\lambda, \delta}^{m+1}(p, l)f(z)}{I_{\lambda, \delta}^{n}(p, l)f(z)} \right\} \geq \alpha, \quad 0 \leq \alpha < 1,
\]

where $I_{\lambda, \delta}^{m}f$ is defined by (1.5), for $m \in \mathbb{N}_{0}$.

Finally, we define the subclass

\[
AL_{H}(p, m, \delta, \alpha, \lambda, l) \equiv AL_{H}(p, m, \delta, \alpha, \lambda, l) \cap \tilde{S}_{H}(p, n, m).
\]

Remark 1.6. The class $AL_{H}(p, m, \delta, \alpha, \lambda, l)$ includes a variety of well-known subclasses of $S_{H}(p, n)$. For example, letting $n = 1$ we get $AL_{H}(1, 1, 0, \alpha, 1, 0) \equiv HK(\alpha)$ in [7], for $n = 1$, $AL_{H}(1, m - 1, 0, \alpha, 1, 0) \equiv S_{H}(t, u, \alpha)$ in [14], $AL_{H}(p, n + p, 0, \alpha, 1, 0) \equiv SH_{p}(n, \alpha)$ in [11] and $n = 1$, $AL_{H}(1, m, \delta, \alpha, 1, 0) \equiv M_{H}(m, \delta, \alpha)$ in [3].

Theorem 1.7. [4] Let $f_{m} = h + g_{m}$ be given by (1.2). Then $f_{m} \in \tilde{AL}_{H}(p, m, \delta, \alpha, \lambda, l)$ if and only if

\[
\sum_{k=p+n}^{\infty} \frac{[(p + l)(1 - \alpha) + \lambda(k - p)]d_{p,k}(m, \lambda, l)C(\delta, k)}{(p + l)^{m+1}(1 - \alpha)} |a_{k}| + \sum_{k=p+n-1}^{\infty} \frac{[(p + l)(1 + \alpha) + \lambda(k - p)]d_{p,k}(m, \lambda, l)C(\delta, k)}{(p + l)^{m+1}(1 - \alpha)} |b_{k}| \leq 1,
\]

where $\lambda n \geq \alpha(p + l)$, $0 \leq \alpha < 1$, $m \in \mathbb{N}_{0}$, $\lambda \geq 0$ and

\[
d_{p,k}(m, \lambda, l) = [p + \lambda(k - p) + l]^{m}.
\]

Remark 1.8. The harmonic function

\[
f(z) = z^{p} + \sum_{k=p+n}^{\infty} \frac{(p + l)^{m+1}(1 - \alpha)}{(p + l)(1 - \alpha) + \lambda(k - p)]d_{p,k}(m, \lambda, l)C(\delta, k)}x_{k}z^{k} + \sum_{k=p+n-1}^{\infty} \frac{(p + l)^{m+1}(1 - \alpha)}{(p + l)(1 + \alpha) + \lambda(k - p)]d_{p,k}(m, \lambda, l)C(\delta, k)}y_{k}z^{k},
\]

where $\sum_{k=p+n}^{\infty} |x_{k}| + \sum_{k=p+n-1}^{\infty} |y_{k}| = 1$, $0 \leq \lambda < 1$, $m \in \mathbb{N}_{0}$, $\lambda n \geq \alpha(p + l)$, $\lambda \geq 0$ and $d_{p,k}(m, \lambda, l)$ is given in (1.11), show that the coefficient bound expressed by (1.10) is sharp.
2. Convex combination and extreme points

In this section, we show that the class \( \widetilde{AL}_H(p, m, \delta, \alpha, \lambda, l) \) is closed under convex combination of its members.

For \( i = 1, 2, 3, \ldots \), let the functions \( f_{m_i}(z) \) be

\[
(2.1) \quad f_{m_i}(z) = z^p - \sum_{k=p+n}^{\infty} |a_{k,i}| z^k + (-1)^m \sum_{k=p+n-1}^{\infty} |b_{k,i}| z^k.
\]

**Theorem 2.1.** The class \( \widetilde{AL}_H(p, m, \delta, \alpha, \lambda, l) \) is closed under convex combination.

**Proof.** For \( i = 1, 2, 3, \ldots \), let \( f_{m_i}(z) \in \widetilde{AL}_H(p, m, \delta, \alpha, \lambda, l) \), where the functions \( f_{m_i}(z) \) are defined by (2.1). Then by (1.10) we have

\[
(2.2) \quad \sum_{k=p+n}^{\infty} \frac{[(p + l)(1 - \alpha) + \lambda(k - p)] d_{p,k}(m, \lambda, l) C(\delta, k)}{(p + l)^{m+1}(1 - \alpha)} |a_{k,i}| + \sum_{k=p+n-1}^{\infty} \frac{[(p + l)(1 + \alpha) + \lambda(k - p)] d_{p,k}(m, \lambda, l) C(\delta, k)}{(p + l)^{m+1}(1 - \alpha)} |b_{k,i}| \leq 1.
\]

For \( \sum_{i=1}^{\infty} t_i = 1 \), \( 0 \leq t_i \leq 1 \), the convex combination of \( f_{m_i} \) may be written as

\[
\sum_{i=1}^{\infty} t_i f_{m_i}(z) = z^p - \sum_{k=p+n}^{\infty} \left( \sum_{i=1}^{\infty} t_i |a_{k,i}| \right) z^k + (-1)^m \sum_{k=p+n-1}^{\infty} \left( \sum_{i=1}^{\infty} t_i |b_{k,i}| \right) z^k.
\]

Then by (2.2) one obtains

\[
\sum_{k=p+n}^{\infty} \frac{[(p + l)(1 - \alpha) + \lambda(k - p)] d_{p,k}(m, \lambda, l) C(\delta, k)}{(p + l)^{m+1}(1 - \alpha)} \left( \sum_{i=1}^{\infty} t_i |a_{k,i}| \right) + \sum_{k=p+n-1}^{\infty} \frac{[(p + l)(1 + \alpha) + \lambda(k - p)] d_{p,k}(m, \lambda, l) C(\delta, k)}{(p + l)^{m+1}(1 - \alpha)} \left( \sum_{i=1}^{\infty} t_i |b_{k,i}| \right) = \sum_{i=1}^{\infty} t_i \left\{ \sum_{k=p+n}^{\infty} \frac{[(p + l)(1 - \alpha) + \lambda(k - p)] d_{p,k}(m, \lambda, l) C(\delta, k)}{(p + l)^{m+1}(1 - \alpha)} |a_{k,i}| + \sum_{k=p+n-1}^{\infty} \frac{[(p + l)(1 + \alpha) + \lambda(k - p)] d_{p,k}(m, \lambda, l) C(\delta, k)}{(p + l)^{m+1}(1 - \alpha)} |b_{k,i}| \right\} \leq \sum_{i=1}^{\infty} t_i = 1,
\]
and therefore \( \sum_{i=1}^{\infty} \lambda_i f_{m_i}(z) \in \tilde{AL}_H(p, m, \delta, \alpha, \lambda, l). \) \( \square \)

Further, we will determine a representation theorem for functions in \( \tilde{AL}_H(p, m, \delta, \alpha, \lambda, l) \) from which we also establish the extreme points of closed convex hulls of \( AL_H(p, m, \delta, \alpha, \lambda, l) \) denoted by \( clco \tilde{AL}_H(p, m, \delta, \alpha, \lambda, l) \).

**Theorem 2.2.** Let \( f_m(z) \) given by (1.2). Then \( f_m(z) \in \tilde{AL}_H(p, m, \delta, \alpha, \lambda, l) \) if and only if

\[
(2.3) \quad f_m(z) = X_p h_p(z) + \sum_{k=p+n}^{\infty} X_k h_k(z) + \sum_{k=p+n-1}^{\infty} Y_k g_{m_k}(z),
\]

where \( h_p(z) = z^p \)

\[
(2.4) \quad h_k(z) = z^p - \frac{(p + l)^{m+1}(1 - \alpha)}{[(p + l)(1 - \alpha) + \lambda(k - p)]d_{p,k}(m, \lambda, l)C(\delta, k)} z^k, \quad k = p + n, p + n + 1, \ldots,
\]

and

\[
(2.5) \quad g_{m_k}(z) = z^p + (-1)^m \frac{(p + l)^{m+1}(1 - \alpha)}{[(p + l)(1 + \alpha) + \lambda(k - p)]d_{p,k}(m, \lambda, l)C(\delta, k)} z^k, \quad k = p + n - 1, p + n, \ldots,
\]

with \( X_k \geq 0, Y_k \geq 0, X_p = 1 - \sum_{k=p+n}^{\infty} X_k - \sum_{k=p+n-1}^{\infty} Y_k. \)

In particular, the extreme points of \( \tilde{AL}_H(p, m, \delta, \alpha, \lambda, l) \) are \( \{h_k\} \) and \( \{g_{m_k}\}. \)

**Proof.** For the functions \( f_m \) of the form (2.3), we have

\[
f_m(z) = X_p h_p(z) + \sum_{k=p+n}^{\infty} X_k h_k(z) + \sum_{k=p+n-1}^{\infty} Y_k g_{m_k}(z) =
\]

\[
= z^p - \sum_{k=p+n}^{\infty} \frac{(p + l)^{m+1}(1 - \alpha)}{[(p + l)(1 - \alpha) + \lambda(k - p)]d_{p,k}(m, \lambda, l)C(\delta, k)} X_k z^k +
\]

\[
+ (-1)^m \sum_{k=p+n-1}^{\infty} \frac{(p + l)^{m+1}(1 - \alpha)}{[(p + l)(1 + \alpha) + \lambda(k - p)]d_{p,k}(m, \lambda, l)C(\delta, k)} Y_k z^k.
\]

Consequently,

\[
\sum_{k=p+n}^{\infty} \frac{[(p + l)(1 - \alpha) + \lambda(k - p)]d_{p,k}(m, \lambda, l)C(\delta, k)}{(p + l)^{m+1}(1 - \alpha)} a_k +
\]
\[ + \sum_{k=p+n-1}^{\infty} \frac{[(p + l)(1 + \alpha) + \lambda(k - p)]d_{p,k}(m, \lambda, l)C(\delta, k)}{(p + l)^{m+1}(1 - \alpha)} b_k = \]
\[ = \sum_{k=p+n}^{\infty} X_k + \sum_{k=p+n-1}^{\infty} Y_k = 1 - X_p \leq 1, \]
where
\[ a_k = \frac{(p + l)^{m+1}(1 - \alpha)}{[(p + l)(1 - \alpha) + \lambda(k - p)]d_{p,k}(m, \lambda, l)C(\delta, k)} X_k \]
\[ b_k = \frac{(p + l)^{m+1}(1 - \alpha)}{[(p + l)(1 + \alpha) + \lambda(k - p)]d_{p,k}(m, \lambda, l)C(\delta, k)} Y_k \]
and therefore \( f_m \in clco\tilde{AL}_H(p, m, \delta, \alpha, \lambda, l). \)

Conversely, suppose that \( f_m \in clco\tilde{AL}_H(p, m, \delta, \alpha, \lambda, l). \)

Setting
\[ (2.6) \quad X_k = \frac{[(p + l)(1 - \alpha) + \lambda(k - p)]d_{p,k}(m, \lambda, l)C(\delta, k)}{(p + l)^{m+1}(1 - \alpha)}|a_k|, \]
\[ k = p + n, p + n + 1, ..., \]
\[ Y_k = \frac{[(p + l)(1 + \alpha) + \lambda(k - p)]d_{p,k}(m, \lambda, l)C(\delta, k)}{(p + l)^{m+1}(1 - \alpha)}|b_k| \]
\[ k = p + n - 1, p + n, ..., \]
and \( X_p = 1 - \sum_{k=p+n}^{\infty} X_k - \sum_{k=p+n-1}^{\infty} Y_k. \) We note by Theorem 1.7 that \( 0 \leq Y_k \leq 1, 0 \leq X_k \leq 1, \) and \( X_p \geq 0. \)

We obtain the required representation since \( f_m \) can be written as
\[ f_m(z) = z^p - \sum_{k=p+n}^{\infty} |a_k|z^k + (-1)^m \sum_{k=p+n-1}^{\infty} |b_k|z^k = \]
\[ = z^p - \sum_{k=p+n}^{\infty} \frac{(p + l)^{m+1}(1 - \alpha)X_k}{[(p + l)(1 - \alpha) + \lambda(k - p)]d_{p,k}(m, \lambda, l)C(\delta, k)}z^k + \]
\[ + (-1)^m \sum_{k=p+n-1}^{\infty} \frac{(p + l)^{m+1}(1 - \alpha)Y_k}{[(p + l)(1 + \alpha) + \lambda(k - p)]d_{p,k}(m, \lambda, l)C(\delta, k)}z^k = \]
\[ = z^p - \sum_{k=p+n}^{\infty} (z^p - h_k(z))X_k + \sum_{k=p+n-1}^{\infty} (g_{m_k}(z) - z^p)Y_k = \]
\[ = \sum_{k=p+n}^{\infty} h_k(z)X_k + \sum_{k=p+n-1}^{\infty} g_{m_k}(z)Y_k + z^p \left( 1 - \sum_{k=p+n}^{\infty} X_k - \sum_{k=p+n-1}^{\infty} Y_k \right) = \]
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\[ X_p h_p(z) + \sum_{k=p+n}^{\infty} X_k h_k(z) + \sum_{k=p+n-1}^{\infty} Y_k g_m(z), \]
as required.

3. Integral Property and Convolution Conditions

In this section we will examine the closure properties of the class \( \tilde{AL}_H(p,m,\delta,\alpha,\lambda,l) \) under the generalized Bernardi-Libera-Livingston integral operator and also convolution properties of the same class.

Now, for \( f = h + \bar{g} \) given by (1.1) we define the modified generalized Bernardi-Libera-Livingston integral operator of \( f \) as

\[ L_c(f(z)) = L_c(h(z)) + L_c(g(z)), \quad c > -p, \]

where

\[ L_c(h(z)) = \frac{c+p}{z^c} \int_0^z t^{c-1} h(t) dt \]

and

\[ L_c(g(z)) = \frac{c+p}{z^c} \int_0^z t^{c-1} g(t) dt. \]

Putting \( g = 0 \) in (3.1), we get the definition of the generalized Bernardi-Libera-Livingston integral operator on analytic functions, (see [9], [10]).

**Theorem 3.1.** Let \( f \in \tilde{AL}_H(p,m,\delta,\alpha,\lambda,l) \). Then \( L_c(f) \) belongs to the class \( \tilde{AL}_H(p,m,\delta,\alpha,\lambda,l) \).

**Proof.** From the representation of \( L_c(f) \), it follows that

\[ L_c(f(z)) = \frac{c+p}{z^c} \int_0^z t^{c-1} (h(t) + \bar{g}_m(t)) dt = \]

\[ = \frac{c+p}{z^c} \left[ \int_0^z t^{c-1} \left( t^p - \sum_{k=p+n}^{\infty} |a_k| t^k \right) dt + (-1)^m \sum_{k=p+n-1}^{\infty} \frac{\sum_{k=p+n-1}^{\infty} |b_k| t^k}{(p+l)^{m+1}} \right] = \]

\[ = z^p - \sum_{k=p+n}^{\infty} |A_k| z^k + (-1)^m \sum_{k=p+n-1}^{\infty} |B_k| z^k, \]

where

\[ A_k = \frac{c+p}{c+k} a_k, \quad B_k = \frac{c+p}{c+k} b_k. \]

Further, one obtains

\[ \sum_{k=p+n}^{\infty} \frac{(p+l)(1-\alpha) + \lambda(k-p)}{(p+l)^{m+1}(1-\alpha)} d_{p,k}(m,\lambda,l) C(\delta,k) \cdot \frac{c+p}{c+k} |a_k| + \]
we define the convolution of $f$

Proof. Let $f_1 \in \AdH(p, m, \delta, \alpha, \lambda, l)$ and $f_2 \in \AdH(p, m, \beta, \alpha, \lambda, l)$.

**Theorem 3.2.** For $0 \leq \beta \leq \alpha < 1$ let $f_1 \in \AdH(p, m, \delta, \alpha, \lambda, l)$ and $f_2 \in \AdH(p, m, \beta, \alpha, \lambda, l)$. Then $f_1 * f_2 \in \AdH(p, m, \delta, \beta, \alpha, \lambda, l)$. Obviously, the coefficients of $f_1$ and $f_2$ must satisfy similar conditions to the inequality (1.10). Therefore, for the coefficients of $f_1 * f_2$ we can write

$$
\sum_{k=p+n}^{\infty} \frac{[(p+l)(1-\beta) + \lambda(k-p)]d_{p,k}(m, \lambda, l)C(\delta, k)}{(p+l)^{m+1}(1-\beta)} |a_k A_k| +
$$

$$
\sum_{k=p+n}^{\infty} \frac{[(p+l)(1-\beta) + \lambda(k-p)]d_{p,k}(m, \lambda, l)C(\delta, k)}{(p+l)^{m+1}(1-\beta)} |b_k B_k| \leq
$$

$$
\sum_{k=p+n}^{\infty} \frac{[(p+l)(1-\beta) + \lambda(k-p)]d_{p,k}(m, \lambda, l)C(\delta, k)}{(p+l)^{m+1}(1-\beta)} |a_k| +
$$
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\[ \eta (4.2) \quad \text{and} \quad (4.1) \]

Let us define a generalized \((n, \eta)\)-neighborhood of a function \(f\) given in (1.2) to be the set

\[ N_{n,\eta}(f) = \left\{ F_m(z) \in \mathcal{S}_\mathcal{H}(p, n, m) : \right\} \]

\[ + \sum_{k=p+n}^{\infty} \frac{[(p+l)(1+\beta) + \lambda(k-p)]d_{p,k}(m, \lambda, l)C(\delta, k)}{(p+l)^{m+1}(1-\beta)} |a_k - A_k| + \]

\[ + \sum_{k=p+n-1}^{\infty} \frac{[(p+l)(1-\alpha) + \lambda(k-p)]d_{p,k}(m, \lambda, l)C(\delta, k)}{(p+l)^{m+1}(1-\alpha)} |b_k - B_k| \leq \eta \]

where \(F_m(z) = z^p - \sum_{k=p+n}^{\infty} A_k z^k + (-1)^m \sum_{k=p+n-1}^{\infty} B_k z^k\).

**Theorem 4.1.** Let \(f_m = h + \tilde{g}_m\) be given by (1.2). If the functions \(f_m\) satisfy the conditions

\[ \sum_{k=p+n}^{\infty} k \cdot \frac{[(p+l)(1-\alpha) + \lambda(k-p)]d_{p,k}(m, \lambda, l)C(\delta, k)}{(p+l)^{m+1}(1-\alpha)} |a_k| + \]

\[ + \frac{[(p+l)(1+\alpha) + \lambda(k-p)]d_{p,k}(m, \lambda, l)C(\delta, k)}{(p+l)^{m+1}(1-\alpha)} |b_k| \leq 1 - U_{p,\delta}^{\alpha}(m, \lambda, l) \]

and

\[ \eta \leq \frac{p+n-\alpha-1}{p+n-\alpha} \left( 1 - U_{p,\delta}^{\alpha}(m, \lambda, l) \right), \]

\(\lambda n \geq \alpha(p+l), \) where

\[ U_{p,\delta}^{\alpha}(m, \lambda, l) = \frac{[(p+l)(1+\alpha) + \lambda(n-1)]d_{p,p+n-1}(m, \lambda, l)C(\delta, p+n-1)}{(p+l)^{m+1}(1-\alpha)} |b_{p+n-1}| \]

then \(N_{n,\eta}(f) \subset \tilde{A}\mathcal{L}_\mathcal{H}(p, m, \delta, \alpha, \lambda, l)\).
Let $f_m$ satisfy (4.1) and $F_m \in N_{n,\eta}(f)$. We have
\[
\sum_{k=p+n}^{\infty} \frac{[(p+l)(1-\alpha) + \lambda(k-p)]d_{p,k}(m,\lambda,l)C(\delta,k)}{(p+l)^{m+1}(1-\alpha)} |A_k| + \\
+ \sum_{k=p+n-1}^{\infty} \frac{[(p+l)(1+\alpha) + \lambda(k-p)]d_{p,k}(m,\lambda,l)C(\delta,k)}{(p+l)^{m+1}(1-\alpha)} |B_k| \leq \\
\eta + \sum_{k=p+n}^{\infty} \frac{[(p+l)(1-\alpha) + \lambda(k-p)]d_{p,k}(m,\lambda,l)C(\delta,k)}{(p+l)^{m+1}(1-\alpha)} |a_k| + \\
\frac{[(p+l)(1+\alpha) + \lambda(k-p)]d_{p,k}(m,\lambda,l)C(\delta,k)}{(p+l)^{m+1}(1-\alpha)} |b_k| + U_{p,\delta}^{\alpha}(m,\lambda,l) \leq \\
\eta + \frac{1}{p+n-\alpha} \sum_{k=p+n}^{\infty} k \cdot \frac{[(p+l)(1-\alpha) + \lambda(k-p)]d_{p,k}(m,\lambda,l)C(\delta,k)}{(p+l)^{m+1}(1-\alpha)} |a_k| + \\
\frac{[(p+l)(1+\alpha) + \lambda(k-p)]d_{p,k}(m,\lambda,l)C(\delta,k)}{(p+l)^{m+1}(1-\alpha)} |b_k| + U_{p,\delta}^{\alpha}(m,\lambda,l) \leq \\
\leq \eta + \frac{1}{p+n-\alpha} \left(1 - U_{p,\delta}^{\alpha}(m,\lambda,l)\right) + \frac{1}{p+n-\alpha} \left(1 - U_{p,\delta}^{\alpha}(m,\lambda,l)\right) \leq 1.
\]
Hence, for $\eta \leq \frac{p+n-\alpha-1}{p+n-\alpha} \left(1 - U_{p,\delta}^{\alpha}(m,\lambda,l)\right)$ we deduce that $f_m \in \widetilde{A}_{\mathcal{H}}(p,m,\delta,\alpha,\lambda,l)$. \hfill $\Box$
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ARGUMENT ESTIMATES FOR CERTAIN ANALYTIC FUNCTIONS

N. E. CHO, M. K. AOUF, AND A. O. MOSTAFA

ABSTRACT. The purpose of the present paper is to investigate some argument properties for certain analytic functions in the open unit disk. The main results presented in here generalize some previous those concerning starlike function of reciprocal of order beta and strongly starlike functions.

1. Introduction

Let \( \mathcal{A} \) be the class of analytic functions \( f(z) \) of the form

\[
f(z) = z + \sum_{n=2}^{\infty} a_n z^n \quad (z \in \mathbb{U} = \{ z : z \in \mathbb{C}, |z| < 1 \}). \tag{1.1}
\]

A function \( f(z) \in \mathcal{A} \) is said to be in the class \( \mathcal{C}(\alpha) \) of convex functions of order \( \alpha \) if and only if

\[
\text{Re} \left\{ 1 + \frac{zf''(z)}{f'(z)} \right\} > \alpha \quad (0 \leq \alpha < 1) \tag{1.2}
\]

and is said to be in the class \( \mathcal{S}^*(\alpha) \) of starlike functions of order \( \alpha \) if and only if

\[
\text{Re} \left\{ \frac{zf'(z)}{f(z)} \right\} > \alpha \quad (0 \leq \alpha < 1). \tag{1.3}
\]

We note that \( \mathcal{C}(0) = \mathcal{C} \) and \( \mathcal{S}^*(0) = \mathcal{S}^* \), where \( \mathcal{C} \) and \( \mathcal{S}^* \) are, respectively, the well-known classes of convex and starlike functions.

The classical result of Marx [5] and Strahhacker [8] asserts that a convex function is starlike of order 1/2, that is,

\[
\text{Re} \left\{ 1 + \frac{zf''(z)}{f'(z)} \right\} > 0 \quad (z \in \mathbb{U}) \implies \text{Re} \left\{ \frac{zf'(z)}{f(z)} \right\} > \frac{1}{2} \quad (z \in \mathbb{U}). \tag{1.4}
\]

If \( f(z) \in \mathcal{S}^* \) satisfies the condition

\[
\text{Re} \left\{ \frac{f(z)}{zf'(z)} \right\} > \beta \quad (0 \leq \beta < 1; z \in \mathbb{U}), \tag{1.5}
\]
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then \( f(z) \) is said to be starlike of reciprocal of order \( \beta \) (see Nunokawa et al. [4]).

In [7] Sakaguchi proved that: If \( f(z) \in A \) and \( g(z) \in S^* \), then
\[
\Re \left\{ \frac{f'(z)}{g'(z)} \right\} > 0 \quad (z \in U) \implies \Re \left\{ \frac{f(z)}{g(z)} \right\} > 0 \quad (z \in U).
\] (1.6)

In [6] Pommerenke generalized Sakaguchi’s result as follows.
If \( f(z) \in A \) and \( g(z) \in C \), then
\[
\arg \frac{f'(z)}{g'(z)} \leq \frac{\pi}{2} \alpha \quad (0 < \alpha \leq 1; z \in U),
\] (1.7)
then
\[
\arg \left| \frac{f(z_2) - f(z_1)}{g(z_2) - g(z_1)} \right| \leq \frac{\pi}{2} \alpha \quad (|z_1| < 1, |z_2| < 1).
\] (1.8)

Recently, Nunokawa et al. [4] generalized Pommerenke’s result as follows.
If \( f(z) \in A \) and \( g(z) \in C \), then \( g(z) \) is starlike of reciprocal of order \( \beta \) and
\[
\arg \frac{f'(z)}{g'(z)} \leq \frac{\pi}{2} \alpha + \tan^{-1} \frac{\alpha \beta}{1 + \alpha} \quad (z \in U; 0 < \alpha \leq 1; 0 \leq \beta < 1),
\] (1.9)
then
\[
\arg \frac{f(z)}{g(z)} \leq \frac{\pi}{2} \alpha \quad (z \in U).
\] (1.10)

Also Kanas et al. [1] generalized Sakaguchi’s result as follows.
If \( f(z) \in A \) and \( g(z) \in S^* \), then
\[
\Re \left\{ \left( \frac{f(z)}{g(z)} \right)^{1-\alpha} \left( \frac{f'(z)}{g'(z)} \right)^{\alpha} \right\} > 0 \quad (z \in U; 0 \leq \alpha \leq 1) \implies \Re \left\{ \frac{f(z)}{g(z)} \right\} > \alpha \quad (z \in U),
\] (1.11)
where the powers in (1.11) are meant as the principal values.

Also Kanas et al. [1] defined the class \( \mathcal{H}(\alpha) \) as follows.
\[
\mathcal{H}(\alpha) = \left\{ f(z) \in A, g(z) \in S^* : \Re \left\{ (1 - \alpha) \frac{f(z)}{g(z)} + \alpha \frac{f'(z)}{g'(z)} \right\} > 0 \quad (0 \leq \alpha \leq 1) \right\}.
\] (1.12)

In the present paper, we extend some results obtained by Kanas et al. [1], Liu [2], Nunokawa et al. [4], Pommerenke [6] and Sakaguchi [7] by using Nunokawa’s lemma [3].
2. Main results

To derive our results, we need the following lemma due to Nunokawa [3].

Lemma 2.1. [3] Let a function \( p(z) \) with \( p(0) = 1 \) and \( p(z) \neq 0 \) be analytic in \( U \). If there exists a point \( z_0 \in U \) such that
\[
|\arg p(z)| < \frac{\pi}{2} \alpha \quad (|z| < |z_0|, \alpha > 0),
\]
then
\[
\frac{z_0 p'(z_0)}{p(z_0)} = i k \alpha \quad \text{and} \quad |\arg p(z_0)| = \frac{\pi}{2} \alpha,
\]
where
\[
k \geq \frac{1}{2} \left( a + \frac{1}{a} \right) \geq 1 \quad \text{when} \quad \arg p(z_0) = \frac{\pi}{2} \alpha
\]
and
\[
k \leq -\frac{1}{2} \left( a + \frac{1}{a} \right) \leq -1 \quad \text{when} \quad \arg p(z_0) = -\frac{\pi}{2} \alpha,
\]
where
\[
p(z_0)^{\frac{1}{a}} = \pm i a(a > 0).
\]

Theorem 2.2. Let \( f(z) \in A \), \( g(z) \in C \) and \( g(z) \) is starlike of reciprocal of order \( \beta \). Suppose that
\[
\left| \arg \left( (1 - \lambda) \frac{f(z)}{g(z)} + \lambda \frac{f'(z)}{g'(z)} - \gamma \right) \right| < \frac{\pi}{2} \rho \quad (0 \leq \lambda \leq 1; 0 \leq \gamma < 1; \ z \in U),
\] (2.1)
where
\[
\rho = \alpha + \frac{2}{\pi} \tan^{-1} \left( \frac{\alpha \beta \lambda}{1 + \alpha \lambda} \right) (0 < \alpha \leq 1; 0 \leq \gamma < 1).
\] (2.2)
Then we have
\[
\left| \left( \arg \frac{f(z)}{g(z)} - \gamma \right) \right| < \frac{\pi}{2} \alpha \quad (z \in U).
\] (2.3)

Proof. Let
\[
p(z) = \frac{1}{1 - \gamma} \left( \frac{f(z)}{g(z)} - \gamma \right).
\] (2.4)
Then \( p(z) \) is analytic in \( U \), \( p(0) = 1 \) and \( p(z) \neq 0 \). It follows from (2.4) that
\[
\frac{f'(z)}{g'(z)} = \gamma + (1 - \gamma)p(z) \left[ 1 + \frac{zp'(z)}{p(z)} \frac{g(z)}{g'(z)} \right].
\] (2.5)
Also, from (2.4) and (2.5), we have
\[
(1 - \lambda) \frac{f(z)}{g(z)} + \lambda \frac{f'(z)}{g'(z)} - \gamma = (1 - \gamma)p(z) \left[ 1 + \frac{zp'(z)}{p(z)} \frac{g(z)}{g'(z)} \right].
\] (2.6)
If there exists a point \( z_0 \in \mathbb{U} \) such that
\[
|\arg p(z)| < \frac{\pi}{2} \alpha \quad (|z| < |z_0|)
\]
and
\[
|\arg p(z_0)| = \frac{\pi}{2} \alpha \quad (0 < \alpha \leq 1).
\]
Then from Lemma 1, we have
\[
\frac{z_0 p'(z_0)}{p(z_0)} = i\alpha k,
\]
where
\[
k \geq \frac{1}{2} (a + a^{-1}) \geq 1 \quad \text{when} \quad \arg p(z_0) = \frac{\pi}{2} \alpha
\]
and
\[
k \leq -\frac{1}{2} (a + a^{-1}) \leq -1 \quad \text{when} \quad \arg p(z_0) = -\frac{\pi}{2} \alpha,
\]
where \( (p(z_0))^{1/\alpha} = \pm ia (a > 0) \). Since \( g(z) \in \mathbb{C} \), from Marx-Strohhäcker’s theorem [5,8], we have
\[
\text{Re} \left\{ \frac{zg'(z)}{g(z)} \right\} > 1/2 \quad (z \in \mathbb{U}),
\]
so that \( g(z) \in \mathbb{S}^*(1/2) \). Putting \( \frac{zg'(z)}{g(z)} = u + iv \), where \( u > 1/2 \). Then
\[
\left| \frac{g(z)}{zg'(z)} - 1 \right|^2 = \left| \frac{1 - u - iv}{u + iv} \right|^2 = \frac{1 - 2u + u^2 + v^2}{u^2 + v^2} < 1.
\]
Therefore,
\[
\left| \frac{g(z)}{zg'(z)} - 1 \right| < 1 \quad (z \in \mathbb{U}), \quad (2.7)
\]
which implies that
\[
\left| \text{Im} \left\{ \frac{g(z)}{zg'(z)} \right\} \right| < 1 \quad (z \in \mathbb{U}), \quad (2.8)
\]
and from the assumption of the theorem, we have
\[
\text{Re} \left\{ \frac{g(z)}{zg'(z)} \right\} > \beta \quad (0 \leq \beta < 1; \ z \in \mathbb{U}). \quad (2.9)
\]
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For the case $|\arg p(z_0)| = \frac{\pi}{2} \alpha$, from (2.5), (2.6) and (2.8), we have

\[
\arg \left\{ (1 - \lambda) \frac{f(z_0)}{g(z_0)} + \lambda \frac{f'(z_0)}{g'(z_0)} - \gamma \right\}
= \arg p(z_0) + \arg \left\{ 1 + \lambda \frac{z_0 g'(z_0)}{p(z_0)} \left( \frac{g(z_0)}{z_0 g'(z_0)} \right) \right\}
= \frac{\pi}{2} \alpha + \arg \left\{ \frac{1 + i \alpha k \lambda \left( \text{Re} \frac{g(z_0)}{z_0 g'(z_0)} + i \text{Im} \frac{g(z_0)}{z_0 g'(z_0)} \right)}{1 + \alpha k \lambda \left( \frac{\text{Im} \frac{g(z_0)}{z_0 g'(z_0)}}{\alpha k \lambda} \right)} \right\}
= \frac{\pi}{2} \alpha + \tan^{-1} \left\{ \frac{\alpha k \lambda \beta}{1 + \alpha k \lambda} \right\}
\geq \frac{\pi}{2} \alpha + \tan^{-1} \left\{ \frac{\alpha \lambda \beta}{1 + \alpha \lambda} \right\}.
\]

This contradicts the assumption of the theorem, then

\[ |\arg p(z)| < \frac{\pi}{2} \alpha \quad (z \in \mathbb{U}). \]

For the case $|\arg p(z_0)| = -\frac{\pi}{2} \alpha$, applying the same method above, we have a contradiction. This completes the proof of Theorem 2.2.

Remark. Putting $\lambda = 1$ in Theorem 1, we get the result obtained by Liu [2, Theorem 2.1]. Also, from Theorem 1, we have the results obtained by Kanas [1], Nunokawa [4] and Sakaguchi [7].

Theorem 2.3. Let $f(z) \in \mathcal{A}$, $g(z) \in \mathcal{C}$ and $g(z)$ is starlike of reciprocal of order $\beta$ ($0 \leq \beta < 1$). Suppose that

\[ \left| \arg \left( \frac{f(z)}{g(z)} \right)^{\mu} \left( \frac{f'(z)}{g'(z)} \right)^{\gamma} \right| < \frac{\pi}{2} \rho \quad (z \in \mathbb{U}), \tag{2.10} \]

where

\[ \rho = (\mu + \gamma) \alpha + \frac{2\gamma}{\pi} \tan^{-1} \left( \frac{\alpha \beta}{1 + \alpha} \right) \quad (z \in \mathbb{U}), \tag{2.11} \]

$\mu$ and $\gamma$ are fixed positive real numbers with $0 < \mu + \gamma \leq 1$ and $0 < \alpha \leq 1$. Then

\[ \left| \arg \frac{f(z)}{g(z)} \right| < \frac{\pi}{2} \alpha \quad (z \in \mathbb{U}). \tag{2.12} \]
Proof. Let us define the function $p(z)$ by (2.4). It follows from (2.4) and (2.5) that
\[
\left( \frac{f(z)}{g(z)} \right)^\mu \left( \frac{f'(z)}{g'(z)} \right)^\gamma = (p(z))^{\nu+\gamma} \left( 1 + \frac{zp'(z)}{p(z) zg'(z)} \right)^\gamma
\]
and
\[
\arg \left( \frac{f(z)}{g(z)} \right)^\mu \left( \frac{f'(z)}{g'(z)} \right)^\gamma = \mu \arg \frac{f(z)}{g(z)} + \gamma \arg \frac{f'(z)}{g'(z)}
\]
\[
= (\mu + \gamma) \arg p(z) + \gamma \arg \left( 1 + \frac{zp'(z)}{p(z) zg'(z)} \right).
\]
(2.13)

Suppose that there exists a point $z_0 \in \mathbb{U}$ such that
\[
|\arg p(z)| < \frac{\pi}{2} \alpha \quad (|z| < |z_0|) \quad and \quad |\arg p(z_0)| = \frac{\pi}{2} \alpha \quad (0 < \alpha \leq 1).
\]

Then, using Lemma 1, we have
\[
\frac{z_0 p'(z_0)}{p(z_0)} = ik\beta.
\]

For the case $\arg p(z) = \frac{\pi}{2} \alpha$, from (2.7), (2.8) and (2.13), we have
\[
\arg \left( \frac{f(z_0)}{g(z_0)} \right)^\mu \left( \frac{f'(z_0)}{g'(z_0)} \right)^\gamma = (\mu + \gamma) \arg p(z_0) + \gamma \arg \left( 1 + \frac{z_0 p'(z_0)}{z_0 g'(z_0)} \right)
\]
\[
= (\mu + \gamma) \frac{\pi}{2} \alpha + \gamma \arg \left\{ 1 + i\alpha k \left( \Re \frac{g(z_0)}{z_0 g'(z_0)} + i\Im \frac{g(z_0)}{z_0 g'(z_0)} \right) \right\}
\]
\[
= (\mu + \gamma) \frac{\pi}{2} \alpha + \gamma \arg \left\{ 1 - \alpha k \left( \Im \frac{g(z_0)}{z_0 g'(z_0)} \right) + i\alpha k \Re \frac{g(z_0)}{z_0 g'(z_0)} \right\}
\]
\[
= (\mu + \gamma) \frac{\pi}{2} \alpha + \gamma \tan^{-1} \left\{ \frac{\alpha k \Re \frac{g(z_0)}{z_0 g'(z_0)}}{1 + \alpha k} \right\}.
\]

This contradicts the assumption of the theorem, then we have
\[
|\arg p(z)| < \frac{\pi}{2} \alpha \quad (z \in \mathbb{U}).
\]

For the case $|\arg p(z_0)| = -\frac{\pi}{2} \alpha$, applying the same method above, we have a contradiction. This completes the proof of Theorem 2.3.
Putting $\mu = 1 - \gamma$ ($\gamma > 0$) in Theorem 2, we obtain the following corollary.

**Corollary 1.** Let $f(z) \in \mathcal{A}, g(z) \in \mathcal{C}$ and $g(z)$ is starlike of reciprocal of order $\beta$ ($0 < \beta \leq 1$). Suppose that

$$
\left| \arg \left( \frac{f(z)}{g(z)} \right)^{1-\gamma} \left( \frac{f'(z)}{g'(z)} \right)^{\gamma} \right| < \frac{\pi}{2} \rho \quad (\gamma > 0; \; z \in \mathbb{U}),
$$

$$
\rho = \alpha + \frac{2\gamma}{\pi} \tan^{-1} \left( \frac{\alpha \beta}{1 + \alpha} \right) \quad (0 < \alpha \leq 1).
$$

Then

$$
\left| \arg \frac{f(z)}{g(z)} \right| < \frac{\pi}{2} \alpha \quad (z \in \mathbb{U}).
$$

**Remark.** Putting $\gamma = 1$ in Corollary 1, we have the result obtained by Nunokawa et al. [4, Theorem 2.3].
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1. Introduction

Throughout this paper we use the following notations. By \( \mathbb{Z}_p \) we denote the ring of \( p \)-adic rational integers, \( \mathbb{Q}_p \) denotes the field of rational numbers, \( \mathbb{N} \) denotes the set of natural numbers, \( \mathbb{C} \) denotes the complex number field, \( \mathbb{C}_p \) denotes the completion of algebraic closure of \( \mathbb{Q}_p \), \( \mathbb{N} \) denotes the set of natural numbers and \( \mathbb{Z}_+ = \mathbb{N} \cup \{0\} \), and \( \mathbb{C} \) denotes the set of complex numbers. Let \( p \) be a fixed odd prime number. Let \( p \) be the normalized exponential valuation of \( \mathbb{C}_p \) with \( |p|_p = p^{-\nu_p(p)} = p^{-1} \).

When one talks of \( q \)-extension, \( q \) is considered in many ways such as an indeterminate, a complex number \( q \in \mathbb{C} \); or \( p \)-adic number \( q \in \mathbb{C}_p \). If \( q \in \mathbb{C} \) one normally assumes that \( |q| < 1 \). If \( q \in \mathbb{C}_p \), we normally assume that \( |q - 1|_p < p^{-\frac{1}{p-1}} \) so that \( q^x = \exp(x \log q) \) for \( |x|_p \leq 1 \).

We say that \( f \) is uniformly differentiable function at a point \( a \in \mathbb{Z}_p \) and denote this property by \( g \in UD(\mathbb{Z}_p) \), if the difference quotients

\[
F_g(x, y) = \frac{g(x) - g(y)}{x - y}
\]

have a limit \( l = g'(a) \) as \( (x, y) \to (a, a) \). For \( g \in UD(\mathbb{Z}_p) \), the fermionic \( p \)-adic invariant integral on \( \mathbb{Z}_p \) is defined by

\[
I_{-1}(g) = \int_{\mathbb{Z}_p} g(x) d\mu_{-1}(x) = \lim_{N \to \infty} \sum_{0 \leq x < p^N} g(x)(-1)^x, \quad \text{see [3]).} \tag{1}
\]

If we take \( g_1(x) = g(x + 1) \) in (1), then we easily see that

\[
I_{-1}(g_1) + I_{-1}(g) = 2g(0). \tag{2}
\]

We recall that the classical Stirling numbers of the first kind \( S_1(n, k) \) and the second kind \( S_2(n, k) \) are defined by the relations(see [6])

\[
(x)_n = \sum_{k=0}^{n} S_1(n, k)x^k \quad \text{and} \quad x^n = \sum_{k=0}^{n} S_2(n, k)(x)_k, \tag{3}
\]

respectively. The generalized falling factorial \( (x|\lambda)_n \) with increment \( \lambda \) is defined by

\[
(x|\lambda)_n = \prod_{k=0}^{n-1} (x - \lambda k) \tag{3}
\]
for positive integer $n$, with the convention $(x|\lambda)_0 = 1$. Note that $(x|\lambda)$ is a homogeneous polynomials in $\lambda$ and $x$ of degree $n$, so if $\lambda \neq 0$ then $(x|\lambda)_n = \lambda^n(\lambda^{-1}x|1)_n$. Clearly $(x|0)_n = x^n$. We also need the binomial theorem: for a variable $x$,

$$(1 + \lambda t)^{x/\lambda} = \sum_{n=0}^{\infty} (x|\lambda)_n t^n/n!.$$  

(5)

For $q \in \mathbb{C}_p$ with $|1 - q|_p \leq 1$, if we take $g(x) = q^x e^{(2x+1)t}$ in (2), then we easily see that

$$I_{-1}(q^xe^{(2x+1)t}) = \int_{\mathbb{Z}_p} q^x e^{(2x+1)t} d\mu_{-1}(x) = \frac{2e^t}{qe^{2t} + 1}.$$  

Let us define the second kind degenerate $q$-Euler numbers $E_{n,q}$ and polynomials $E_{n,q}(x)$ as follows[5]:

$$\int_{\mathbb{Z}_p} q^x e^{(2x+1)t} d\mu_{-1}(y) = \sum_{n=0}^{\infty} E_{n,q} \frac{t^n}{n!}.$$  

(6)

$$\int_{\mathbb{Z}_p} q^x e^{(x+2y+1)t} d\mu_{-1}(y) = \sum_{n=0}^{\infty} E_{n,q}(x) \frac{t^n}{n!}.$$  

(7)

Recently, many mathematicians have studied in the area of the degenerate Bernoulli umbers and polynomials, degenerate Euler numbers and polynomials, degenerate tangent numbers and polynomials[see [1, 2, 3, 4, 6]]. Our aim in this paper is to define the second kind degenerate $q$-Euler polynomials $E_{n,q}(x, \lambda)$. We investigate some properties which are related to the second kind degenerate $q$-Euler numbers $E_{n,q}(\lambda)$ and polynomials $E_{n,q}(x, \lambda)$.

2. Some properties of the second kind degenerate $q$-Euler numbers $E_{n,q}(\lambda)$ and polynomials $E_{n,q}(x, \lambda)$

In this section, we introduce the second kind degenerate $q$-Euler numbers and polynomials, and we obtain explicit formulas for them. For $t, \lambda \in \mathbb{Z}_p$ such that $|\lambda|_p < p^{-\frac{1}{2b}}$, if we take $g(x) = q^x(1 + \lambda t)^{(2x+1)/\lambda}$ in (2), then we easily see that

$$\int_{\mathbb{Z}_p} q^x(1 + \lambda t)^{(2x+1)/\lambda} d\mu_{-1}(x) = \frac{2(1 + \lambda t)^{1/\lambda}}{q(1 + \lambda t)^{2/\lambda} + 1}.$$  

(8)

Let us define the second kind degenerate $q$-Euler numbers $E_{n,q}(\lambda)$ and polynomials $E_{n,q}(x, \lambda)$ as follows:

$$\int_{\mathbb{Z}_p} q^x(1 + \lambda t)^{(2y+1)/\lambda} d\mu_{-1}(y) = \sum_{n=0}^{\infty} E_{n,q}(\lambda) \frac{t^n}{n!},$$  

(9)

$$\int_{\mathbb{Z}_p} q^x(1 + \lambda t)^{(x+2y+1)/\lambda} d\mu_{-1}(y) = \sum_{n=0}^{\infty} E_{n,q}(x, \lambda) \frac{t^n}{n!}.$$  

(10)

Note that $(1 + \lambda t)^{1/\lambda}$ tends to $e^t$ as $\lambda \to 0$. From (7) and (10), we note that

$$\sum_{n=0}^{\infty} \lim_{\lambda \to 0} E_{n,q}(x, \lambda) \frac{t^n}{n!} = \lim_{\lambda \to 0} \frac{2(1 + \lambda t)^{1/\lambda}}{q(1 + \lambda t)^{2/\lambda} + 1}(1 + \lambda t)^{x/\lambda} = \sum_{n=0}^{\infty} E_{n,q}(x) \frac{t^n}{n!}.$$  

Thus, we have

$$\lim_{\lambda \to 0} E_{n,q}(x, \lambda) = E_{n,q}(x), (n \geq 0).$$

From (5) and (9), we get

$$\sum_{n=0}^{\infty} E_{n,q}(x, \lambda) \frac{t^n}{n!} = \frac{2(1 + \lambda t)^{1/\lambda}}{q(1 + \lambda t)^{2/\lambda} + 1}(1 + \lambda t)^{x/\lambda}$$  

$$= \left(\sum_{n=0}^{\infty} E_{n,q}(\lambda) \frac{t^n}{n!}\right) \left(\sum_{l=0}^{n} x|l| \frac{1}{l!}\right) = \sum_{n=0}^{\infty} \left(\sum_{l=0}^{n} \binom{n}{l} E_{l,q}(\lambda)(x|\lambda)_{n-l}\right) \frac{t^n}{n!}.$$  

(11)
By comparing (5) and (9), we can derive the following recurrence relation:

\[ E_{n,q}(x, \lambda) = \sum_{l=0}^{n} \binom{n}{l} E_{l,q}(\lambda) (x|\lambda)_{n-l}. \]

By (8), (9), and (10), we obtain the following Witt’s formula.

Theorem 2. For \( h \in \mathbb{Z} \) and \( n \in \mathbb{Z}_+ \), we have

\[
\int_{Z_p} q^{x} (2x + 1|\lambda)_{n} d\mu_{-1} (x) = E_{n,q}(\lambda),
\]

\[
\int_{Z_p} q^{y} (2y + 1|\lambda)_{n} d\mu_{-1} (y) = E_{n,q}(x, \lambda).
\]

By (5) and (9), we can derive the following recurrence relation:

\[
\sum_{n=0}^{\infty} 2(1|\lambda)_{n} \frac{t^n}{n!} = 2(1 + \lambda t)^{1/\lambda} = (q(1 + \lambda t)^{2/\lambda} + 1) \sum_{n=0}^{\infty} E_{n,q}(\lambda) \frac{t^n}{n!}
\]

\[
= q(1 + \lambda t)^{2/\lambda} \sum_{n=0}^{\infty} E_{n,q}(\lambda) \frac{t^n}{n!} + \sum_{n=0}^{\infty} E_{n,q}(\lambda) \frac{t^n}{n!}
\]

\[
= \left( \sum_{l=0}^{\infty} q(2|\lambda) \frac{t^l}{l!} \sum_{m=0}^{\infty} E_{m,q}(\lambda) \frac{t^m}{m!} \right) + \sum_{n=0}^{\infty} E_{n,q}(\lambda) \frac{t^n}{n!}
\]

\[
= \sum_{n=0}^{\infty} \left( \sum_{l=0}^{n} \binom{n}{l} q(2|\lambda) E_{n-l,q}(\lambda) + E_{n,q}(\lambda) \right) \frac{t^n}{n!}.
\]

By comparing of the coefficients \( \frac{t^n}{n!} \) on the both sides of (12), we obtain the following theorem.

Theorem 3. For \( n \in \mathbb{Z}_+ \), we have

\[ q \sum_{l=0}^{n} \binom{n}{l} (2|\lambda)_{l} E_{n-l,q}(\lambda) + E_{n,q}(\lambda) = 2(1|\lambda)_{n}. \]

By (5), (9), and (10), we have

\[
\sum_{n=0}^{\infty} qE_{n,q}(x + 2, \lambda) \frac{t^n}{n!} + \sum_{n=0}^{\infty} E_{n,q}(x, \lambda) \frac{t^n}{n!}
\]

\[
= \frac{2q(1 + \lambda t)^{1/\lambda}}{q(1 + \lambda t)^{2/\lambda} + 1} (1 + \lambda t)^{(x+2)/\lambda} + \frac{2(1 + \lambda t)^{1/\lambda}}{q(1 + \lambda t)^{2/\lambda} + 1} (1 + \lambda t)^{x/\lambda}
\]

\[
= 2(1 + \lambda t)^{(x+1)/\lambda} = 2 \sum_{n=0}^{\infty} (x + 1|\lambda)_{n} \frac{t^n}{n!}.
\]

By comparing of the coefficients \( \frac{t^n}{n!} \) on the both sides of (13), we have the following theorem.

Theorem 4. For \( h \in \mathbb{Z} \) and \( n \in \mathbb{Z}_+ \), we have

\[ qE_{n,q}(x + 2, \lambda) + E_{n,q}(x, \lambda) = 2(x + 1|\lambda)_{n}. \]

By (1) and (5), we have

\[
\sum_{m=0}^{\infty} \left(q^{m} E_{m,q}(2n, \lambda) + E_{m,q}(\lambda)\right) \frac{t^m}{m!}
\]

\[
= \int_{Z_p} q^{x+n}(1 + \lambda t)^{(2x+n+1)/\lambda} d\mu_{-1} (x) + (-1)^{n} \int_{Z_p} q^{x}(1 + \lambda t)^{(2x+1)/\lambda} d\mu_{-1} (x)
\]

\[
= 2 \sum_{l=0}^{n-1} (-1)^{n-l} q^{l}(1 + \lambda t)^{(2l+1)/\lambda} = \sum_{m=0}^{\infty} \left( \sum_{l=0}^{n-1} (-1)^{n-l} q^{l}(2l + 1|\lambda)_{m} \right) \frac{t^m}{m!}.
\]
By comparing of the coefficients \( \frac{t^n}{n!} \) on the both sides of (14), we have the following theorem.

**Theorem 5.** For \( m \in \mathbb{Z}_+ \), we have

\[
q^n \mathcal{E}_{m,q}(2n, \lambda) + \mathcal{E}_{m,q}(\lambda) = 2 \sum_{t=0}^{n-1} (-1)^{n-1-t} q^t (2l+1|\lambda)_m.
\]

By (10), we get

\[
\sum_{n=0}^{\infty} \mathcal{E}_{n,q^{-1}}(-x, -\lambda) \frac{t^n}{n!} = \frac{2(1 - \lambda t)^{-1/\lambda}}{q^{-1}(1 - \lambda t)^{-2/\lambda} + 1} (1 - \lambda t)^{x/\lambda}
\]

\[
= \frac{2q}{(1 - \lambda t)^{2/\lambda} + 1} (1 - \lambda t)^{(x+1)/\lambda} = \sum_{n=0}^{\infty} (-1)^n q \mathcal{E}_{n,q}(x + 1, \lambda) \frac{t^n}{n!}.
\]  

By comparing of the coefficients \( \frac{t^n}{n!} \) on the both sides of (15), we have the following theorem.

**Theorem 6.** For \( n \in \mathbb{Z}_+ \), we have

\[
\mathcal{E}_{n,q^{-1}}(-x, -\lambda) = (-1)^n q \mathcal{E}_{n,q}(x + 1, \lambda), \quad \mathcal{E}_{n,q^{-1}}(-\lambda) = (-1)^n q \mathcal{E}_{n,q}(1|\lambda).
\]

For \( d \in \mathbb{N} \) with \( d \equiv 1 \pmod{2} \), we have

\[
\sum_{n=0}^{\infty} \mathcal{E}_{n,q}(x, \lambda) \frac{t^n}{n!} = \frac{2(1 + \lambda t)^{1/\lambda}}{q(1 + \lambda t)^{2/\lambda} + 1} (1 + \lambda t)^{x/\lambda}
\]

\[
= \frac{2(1 + \lambda t)^{1/\lambda}}{q^d(1 + \lambda t)^{2d/\lambda} + 1} (1 + \lambda t)^{x/\lambda} \sum_{t=0}^{d-1} (-1)^t q^t (1 + \lambda t)^{2t/\lambda}
\]

\[
= \sum_{n=0}^{\infty} \left( \frac{d^n}{n!} \sum_{t=0}^{d-1} (-1)^t q^t \mathcal{E}_{n,q^t} \left( \frac{2l + x + 1 - d}{d}, \lambda \right) \right) \frac{t^n}{n!}.
\]

By comparing coefficients of \( \frac{t^n}{n!} \) on the above equation, we have the following theorem:

**Theorem 7.** For \( d \in \mathbb{N} \) with \( d \equiv 1 \pmod{2} \) and \( n \in \mathbb{Z}_+ \), we have

\[
\mathcal{E}_{n,q}(x, \lambda) = d^n \sum_{t=0}^{d-1} (-1)^t q^t \mathcal{E}_{n,q} \left( \frac{2l + x + 1 - d}{d}, \lambda \right).
\]

In particular,

\[
\mathcal{E}_{n,q}(\lambda) = d^n \sum_{t=0}^{d-1} (-1)^t q^t \mathcal{E}_{n,q} \left( \frac{2l + 1 - d}{d}, \lambda \right).
\]

From (10), derive

\[
\sum_{n=0}^{\infty} \mathcal{E}_{n,q}(x + y, \lambda) \frac{t^n}{n!} = \frac{2(1 + \lambda t)^{1/\lambda}}{(1 + \lambda t)^{(x+y)/\lambda} + 1} (1 + \lambda t)^{(x+y)/\lambda}
\]

\[
= \frac{2(1 + \lambda t)^{1/\lambda}}{q(1 + \lambda t)^{2/\lambda} + 1} (1 + \lambda t)^{y/\lambda}
\]

\[
= \left( \sum_{n=0}^{\infty} \mathcal{E}_{n,q}(x, \lambda) \frac{t^n}{n!} \right) \left( \sum_{n=0}^{\infty} (y|\lambda) \frac{t^n}{n!} \right) = \sum_{n=0}^{\infty} \sum_{t=0}^{n} \binom{n}{t} \mathcal{E}_{t,q}(x, \lambda) (y|\lambda)_{n-t} \frac{t^n}{n!}.
\]  

Therefore, by (16), we have the following theorem.

**Theorem 8.** For \( n \in \mathbb{Z}_+ \), we have

\[
\mathcal{E}_{n,q}(x + y, \lambda) = \sum_{t=0}^{n} \binom{n}{t} \mathcal{E}_{t,q}(x, \lambda) (y|\lambda)_{n-t}.
\]
From Theorem 8, we note that $E_{n,q}(x)$ is a Sheffer sequence.

By replacing $t$ by $\frac{e^t - 1}{\lambda}$ in (10), we obtain

$$
\frac{2e^t}{qe^{\lambda t} + 1}e^{xt} = \sum_{n=0}^{\infty} E_{n,q}(x, \lambda) \left( \frac{e^t - 1}{\lambda} \right)^n \frac{1}{n!} = \sum_{n=0}^{\infty} E_{n,q}(x, \lambda) \lambda^{-n} \sum_{m=n}^{\infty} S_2(m, n) \lambda^m \frac{t^m}{m!},
$$

(17)

Thus, by (17), we have the following theorem.

**Theorem 9.** For $n \in \mathbb{Z}_+$, we have

$$E_{m,q}(x) = \sum_{n=0}^{m} \lambda^{m-n} E_{n,q}(x, \lambda) S_2(m, n).$$

By replacing $t$ by $\log(1 + \lambda t)^{1/\lambda}$ in (7), we have

$$
\sum_{n=0}^{\infty} E_{n,q}(x) \left( \log(1 + \lambda t)^{1/\lambda} \right)^n \frac{1}{n!} = \frac{2(1 + \lambda t)^{1/\lambda}}{q(1 + \lambda t)^{2/\lambda} + 1} (1 + \lambda t)^{x/\lambda} = \sum_{m=0}^{\infty} E_{n,q}(x, \lambda) \frac{t^m}{m!},
$$

(18)

and

$$
\sum_{n=0}^{\infty} E_{n,q}(x) \left( \log(1 + \lambda t)^{1/\lambda} \right)^n \frac{1}{n!} = \sum_{m=0}^{\infty} \left( \sum_{n=0}^{m} E_{n,q}(x) \lambda^{m-n} S_1(m, n) \right) \frac{t^m}{m!}.
$$

(19)

Thus, by (18) and (19), we have the following theorem.

**Theorem 10.** For $n \in \mathbb{Z}_+$, we have

$$E_{n,q}(x, \lambda) = \sum_{n=0}^{m} \lambda^{m-n} E_{n,q}(x) S_1(m, n).$$

Letting $q \rightarrow 1$ in Theorem 10 gives the theorem

$$E_{n}(x, \lambda) = \sum_{n=0}^{m} \lambda^{m-n} E_{n}(x) S_1(m, n).$$

which was proved by Ryoo [4].
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1. Introduction

Many \((p, q)\)-extensions of some special numbers, polynomials, and functions have been studied (see [1, 2, 3, 4, 7]). Luo and Zhou [5] introduced the \((h, q)\)-\(L\)-function. Ryoo [6] presented the multiple twisted \((p, q)\)-\(L\)-function in complex field and Carlitz’s type twisted \((p, q)\)-Euler numbers and polynomials. In [8], Ryoo investigated some identities on the higher-order twisted \((p, q)\)-Euler numbers and polynomials.

Throughout this paper, we always make use of the following notations: \(\mathbb{N}\) denotes the set of natural numbers, \(\mathbb{Z}_+ = \mathbb{N} \cup \{0\}\) denotes the set of nonnegative integers, \(\mathbb{Z}_0^- = \{0, -1, -2, -3, \ldots\}\) denotes the set of nonpositive integers, \(\mathbb{Z}\) denotes the set of integers, \(\mathbb{R}\) denotes the set of real numbers, and \(\mathbb{C}\) denotes the set of complex numbers. The \((p, q)\)-number is defined as

\[
[n]_{p,q} = \frac{p^n - q^n}{p - q} = p^{n-1} + p^{n-2}q + p^{n-3}q^2 + \cdots + p^2q^{n-2} + pq^{n-1}. 
\]

Note that this number is \(q\)-number when \(p = 1\). By substituting \(q\) by \(\frac{q}{p}\) in the \(q\)-number, we can not obtain \((p, q)\)-number. Therefore, much research has been developed in the area of special numbers and polynomials, and functions by using \((p, q)\)-number (see [1, 2, 3, 4, 7]).

By using \(q\)-number, Luo and Zhou defined the \(q\)-\(L\)-function \(L_q(s, a)\) and \(q\)-\(l\)-function \(l_q(s)\) (see [5])

\[
L_q(s, a) = \sum_{n=0}^{\infty} \frac{(-1)^n q^{n+a}}{[n+a]_q}, \quad (Re(s) > 1; a \notin \mathbb{Z}_0^-), \quad \text{and} \quad l_q(s) = \sum_{n=1}^{\infty} \frac{(-1)^n q^n}{[n]_q}, \quad (Re(s) > 1).
\]

Inspired by their work, the \((p, q)\)-extension of the twisted \(q\)-\(L\)-function can be defined as follow: Let \(\zeta\) be \(r\)th root of 1 and \(\zeta \neq 1\). For \(s, x \in \mathbb{C}\) with \(Re(x) > 0\), the twisted \((p, q)\)-\(L\)-function \(L_{p,q}(s, x)\) is defined by

\[
L_{p,q}(s, x) = [2]_q \sum_{m=0}^{\infty} \frac{(-1)^m \zeta^m}{[m+x]_{p,q}}.
\]
2. Twisted \((p, q)\)-Euler numbers and polynomials

In this section, we define twisted \((p, q)\)-Euler numbers and polynomials and provide some of their relevant properties. Let \(r\) be a positive integer, and let \(\zeta\) be \(r\)th root of 1.

**Definition 1.** For \(0 < q < p \leq 1\), the Carlitz’s type twisted \((p, q)\)-Euler numbers \(E_{n, p, q, \zeta}\) and polynomials \(E_{n, p, q, \zeta}(x)\) are defined by means of the generating functions

\[
G_{p, q, \zeta}(t) = \sum_{n=0}^{\infty} E_{n, p, q, \zeta} \frac{t^n}{n!} = [2]_q \sum_{m=0}^{\infty} (-1)^m \zeta^m e^{[m]_{p, q} t}. \tag{2.1}
\]

and

\[
G_{p, q, \zeta}(t, x) = \sum_{n=0}^{\infty} E_{n, p, q, \zeta}(x) \frac{t^n}{n!} = [2]_q \sum_{m=0}^{\infty} (-1)^m \zeta^m e^{[m+x]_{p, q} t}, \tag{2.2}
\]

respectively.

Setting \(p = 1\) in (2.1) and (2.2), we can obtain the corresponding definitions for the Carlitz’s type twisted \(q\)-Euler number \(E_{n, q, \zeta}\) and \(q\)-Euler polynomials \(E_{n, q, \zeta}(x)\), respectively.

By (2.1), we get

\[
\sum_{n=0}^{\infty} E_{n, p, q, \zeta} \frac{t^n}{n!} = [2]_q \sum_{m=0}^{\infty} (-1)^m \zeta^m e^{[m]_{p, q} t} = \sum_{n=0}^{\infty} \left( [2]_q \left( \frac{1}{p - q} \right) \sum_{l=0}^{n} \binom{n}{l} (-1)^l \frac{1}{1 + \zeta^l p^{n-l} q^l} \right) \frac{t^n}{n!}.
\]

By comparing the coefficients \(\frac{t^n}{n!}\) in the above equation, we have the following theorem.

**Theorem 2.** For \(n \in \mathbb{Z}_+\), we have

\[
E_{n, p, q, \zeta} = [2]_q \left( \frac{1}{p - q} \right) \sum_{l=0}^{n} \binom{n}{l} (-1)^l \frac{1}{1 + \zeta^l p^{n-l} q^l}.
\]

By (2.2), we obtain

\[
E_{n, p, q, \zeta}(x) = [2]_q \left( \frac{1}{p - q} \right) \sum_{l=0}^{n} \binom{n}{l} (-1)^l q^{xl} p^{(n-l)x} \frac{1}{1 + \zeta^l p^{n-l} q^l}. \tag{2.3}
\]

Next, we introduce Carlitz’s type twisted \((h, p, q)\)-Euler polynomials \(E_{n, p, q, \zeta}^{(h)}(x)\).

**Definition 3.** The Carlitz’s type twisted \((h, p, q)\)-Euler polynomials \(E_{n, p, q, \zeta}^{(h)}(x)\) are defined by

\[
E_{n, p, q, \zeta}^{(h)}(x) = [2]_q \sum_{m=0}^{\infty} (-1)^m p^{hm} \zeta^m [m + x]_{p, q}^n. \tag{2.4}
\]

When \(x = 0\), \(E_{n, p, q, \zeta}^{(h)}(0) = E_{n, p, q, \zeta}^{(h)}(0)\) are called the twisted \((h, p, q)\)-Euler numbers \(E_{n, p, q, \zeta}^{(h)}\).

By using (2.4) and \((p, q)\)-number, we have the following theorem.

**Theorem 4.** For \(n \in \mathbb{Z}_+\), we have

\[
E_{n, p, q, \zeta}^{(h)}(x) = [2]_q \left( \frac{1}{p - q} \right) \sum_{l=0}^{n} \binom{n}{l} (-1)^l q^{xl} p^{(n-l)x} \frac{1}{1 + \zeta^l p^{n-l} q^l}.
\]

By (2.4) and Theorem 2, we have

\[
E_{n, p, q, \zeta}(x) = \sum_{l=0}^{n} \binom{n}{l} q^{(n-l)x} E_{n-l, p, q, \zeta}^{(l)}[x]_{p, q}^l
\]

and

\[
E_{n, p, q, \zeta}(x + y) = \sum_{l=0}^{n} \binom{n}{l} p^{xl} q^{(n-l)y} E_{n-l, p, q, \zeta}^{(l)}(x)[y]_{p, q}^l. \tag{2.5}
\]
By (2.1) and (2.2), we get
\[-[2]q \sum_{l=0}^{\infty} (-1)^{l+n} \zeta^l n e^{l+n}[l]_{p,q} t^l + [2]q \sum_{l=0}^{\infty} (-1)^l \zeta^l e^{l-n} t^l = [2]q \sum_{l=0}^{n-1} (-1)^l \zeta^l [l]_{p,q} t^l.\]

Hence we have
\[(-1)^{n+1} \zeta^n \sum_{m=0}^{\infty} E_{m,p,q,\zeta}(n) \frac{t^m}{m!} + \sum_{m=0}^{\infty} E_{m,p,q,\zeta} \frac{t^m}{m!} = \sum_{m=0}^{\infty} \left( [2]q \sum_{l=0}^{n-1} (-1)^l \zeta^l [l]_{p,q} \right) \frac{t^m}{m!}. \quad (2.6)\]

By comparing the coefficients \( \frac{c_n}{m} \) on both sides of (2.6), we have the following theorem.

**Theorem 5.** For \( m \in \mathbb{Z}_+ \), we have
\[\sum_{l=0}^{n-1} (-1)^l \zeta^l [l]_{p,q}^m = (-1)^{n+1} \zeta^n E_{m,p,q,\zeta}(n) + E_{m,p,q,\zeta}.\]

3. Twisted \((p, q)\)-function and twisted \((p, q)\)-L-function

By using twisted \((p, q)\)-Euler numbers and polynomials, twisted \((p, q)\)-L-function is defined. These functions interpolate the twisted \((p, q)\)-Euler numbers \( E_{n,p,q,\zeta} \), and polynomials \( E_{n,p,q,\zeta}(x) \), respectively. From (2.1), we note that
\[d^k dt^k G_{p,q,\zeta}(t) \bigg|_{t=0} = [2]q \sum_{m=0}^{\infty} (-1)^m \zeta^m [m]_{p,q}^k = E_{k,p,q,\zeta}, (k \in \mathbb{N}).\]

By using the above equation, we are now ready to define twisted \((p, q)\)-L-function.

**Definition 6.** Let \( s \in \mathbb{C} \) with \( \text{Re}(s) > 0 \).
\[l_{p,q,\zeta}(s) = [2]q \sum_{n=1}^{\infty} \frac{(-1)^n \zeta^n}{[n]_{p,q}^s}. \quad (3.1)\]

Relation between \( l_{p,q,\zeta}(s) \) and \( E_{k,p,q,\zeta} \) is given by the following theorem.

**Theorem 7.** For \( k \in \mathbb{N} \), we have
\[l_{p,q,\zeta}(-k) = E_{k,p,q,\zeta}.\]

By using (2.2), we note that
\[d^k dt^k G_{p,q,\zeta}(t,x) \bigg|_{t=0} = [2]q \sum_{m=0}^{\infty} (-1)^m \zeta^m [m+x]_{p,q}^k \quad (3.2)\]
and
\[\left( \frac{d}{dt} \right)^k \left( \sum_{n=0}^{\infty} E_{n,p,q,\zeta}(x) \frac{t^n}{n!} \right) \bigg|_{t=0} = E_{k,p,q,\zeta}(x), \text{ for } k \in \mathbb{N}. \quad (3.3)\]

By (3.2) and (3.3), we are now ready to define the twisted \((p, q)\)-L-function.

**Definition 8.** Let \( s \in \mathbb{C} \) with \( \text{Re}(s) > 0 \) and \( x \notin \mathbb{Z}_0^+ \).
\[L_{p,q,\zeta}(s,x) = [2]q \sum_{n=0}^{\infty} \frac{(-1)^n \zeta^n}{([n+x]_{p,q}^s)}. \quad (3.4)\]

Note that \( L_{p,q,\zeta}(s,x) \) is a meromorphic function on \( \mathbb{C} \). Relation between \( L_{p,q,\zeta}(s,x) \) and \( E_{k,p,q,\zeta}(x) \) is given by the following theorem.

**Theorem 9.** For \( k \in \mathbb{N} \), we have \( L_{p,q,\zeta}(-k,x) = E_{k,p,q,\zeta}(x). \)

Observe that \( L_{p,q,\zeta}(-k,x) \) function interpolates \( E_{k,p,q,\zeta}(x) \) numbers at non-negative integers.
3. Some symmetric identities for twisted \((p, q)\)-L-function

Let \(w_1, w_2 \in \mathbb{N}\) with \(w_1 \equiv 1 \pmod{2}\), \(w_2 \equiv 1 \pmod{2}\). For \(n \in \mathbb{Z}_+\), we obtain certain symmetric identities for twisted \((p, q)\)-L-function.

**Theorem 10.** Let \(w_1, w_2 \in \mathbb{N}\) with \(w_1 \equiv 1 \pmod{2}\), \(w_2 \equiv 1 \pmod{2}\). Then we obtain

\[
[w_2]_{p,q}^* [2]_{q^{w_1}} \sum_{j=0}^{w_1-1} (-1)^j \zeta^{w_2j} L_{p^{v_1},q^{w_1},\zeta^{w_1}} \left( s, w_2 x + \frac{w_2}{w_1} j \right) = [w_1]_{p,q} [2]_{q^{w_2}} \sum_{j=0}^{w_2-1} (-1)^j \zeta^{w_1j} L_{p^{v_2},q^{w_2},\zeta^{w_2}} \left( s, w_1 x + \frac{w_1}{w_2} j \right). \tag{4.1}
\]

**Proof.** Note that \([xy]_q = [x]_q [y]_q\) for any \(x, y \in \mathbb{C}\). In (3.4), by substitute \(w_2 x + \frac{w_2}{w_1} j\) for \(x\) in and replace \(q, p,\) and \(\zeta\) by \(q^{w_1}, p^{w_1}\) and \(\zeta^{w_1}\), respectively, we derive next result

\[
\frac{1}{[2]_{q^{w_1}}} L_{p^{v_1},q^{w_1},\zeta^{w_1}} \left( s, w_2 x + \frac{w_2}{w_1} j \right) = \sum_{m=0}^{w_1-1} \frac{(-1)^m \zeta^{w_1}}{m + 2 w_2 x + \frac{w_2}{w_1} j} \left| p^{v_1}, q^{w_1} \right|^{s} \tag{4.2}
\]

\[
= \sum_{m=0}^{w_1-1} \frac{(-1)^m \zeta^{w_1}}{w_1 m + w_1 w_2 x + \frac{w_2}{w_1} j} \left| p^{v_1}, q^{w_1} \right|^{s} \]

\[
= [w_1]_{p,q} [2]_{q^{w_2}} \sum_{m=0}^{w_1-1} \sum_{i=0}^{w_2-1} \frac{(-1)^{w_2 m + i} \zeta^{w_1} (w_2 m + i)}{i \left( w_1 w_2 (x + m) + w_1 i + w_2 j \right)} \left| p,q \right|^{s}. \]

Thus, from (4.2), we can derive the following equation.

\[
[w_2]_{p,q} [2]_{q^{w_1}} \sum_{j=0}^{w_1-1} (-1)^j \zeta^{w_2j} L_{p^{v_1},q^{w_1},\zeta^{w_1}} \left( s, w_2 x + \frac{w_2}{w_1} j \right) \tag{4.3}
\]

\[
= [w_1]_{p,q} [2]_{q^{w_2}} \sum_{m=0}^{w_1-1} \sum_{i=0}^{w_2-1} \sum_{j=0}^{w_1-1} (-1)^{j+i+m} \zeta^{w_1 w_2 m \zeta^{w_1} w_2 j} \left( w_1 w_2 (x + m) + w_1 i + w_2 j \right) \left| p,q \right|^{s}. \]

By using the same method as (4.3), we have

\[
[w_1]_{p,q} [2]_{q^{w_2}} \sum_{j=0}^{w_2-1} (-1)^j \zeta^{w_1j} L_{p^{v_2},q^{w_2},\zeta^{w_2}} \left( s, w_1 x + \frac{w_1}{w_2} j \right) \tag{4.4}
\]

\[
= [w_1]_{p,q} [2]_{q^{w_2}} \sum_{m=0}^{w_2-1} \sum_{i=0}^{w_1-1} \sum_{j=0}^{w_2-1} (-1)^{j+i+m} \zeta^{w_2 w_1 m \zeta^{w_2} w_1 j} \left( w_1 w_2 (x + m) + w_1 i + w_2 j \right) \left| p,q \right|^{s}. \]

Therefore, by (4.3) and (4.4), we have the following theorem. □

**Corollary 11.** Let \(w_1 \in \mathbb{N}\) with \(w_1 \equiv 1 \pmod{2}\). For \(n \in \mathbb{Z}_+\), we obtain

\[
L_{p,q,\zeta} (s, w_1 x) = \frac{[2]_{q} [w_1]_{p,q}}{[2]_{q^{w_1}} [w_1]_{p,q}} \sum_{j=0}^{w_1-1} (-1)^j \zeta^j L_{p^{v_1},q^{w_1},\zeta^{w_1}} \left( s, x + \frac{j}{w_1} \right). \]
Let us take \( s = -n \) in Theorem 10. For \( n \in \mathbb{Z}_+ \), we obtain certain symmetry identities for twisted \((p, q)\)-Euler polynomials.

**Theorem 12.** Let \( w_1, w_2 \in \mathbb{N} \) with \( w_1 \equiv 1 \pmod{2} \), \( w_2 \equiv 1 \pmod{2} \). For \( n \in \mathbb{Z}_+ \), we obtain

\[
[w_1]_p q^{w_2} \sum_{j=0}^{w_2-1} (-1)^j \zeta^{w_2 j} E_{n,p^{w_1},q^{w_1},\zeta^{w_1}} \left( w_2 x + \frac{w_2}{w_1} j \right) = [w_2]_p q^{w_1} \sum_{j=0}^{w_1-1} (-1)^j \zeta^{w_1 j} E_{n,p^{w_2},q^{w_2},\zeta^{w_2}} \left( w_1 x + \frac{w_1}{w_2} j \right).
\]

Taking \( w_2 = 1 \) in Theorem 12, we obtain the following distribution relation.

**Corollary 13.** Let \( w_1 \in \mathbb{N} \) with \( w_1 \equiv 1 \pmod{2} \). For \( n \in \mathbb{Z}_+ \), we obtain

\[
E_{n,p,q,\zeta}(w_1 x) = \frac{[2]_q}{[2]_q^{w_1}} [w_1]_p q^{w_1} \sum_{j=0}^{w_1-1} (-1)^j \zeta^j E_{n,p^{w_1},q^{w_1},\zeta^{w_1}} \left( s, x + \frac{j}{w_1} \right).
\]

By (2.5), we have

\[
\sum_{j=0}^{w_1-1} (-1)^j \zeta^{w_2 j} E_{n,p^{w_1},q^{w_1},\zeta^{w_1}} \left( w_2 x + \frac{w_2}{w_1} j \right) = \sum_{j=0}^{w_2-1} (-1)^j \zeta^{w_2 j} \sum_{i=0}^{n} \binom{n}{i} q^{w_2(j(n-i))} p^{w_1 w_2 x i} E_{n-1,p^{w_1},q^{w_1},\zeta^{w_1}}(w_2 x) \left( \frac{w_2}{w_1} j \right)^i p^{w_1,q^{w_1}}.
\]

Hence we have the following theorem.

**Theorem 14.** Let \( w_1, w_2 \in \mathbb{N} \) with \( w_1 \equiv 1 \pmod{2} \), \( w_2 \equiv 1 \pmod{2} \). For \( n \in \mathbb{Z}_+ \), we obtain

\[
\sum_{j=0}^{w_1-1} (-1)^j \zeta^{w_2 j} E_{n,p^{w_1},q^{w_1},\zeta^{w_1}} \left( w_2 x + \frac{w_2}{w_1} j \right) = \sum_{i=0}^{n} \binom{n}{i} \left[ w_2 \right]_p q^{w_1} \left[ w_1 \right]_p \sum_{j=0}^{w_1-1} (-1)^j \zeta^{w_2 j} q^{w_2(n-i)} \left[ j \right]_p^{w_2,q^{w_2}}.
\]

For each integer \( n \geq 0 \), let \( A_{n,i,p,q,\zeta}(w) = \sum_{j=0}^{w_1-1} (-1)^j \zeta^j q^{i(n-j)} \left[ j \right]_p^{i,q^{w_1}} \). The sum \( A_{n,i,p,q,\zeta}(w) \) is called the alternating twisted \((p, q)\)-power sums.

By Theorem 14, we have

\[
[2]_q^{w_2} \left[ w_1 \right]_p q^{w_2} \sum_{j=0}^{w_1-1} (-1)^j \zeta^{w_2 j} E_{n,p^{w_1},q^{w_1},\zeta^{w_1}} \left( w_2 x + \frac{w_2}{w_1} j \right) = \sum_{i=0}^{n} \binom{n}{i} \left[ w_2 \right]_p q^{w_1} \left[ w_1 \right]_p \sum_{j=0}^{w_1-1} (-1)^j \zeta^{w_2 j} q^{w_2(n-i)} \left[ j \right]_p^{i,q^{w_2}}.
\]

By using the same method as in (4.5), we have

\[
[2]_q^{w_1} \left[ w_2 \right]_p q^{w_1} \sum_{j=0}^{w_2-1} (-1)^j \zeta^{w_1 j} E_{n,p^{w_2},q^{w_2},\zeta^{w_2}} \left( w_1 x + \frac{w_1}{w_2} j \right) = \sum_{i=0}^{n} \binom{n}{i} \left[ w_1 \right]_p q^{w_2} \left[ w_2 \right]_p q^{w_1} \sum_{j=0}^{w_1-1} (-1)^j \zeta^{w_1 j} q^{w_1(n-j)} \left[ j \right]_p^{i,q^{w_1}}.
\]
Therefore, by (4.5) and (4.6) and Theorem 12, we have the following theorem.

**Theorem 15.** Let \( w_1, w_2 \in \mathbb{N} \) with \( w_1 \equiv 1 \pmod{2} \), \( w_2 \equiv 1 \pmod{2} \). For \( n \in \mathbb{Z}_+ \), we obtain

\[
[2]_{q^{w_1}} \sum_{i=0}^{n} \binom{n}{i} [w_1]_{p,q}^i [w_2]_{p,q}^{n-i} p^{w_1 w_2 x i} E_{n-i, p^{w_2}, q^{w_2}, \zeta}^{(i)} (w_1 x) A_{n, i, p^{w_1}, q^{w_1}, \zeta}^{w_2} (w_2)
\]

\[
= [2]_{q^{w_2}} \sum_{i=0}^{n} \binom{n}{i} [w_2]_{p,q}^i [w_1]_{p,q}^{n-i} p^{w_1 w_2 x i} E_{n-i, p^{w_2}, q^{w_2}, \zeta}^{(i)} (w_2 x) A_{n, i, p^{w_1}, q^{w_1}, \zeta}^{w_2} (w_1).
\]

By Theorem 15, we obtain the interesting symmetric identity for the twisted \((h,p,q)\)-Euler numbers \( E_{n, p^{w_2}, q^{w_2}, \zeta}^{(i)} \) in complex field.

**Corollary 16.** Let \( w_1, w_2 \in \mathbb{N} \) with \( w_1 \equiv 1 \pmod{2} \), \( w_2 \equiv 1 \pmod{2} \). For \( n \in \mathbb{Z}_+ \), we obtain

\[
[2]_{q^{w_1}} \sum_{i=0}^{n} \binom{n}{i} [w_1]_{p,q}^i [w_2]_{p,q}^{n-i} p^{w_1 w_2 x i} A_{n, i, p^{w_1}, q^{w_1}, \zeta}^{w_2} (w_1 x) E_{n-i, p^{w_2}, q^{w_2}, \zeta}^{(i)}
\]

\[
= [2]_{q^{w_2}} \sum_{i=0}^{n} \binom{n}{i} [w_2]_{p,q}^i [w_1]_{p,q}^{n-i} p^{w_1 w_2 x i} A_{n, i, p^{w_1}, q^{w_1}, \zeta}^{w_2} (w_1) E_{n-i, p^{w_2}, q^{w_2}, \zeta}^{(i)}.
\]
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