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1 Introduction

A basic approach to the decomposition of a signal in terms of elementary signals was given by Dennis Gabor [7] in 1946. While answering some deep problems in non-harmonic Fourier series, Duffin and Schaeffer [5] in 1952 abstracted Gabor’s method and defined frames for Hilbert spaces. Frames are widely used in mathematics, science and engineering. In particular they are used in filter banks, wireless sensor networks, multiple-antenna code design, signal processing, image processing and many more. For a nice and comprehensive survey on various types of frames, one may refer to [1,2,4,8,10].

Coherent frames $\{f_k\}_{k \in I}$ are the frames for which the elements $f_k$ appear by action of some operators (belonging to a special class) on a single element $f$ in a Hilbert space. This feature is necessary for applications because it simplifies calculations and makes it simpler to collect information about the frame.

In this paper, we consider the case where the operators act by modulation. A necessary and sufficient condition for a system of modulates for $L^2(\mathbb{R})$ to be a frame sequence (Riesz sequence, orthonormal) is given. We also prove a result related to the frame operator of a frame sequence $\{E_k \phi\}_{k \in \mathbb{Z}}$. Finally, it is proved that for $n \geq 1$, the system of modulates $\{E_k B_n\}_{k \in \mathbb{Z}}$ is a Riesz Fischer sequence.
2 Preliminaries

Definition 2.1. [4] Let $\mathbb{H}$ denote a Hilbert space, $I$ denotes a countable index set and $\{f_i\}_{i \in I}$ denotes the closed linear span of the sequence $\{f_i\}_{i \in I}$. A family of vectors $\{f_i\}_{i \in I}$ is called a frame for $\mathbb{H}$ if there exist constants $A$ and $B$ with $0 < A \leq B < \infty$ such that

\[
A\|f\|^2 \leq \sum_{i \in I} |\langle f, f_i \rangle|^2 \leq B\|f\|^2, \quad \text{for all } f \in \mathbb{H}.
\]

The positive constants $A$ and $B$ are called lower frame bound and upper frame bound for the family $\{f_i\}_{i \in I}$, respectively. The inequality (1) is called the frame inequality. If in (1) only the upper inequality holds, then $\{f_i\}_{i \in I}$ is called a Bessel sequence.

If the family of vectors $\{f_i\}_{i \in I}$ is a frame for $\{f_i\}_{i \in I}$, then it is called a frame sequence.

Definition 2.2. [4] A family of vectors $\{f_i\}_{i \in I}$ is called a Riesz basis for $\mathbb{H}$ if it is complete in $\mathbb{H}$ and if there exist constants $A$ and $B$ with $0 < A \leq B < \infty$ such that

\[
A \sum_{i \in I} |c_i|^2 \leq \sum_{i \in I} |c_i f_i|^2 \leq B \sum_{i \in I} |c_i|^2.
\]

If the family of vectors $\{f_i\}_{i \in I}$ satisfies (2), then it is called a Riesz sequence and if it satisfies the left hand inequality of (2), then it is called a Riesz-Fischer sequence.

For $a \in \mathbb{R}$ and $\phi \in L^2(\mathbb{R})$, the modulation operator $E_a$ on $L^2(\mathbb{R})$ is defined as $E_a \phi(x) = e^{2\pi i a x} \phi(x)$, $x \in \mathbb{R}$ and the dilation operator $D_a$, $a \neq 0$ on $L^2(\mathbb{R})$ is defined as $D_a \phi(x) = \frac{1}{|a|} \phi\left(\frac{x}{a}\right)$, $x \in \mathbb{R}$.

Definition 2.3. Let $\phi \in L^2(\mathbb{R})$. The sequence $\{E_k \phi\}_{k \in \mathbb{Z}}$ is called a system of modulates for $L^2(\mathbb{R})$. Further,

(I) If $\{E_k \phi\}_{k \in \mathbb{Z}}$ is a frame for $L^2(\mathbb{R})$, then it is called a frame of modulates.

(II) If $\{E_k \phi\}_{k \in \math{Z}}$ is a Bessel sequence for $L^2(\mathbb{R})$, then it is called a Bessel sequence of modulates.

For a system of modulates $\{E_k \phi\}_{k \in \mathbb{Z}}$, the associated pre-frame operator is $T : l^2(\mathbb{Z}) \rightarrow L^2(\mathbb{R})$, given by $T \{\alpha_k\}_{k \in \mathbb{Z}} = \sum_{k \in \mathbb{Z}} \alpha_k E_k \phi$. The adjoint operator of $T$ or the analysis operator $T^* : L^2(\mathbb{R}) \rightarrow l^2(\mathbb{Z})$, is given by $T^* \{f\} = \{\langle f, E_k \phi \rangle\}_{k \in \mathbb{Z}}$, $f \in L^2(\mathbb{R})$.

If the system of modulates $\{E_k \phi\}_{k \in \mathbb{Z}}$ is a Bessel sequence, then by composing $T$ and $T^*$, we obtain the frame operator $S : L^2(\mathbb{R}) \rightarrow L^2(\mathbb{R})$ defined as $Sf = \sum_{k \in \mathbb{Z}} \langle f, E_k \phi \rangle E_k \phi$, $f \in L^2(\mathbb{R})$.

If the system of modulates $\{E_k \phi\}_{k \in \mathbb{Z}}$ is a frame, then the frame operator $S$ is invertible.
Definition 2.4. For $n \in \mathbb{N}$, the B-splines $B_n$ are defined inductively as $B_1 = \chi_{[-\frac{1}{2}, \frac{1}{2}]}$ and $B_{n+1} = B_n * B_1$, that is $B_{n+1}(x) = \int_{-\frac{n}{2}}^{rac{n}{2}} B_n(x-t)dt$.

3 Main Results

We give necessary and sufficient condition for the system of modulates $\{E_k \phi\}_{k \in \mathbb{Z}}$, $\phi \in L^2(\mathbb{R})$, to be a frame sequence, Riesz sequence or an orthonormal sequence in terms of a function $\Phi$ associated with $\phi$.

Theorem 3.1. For $\phi \in L^2(\mathbb{R})$ consider the function $\Phi$ on $\mathbb{R}$ defined as $\Phi(x) = \sum_{k \in \mathbb{Z}} |\phi(x + k)|^2$. Consider the set $N = \{x \in [0, 1], \Phi(x) = 0\}$. Then for $A, B > 0$, the following characterizations hold:

1. $\{E_k \phi\}_{k \in \mathbb{Z}}$ is a frame sequence with bounds $A$ and $B$ if and only if $A \leq \Phi(x) \leq B$, a.e $x \in [0, 1] - N$.
2. $\{E_k \phi\}_{k \in \mathbb{Z}}$ is a Riesz sequence with bounds $A$ and $B$ if and only if $A \leq \Phi(x) \leq B$, a.e $x \in [0, 1]$.
3. $\{E_k \phi\}_{k \in \mathbb{Z}}$ is an orthonormal sequence if and only if $\Phi(x) = 1$, a.e $x \in [0, 1]$.

Proof. (1) Let $\{c_k\}_{k \in \mathbb{Z}} \in l^2(\mathbb{Z})$ and $\{E_k \phi\}_{k \in \mathbb{Z}}$ be a Bessel sequence with the pre-frame operator $T$. Using Theorem 3.2 in [9], we have

\[ \|T\{c_k\}_{k \in \mathbb{Z}}\|^2 = \int_0^1 |\sum_{k \in \mathbb{Z}} c_k e^{2\pi i k x}|^2 \Phi(x) dx. \]

Let the Kernal of $T$ be denoted as Ker$(T)$. Then using Equation (3)

Ker$(T) = \left\{ \{c_k\}_{k \in \mathbb{Z}} \in l^2(\mathbb{Z}), \sum_{k \in \mathbb{Z}} c_k e^{2\pi i k x} = 0, \text{for all } x \in [0, 1] - N. \right\}$

Let $\{c_k\}_{k \in \mathbb{Z}} \in \text{Ker}(T)$. Then $\{\{c_k\}_{k \in \mathbb{Z}}, \{d_k\}_{k \in \mathbb{Z}}\} = 0$, for all $\{d_k\}_{k \in \mathbb{Z}} \in \text{Ker}(T)$.

As $\{E_k \phi\}_{k \in \mathbb{Z}}$ is an orthonormal basis for $L^2(0, 1)$, $\{c_k\}_{k \in \mathbb{Z}} \in \text{Ker}(T)^\perp$ if and only if

\[ \int_0^1 \sum_{k \in \mathbb{Z}} c_k e^{2\pi i k x} \sum_{k \in \mathbb{Z}} d_k e^{2\pi i k x} dx = 0. \]

Hence,

\[ \text{Ker}(T)^\perp = \left\{ \{c_k\}_{k \in \mathbb{Z}} \in l^2(\mathbb{Z}), \sum_{k \in \mathbb{Z}} c_k e^{2\pi i k x} = 0, \text{for all } x \in N. \right\} \]

Using the definition of Ker$(T)^\perp$, for all $\{c_k\}_{k \in \mathbb{Z}} \in \text{Ker}(T)^\perp$, we have

\[ \sum_{k \in \mathbb{Z}} |c_k|^2 = A \int_{[0,1]-N} \left| \sum_{k \in \mathbb{Z}} c_k e^{2\pi i k x} \right|^2 dx \]
Now using equation (3) and (4) and Lemma 5.4.5 in [4], \( \{E_k \phi \}_{k \in \mathbb{Z}} \) is a frame sequence with lower bound \( A \) if and only if
\[
A \int_{[0,1] - N} \left| \sum_{k \in \mathbb{Z}} c_k e^{2\pi ikx} \right|^2 dx \leq \int_{[0,1] - N} \left| \sum_{k \in \mathbb{Z}} c_k e^{2\pi ikx} \right|^2 \phi(x) dx.
\]
which is equivalent to
\[
A \leq \Phi(x) \text{ a.e } x \in [0,1] - N.
\]

Also, \( \{E_k \phi \}_{k \in \mathbb{Z}} \) is a frame sequence with upper bound \( B \) if and only if
\[
B \int_{[0,1] - N} \left| \sum_{k \in \mathbb{Z}} c_k e^{2\pi ikx} \right|^2 dx \geq \int_{[0,1] - N} \left| \sum_{k \in \mathbb{Z}} c_k e^{2\pi ikx} \right|^2 \phi(x) dx.
\]
which is equivalent to
\[
B \geq \Phi(x) \text{ a.e } x \in [0,1] - N.
\]

Hence, we obtain
\[
A \leq \Phi(x) \leq B \text{ a.e } x \in [0,1] - N.
\]

(2) Let \( \{c_k\}_{k \in \mathbb{Z}} \in l^2(\mathbb{Z}) \). Then using Theorem 3.2 in [9], we have
\[
(5) \quad \|T\{c_k\}_{k \in \mathbb{Z}}\|^2 = \int_0^1 \left| \sum_{k \in \mathbb{Z}} c_k e^{2\pi ikx} \right|^2 \Phi(x) dx
\]
and
\[
(6) \quad \sum_{k \in \mathbb{Z}} |c_k|^2 = \int_0^1 \left| \sum_{k \in \mathbb{Z}} c_k e^{2\pi ikx} \right|^2 dx.
\]

Also, \( \{E_k \phi \}_{k \in \mathbb{Z}} \) is a Riesz sequence with bounds \( A \) and \( B \) if and only if
\[
(7) \quad A \sum_{k \in \mathbb{Z}} |c_k|^2 \leq \|T\{c_k\}_{k \in \mathbb{Z}}\|^2 \leq B \sum_{k \in \mathbb{Z}} |c_k|^2.
\]

Using (5) and (6) in (7) we get that \( \{E_k \phi \}_{k \in \mathbb{Z}} \) is a Riesz sequence with bounds \( A \) and \( B \) if and only if
\[
A \int_0^1 \left| \sum_{k \in \mathbb{Z}} c_k e^{2\pi ikx} \right|^2 dx \leq \int_0^1 \left| \sum_{k \in \mathbb{Z}} c_k e^{2\pi ikx} \right|^2 \phi(x) dx \leq B \int_0^1 \left| \sum_{k \in \mathbb{Z}} c_k e^{2\pi ikx} \right|^2 dx.
\]
which implies that
\[
A \leq \Phi(x) \leq B, \text{ a.e } x \in [0,1].
\]

(3) Let \( \{c_k\}_{k \in \mathbb{Z}} \in l^2(\mathbb{Z}) \). We know that \( \{E_k \phi \}_{k \in \mathbb{Z}} \) is an orthonormal sequence if and only if
\[
(8) \quad \sum_{k \in \mathbb{Z}} |c_k|^2 \leq \|T\{c_k\}_{k \in \mathbb{Z}}\|^2 \leq \sum_{k \in \mathbb{Z}} |c_k|^2.
\]

Thus, \( \{E_k \phi \}_{k \in \mathbb{Z}} \) is an orthonormal sequence with bounds \( A \) and \( B \) if and only if
\[
\int_0^1 \left| \sum_{k \in \mathbb{Z}} c_k e^{2\pi ikx} \right|^2 dx \leq \int_0^1 \left| \sum_{k \in \mathbb{Z}} c_k e^{2\pi ikx} \right|^2 \phi(x) dx \leq \int_0^1 \left| \sum_{k \in \mathbb{Z}} c_k e^{2\pi ikx} \right|^2 dx.
\]
This proves (3). \( \square \)
From general frame theory we know that if for $\phi \in L^2(\mathbb{R})$, \{\$E_k\phi\}_{k \in \mathbb{Z}}$ is a frame sequence. Then, for all $f \in [E_k\phi]_{k \in \mathbb{Z}}$, we have
\[ f = \sum_{k \in \mathbb{Z}} \langle f, S^{-1}E_k\phi \rangle E_k\phi. \]

In order to apply the above frame decomposition, we should be able to calculate $S^{-1}E_k\phi$ for all $k \in \mathbb{Z}$. The following theorem helps to simplify this process by proving that instead of calculating $S^{-1}E_k\phi$ for all $k \in \mathbb{Z}$, it is sufficient to calculate $S^{-1}\phi$.

**Theorem 3.2.** For $\phi \in L^2(\mathbb{R})$ assume that \{\$E_k\phi\}_{k \in \mathbb{Z}}$ is a frame sequence. Then, for all $f \in [E_k\phi]_{k \in \mathbb{Z}}$,
\[
(1) \quad SE_kf = E_kSf, \quad \text{for all } k \in \mathbb{Z},
\]
\[
(2) \quad S^{-1}E_kf = E_kS^{-1}f, \quad \text{for all } k \in \mathbb{Z}.
\]

where $S$ denotes the frame operator for $[E_k\phi]_{k \in \mathbb{Z}}$.

**Proof.** (1) Given $f \in [E_k\phi]_{k \in \mathbb{Z}}$ and $k \in \mathbb{Z}$, we have
\[
SE_kf = \sum_{k' \in \mathbb{Z}} \langle f, E_{k'}\phi \rangle E_{k'}\phi.
\]
\[
= \sum_{k' \in \mathbb{Z}} \langle f, E_{k'-k}\phi \rangle E_{k'}\phi.
\]
letting $k' \to k' + k$, we finally obtain
\[
SE_kf = E_k \sum_{k' \in \mathbb{Z}} \langle f, E_{k'}\phi \rangle E_{k'}\phi
\]
\[
= E_k Sf.
\]

(2) Since \{\$E_k\phi\}_{k \in \mathbb{Z}}$ is a frame sequence, it is a frame for $[E_k\phi]_{k \in \mathbb{Z}}$. Therefore, the operator $S$ is invertible. Therefore, the proof of (2) follows from (1). \hfill \Box

## 4 Applications

We now prove that the B-spline $B_1$ is a Riesz sequence with Riesz bound 1.

**Theorem 4.1.** For $B_1 = \chi_{[-\frac{1}{2}, \frac{1}{2}]}$, $\{E_kB_1\}_{k \in \mathbb{Z}}$ is a Riesz sequence with Riesz bound 1.

**Proof.** Note that for $k \in \mathbb{Z}$, $\|E_kB_1\|^2 = \frac{1}{2} |e^{2\pi ikx}|^2 dx$. For $k \neq j$, $\langle E_kB_1, E_jB_1 \rangle = \frac{1}{2} e^{2\pi i(k-j)x} dx$.

Thus, $\{E_kB_1\}_{k \in \mathbb{Z}}$ is an orthonormal sequence and therefore in view of Theorem 3.1, the result follows. \hfill \Box

As an important outcome of Theorem 3.1, we now prove that the integer modulates of any B-spline form a Riesz-Fischer sequence.
Theorem 4.2. For \( n \geq 1 \), \( \{E_kB_n\}_{k \in \mathbb{Z}} \) is a Riesz Fischer sequence with lower bound 1.

Proof. By Theorem 3.1, for \( n \geq 1 \), \( \{E_kB_n\}_{k \in \mathbb{Z}} \) is a Riesz Fischer sequence with lower bound 1 if and only if

\[
1 \leq \Phi(x), \quad x \in [0,1], \quad \text{where} \quad \Phi(x) = \sum_{k \in \mathbb{Z}} |B_n(x+k)|^2.
\]

By corollary 6.2.1 in [4], we have

\[
\sum_{k \in \mathbb{Z}} B_n(x+k) = 1, \quad \text{for all} \quad x \in \mathbb{R}.
\]

Now,

\[
(9) \quad 1 = \sum_{k \in \mathbb{Z}} B_n(x+k)^2 \leq \sum_{k \in \mathbb{Z}} |B_n(x+k)|^2, \quad \text{for all} \quad x \in \mathbb{R}.
\]

Since \( \{E_kB_1\}_{k \in \mathbb{Z}} \) is a Riesz sequence with Riesz bound 1, by Theorem 3.1 we have

\[
(10) \quad \sum_{k \in \mathbb{Z}} |B_1(x+k)|^2 = 1, \quad \text{a.e} \quad x \in [0,1].
\]

Using (9) and (10), we have

\[
1 \leq \sum_{k \in \mathbb{Z}} |B_n(x+k)|^2, \quad \text{a.e} \quad x \in [0,1].
\]

Thus, for \( n \geq 1 \), \( \{E_kB_n\}_{k \in \mathbb{Z}} \) is a Riesz Fischer sequence with lower bound 1. \( \square \)
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ABSTRACT

The $\mathcal{D}$ transform is proclaimed as a new integral transform which states an equivalence between analogue and discrete systems [16]. In this article, we establish a convolution theorem of the $\mathcal{D}$ transform and give its definition in the space of generalized functions. The definition of the $\mathcal{D}$ transform of a distribution is a one to one and linear mapping. Over and above, we establish that the $\mathcal{D}$ transform of a Boehmian is a distribution and retain its classical properties.
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1 INTRODUCTION

The sampling techniques are based on the transformation $x_\alpha \rightarrow x$, where $x_\alpha$ is an analogue function and $x$ is the sequence

$$x(n) = x_\alpha(nT),$$

$T$ being a sampling period.

Let $x_\alpha$ be an analogue signal which is casual; i.e. $t < 0 \Rightarrow x_\alpha(t) = 0$. Then the $\mathcal{D}$ transform of $x_\alpha$ is defined by [16]

$$\mathcal{D}(x_\alpha)(m) := \int_0^\infty x_\alpha(t) e^{-\frac{t}{T}} \frac{(T^m)}{m!} dt, m \in \mathbb{N}. \quad (2)$$

Given an analogue system which is characterized by an impulse response $h_\alpha$ then a discrete system is described by an impulse response $\mathcal{D}(h_\alpha)$ whose input signal is $\mathcal{D}(x_\alpha)$, where $x_\alpha$ is an input signal of the analogue system with output $\mathcal{D}(y_\alpha)$ given by

$$\mathcal{D}(x_\alpha * y_\alpha) = \mathcal{D}(x_\alpha) * \mathcal{D}(x_\alpha), \quad (3)$$

where

$$x_\alpha * y_\alpha(t) = \int_0^t x_\alpha(\tau) y_\alpha(t - \tau) d\tau. \quad (4)$$
It also clear that the cited transform extends possibilities concerning linear difference and differential equations as well. For, we recall the following example from the given citation.

Example [16] Given a system which is described by the linear differential equation

\[
\left( \frac{L}{R} \right) \frac{dy_\alpha}{dt} + y_\alpha = x_\alpha,
\]

where \( L \) and \( R \) are given as in Figure 2 of [16]. Then an equivalent discrete system under the \( \mathcal{D} \) transform can be written as

\[
\left( \frac{L}{R} \right) \Delta_1 y + y = x
\]

where \( \Delta_1 y(n) = \frac{y(n) - y(n-1)}{T} \).

Hence, calculations then lead to the solution \( x_\alpha(t) = \delta(t) \), where \( \delta \) represents a Dirac delta distribution.

We enumerate certain properties of the \( \mathcal{D} \) transform summarized as follows:

1. **Linearity**: \( \mathcal{D}(\lambda x_\alpha + \mu y_\alpha) = \lambda \mathcal{D}(x_\alpha) + \mu \mathcal{D}(y_\alpha) \).
2. **Derivation**: \( \mathcal{D}\left( \frac{d^n x_\alpha}{dt^n} \right) = \Delta_n \mathcal{D}(x_\alpha) \), where \( \Delta_n = \Delta_1(\Delta_{n-1} x) \).
3. **Integration**: For \( f = \frac{dF}{dt} \) we have
   \[
   \mathcal{D}(F)(m) = T \sum_{k=0}^{m} \mathcal{D}(f(k)) t^k F(0).
   \]
4. **Sum and integral correspondence**: \( \int_{0}^{\infty} x_\alpha(t) dt = \sum_{k=0}^{m} \mathcal{D}(x_\alpha)(m) \).

2 CONVOLUTION THEOREM OF \( \mathcal{D} \) TRANSFORM

Denote by \( \bullet \) the usual convolution product but extended in its upper limit. That is,

\[
(f \bullet g)(t) = \int_{0}^{\infty} f(\tau) g(t-\tau) d\tau.
\]

Then we establish the following theorem.
Theorem 1 (Convolution Theorem) Let \( x_\alpha \) and \( y_\alpha \) be casual analogue signals. Then we have

\[
\mathcal{D} (x_\alpha \bullet y_\alpha) (m) = \sum_{k=0}^{m} \mathcal{D} (x_\alpha) (k) \mathcal{D} (y_\alpha) (m - k). \tag{6}
\]

Proof Let \( x_\alpha \) and \( y_\alpha \) be arbitrary signals; then, by (5) and (1), we get that

\[
\mathcal{D} (x_\alpha \bullet y_\alpha) (m) = \int_{0}^{\infty} \left( \int_{0}^{\infty} x_\alpha (\tau) y_\alpha (t - \tau) d\tau \right) e^{-\frac{\tau^m}{m!}} d\tau.
\]

Fubini's theorem also gives

\[
\mathcal{D} (x_\alpha \bullet y_\alpha) (m) = \int_{0}^{\infty} x_\alpha (\tau) \int_{0}^{\infty} y_\alpha (t - \tau) e^{-\frac{(t - \tau)^m}{m!}} dt d\tau.
\]

The change of variables, \( \xi = t - \tau \), implies that

\[
\mathcal{D} (x_\alpha \bullet y_\alpha) (m) = \int_{0}^{\infty} x_\alpha (\tau) \int_{0}^{\infty} y_\alpha (\xi) e^{-\frac{(\xi + \tau)^m}{m!}} d\xi d\tau.
\]

Hence, the binomial theorem, \((\alpha + \beta)^m = \sum_{k=0}^{m} \binom{m}{k} \alpha^{m-k} \beta^k\), suggests

\[
\mathcal{D} (x_\alpha \bullet y_\alpha) (m) = \sum_{k=0}^{m} \binom{m}{k} \alpha^{m-k} \beta^k \left( \int_{0}^{\infty} x_\alpha (\tau) e^{-\frac{\tau^k}{k!}} d\tau \right) \left( \int_{0}^{\infty} y_\alpha (\xi) e^{-\frac{(\xi + \tau)^m}{m!(m-k)!}} d\xi \right). \tag{7}
\]

Using the formula \( \binom{m}{k} = \frac{m!}{(m-k)!k!} \), Equation (7) can be simplified to mean

\[
\mathcal{D} (x_\alpha \bullet y_\alpha) (m) = \sum_{k=0}^{m} \mathcal{D} (x_\alpha) (k) \mathcal{D} (y_\alpha) (m - k)
\]

This completes the proof of the theorem.

3 GENERALIZED \( \mathcal{D} \) TRANSFORM

In this section we discuss the \( \mathcal{D} \) transform on a distribution space [3,10,13] of compact support and a quotient space of Boehmians [7]. To this end, reader is supposed to be acquainted with the concept of distribution spaces [17]. The minimal structure of Boehmians has been given in Section 3.2. of this note.
3.1 DISTRIBUTIONAL $\mathcal{D}$ TRANSFORM

Denote by $E(R^+)$ the space of smooth functions over $R^+$ equipped with its usual topology $[13,10]$ then for real values $t, t > 0$, we certainly get that

$$e^\frac{-t}{T} \left( \frac{t}{T} \right)^m \in E(R^+),$$

$T$ being the sampling period.

By (8), we define the distributional $\mathcal{D}$ transform of a distribution in $E'(R^+)$, the space of distributions of compact support, as

$$\mathcal{D}(x_{\alpha}) (m) = \left< x_{\alpha}(t), e^\frac{-t}{T} \left( \frac{t}{T} \right)^m \right>.$$  \hspace{1cm} (9)

Reader can simply establish some properties of $\mathcal{D}$ transform which are listed in the following remark.

Remark 1  Let $x_{\alpha} \in E'(R^+)$ be given; then the following are satisfied in the distributional sense:

(1) $\mathcal{D}$ is linear.

(2) $\mathcal{D}$ is one to one.

Proof is straightforward.

Moreover, the generalized convolution of (5) can also be described by the inner product

$$\langle (x_{\alpha} \ast y_{\alpha})(t), \varphi(t) \rangle = \langle x_{\alpha}(t), \langle y_{\alpha}(\tau), \varphi(t+\tau) \rangle \rangle,$$

where $\varphi(\tau) \in E(R^+)$ is arbitrary. Hence, the distributional $\mathcal{D}$ transform therefore acts on the convolution $\ast$ by the equation

$$\mathcal{D}(x_{\alpha} \ast y_{\alpha})(m) = \sum_{k=0}^{m} \mathcal{D}(x_{\alpha})(k) \mathcal{D}(y_{\alpha})(m-k).$$ \hspace{1cm} (10)

3.2 GENERAL BOEHMIAN

The space of Boehmians as the youngest space of generalized functions consists of the following elements: A linear space $Y$ and a subspace $X$ of $Y$. To all pairs $(f, \phi), (g, \psi)$, $f, g \in Y, \phi, \psi \in X$, is assigned the products $f \ast \phi, g \ast \psi$ such that the following holds:

(1) $\phi \ast \psi \in X$ and $\phi \ast \psi = \psi \ast \phi$.

(2) $(f \ast \phi) \ast \psi = f \ast (\phi \ast \psi)$.

(3) $(f + g) \ast \phi = f \ast \phi + g \ast \phi$.

(4) $k(f \ast \phi) = (kf) \ast \phi = f \ast (k\phi), k \in \mathbb{R}$.

Let $\Delta$ be the collection of sequences from $X$ satisfying:

(5) If $(\epsilon_n) \in \Delta$ and $f \ast \epsilon_n = g \ast \epsilon_n, n = 1, 2, \ldots$, then $f = g$;
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(6) \((\epsilon_n), (\tau_n) \in \Delta \Rightarrow (\epsilon_n * \tau_n) \in \Delta\):

Then elements of \(\Delta\) are called delta sequences or approximating identities.

Let \(A\) be the class of pairs of sequences defined by

\[ A = \\{(f_n), (\epsilon_n) : (f_n) \subseteq Y^N, (\epsilon_n) \in \Delta\}, \]

\(\forall n \in \mathbb{N}\).

Then the pair \(((f_n), (\epsilon_n)) \in A\) is said to be quotient of sequences, \(f_n = \epsilon_n\), when

\[ f_n * \epsilon_m = f_m * \epsilon_n, \forall n, m \in \mathbb{N}. \]

Quotients of sequences \(\frac{f_n}{\epsilon_n}\) and \(\frac{g_n}{\tau_n}\) are equivalent, \(\frac{f_n}{\epsilon_n} \sim \frac{g_n}{\tau_n}\), if

\[ f_n * \epsilon_m = g_m * \tau_n, \forall n, m \in \mathbb{N}. \]

The operation \(\sim\) is an equivalent relation on \(A\) and hence, splits \(A\) into equivalence classes.

The equivalence class containing \(\frac{f_n}{\epsilon_n}\) is denoted by \(\left[ \frac{f_n}{\epsilon_n} \right]\). These equivalence classes are called Boehmians and the space of all Boehmians is denoted by \(B(Y, X, \Delta, *)\).

The sum and multiplication by a scalar of two Boehmians are naturally defined in the respective ways:

\[ \left[ \frac{f_n}{\epsilon_n} \right] + \left[ \frac{g_n}{\tau_n} \right] = \left[ \frac{f_n * \tau_n + g_n * \epsilon_n}{\epsilon_n * \tau_n} \right] \]

and

\[ \kappa \left[ \frac{f_n}{\epsilon_n} \right] = \left[ \frac{\kappa f_n}{\epsilon_n} \right], \kappa \text{ being complex number.} \]

The operations \(*\) and \(D^k\), the \(k\)-th derivative, are defined by \(\left[ \frac{f_n}{\epsilon_n} \right] * \left[ \frac{g_n}{\tau_n} \right] = \left[ \frac{f_n * g_n}{\epsilon_n * \tau_n} \right]\)

and \(D^k \left[ \frac{f_n}{\epsilon_n} \right] = \left[ \frac{D^k f_n}{\epsilon_n} \right]\).

Many a time, \(Y\) is equipped with a notion of convergence. The intrinsic relationship between the notion of convergence and the product \(*\) are given by:

(1) If \(f_n \rightarrow f\) as \(n \rightarrow \infty\) in \(Y\) and, \(\phi \in X\) is any fixed element, then

\[ f_n * \phi \rightarrow f * \phi \text{ in } Y \text{ as } n \rightarrow \infty. \]

(2) If \(f_n \rightarrow f\) as \(n \rightarrow \infty\) in \(Y\) and \((\epsilon_n) \in \Delta\), then \(f_n * \epsilon_n \rightarrow f\) in \(Y\) as \(n \rightarrow \infty\).

The operation \(*\) is extended to \(B(Y, X, \Delta, *) \times X\) by the following definition.

More details of the construction of Boehmians are given in \([1, 2, 4, 5, 6, 7, 8, 9, 11, 12, 14, 15]\).
3.3 $\mathcal{D}$ TRANSFORM OF A BOEHMIAN

Denote by $\mathbb{U}$ the space of test functions of bounded support and $\mathbb{U}'$ its conjugate space of distributions defined on $\mathbb{R}^+$. By $\Delta$ we mean the subset of $\mathbb{U}$ of all sequences of analogue signals $(\theta_{ai})_0^\infty$ in $\mathbb{U}$ such that:

(i) $\int_0^\infty \theta_{ai} (t) \, dt = 1$;

(ii) $\theta_{ai} (t) > 0, \forall i \in \mathbb{N}$;

(iii) $\text{supp} \theta_{ai} (t) \to 0$ as $i \to \infty$.

Then each sequence of such signals is called delta sequences which correspond to dirac delta function.

In the next, let us be concerned with the Boehmian space $\mathcal{B} (\mathbb{E}, \mathbb{U}, \Delta, \bullet)$ where $\mathbb{E}$ is the group, $\mathbb{U}$ is the subgroup of $\mathbb{E}$ and, $\bullet$ is the operation, then, with $\Delta$, a typical element of $\mathcal{B} (\mathbb{E}, \mathbb{U}, \Delta, \bullet)$ is written in the form

$$\beta := \left[ \frac{x_{ai}}{\theta_{ai}} \right] ,$$

where $x_{ai}$ is an analogue sequence from $\mathbb{E} (\mathbb{R}^+)$ and $\theta_{ai} \in \Delta$.

Sum, derivation, multiplication by scalars and the operation $\bullet$ between Boehmiants in $\mathcal{B} (\mathbb{E}, \mathbb{U}, \Delta, \bullet)$ are respectively defined in the natural way as :

$$\left[ \frac{x_{ai}}{\theta_{ai}} \right] + \left[ \frac{y_{ai}}{\beta_{ai}} \right] = \left[ \frac{x_{ai} \bullet \beta_{ai} + y_{ai} \bullet \theta_{ai}}{\theta_{ai} \bullet \beta_{ai}} \right] ,$$

$$\frac{d^k}{dx^k} \left[ \frac{x_{ai}}{\theta_{ai}} \right] = \left[ \frac{d^k}{dx^k} \frac{x_{ai}}{\theta_{ai}} \right] ,$$

$$\kappa \left[ \frac{x_{ai}}{\theta_{ai}} \right] = \left[ \frac{\kappa x_{ai}}{\theta_{ai}} \right] , \kappa \text{ being complex number},$$

and

$$\left[ \frac{x_{ai}}{\theta_{ai}} \right] \bullet \left[ \frac{y_{ai}}{\beta_{ai}} \right] = \left[ \frac{x_{ai} \bullet y_{ai}}{\theta_{ai} \bullet \beta_{ai}} \right] .$$

Theorem 2 Let $(x_{ai}) \in \mathbb{E}$, $(\theta_{ai}) \in \Delta$ be a pair of analogue sequences be given such that $\beta = \left[ \frac{x_{ai}}{\theta_{ai}} \right] \in \mathcal{B} (\mathbb{E}, \mathbb{U}, \Delta, \bullet)$. Then $\mathcal{D} x_{ai}$ converges uniformly in $\mathbb{U}' (\mathbb{R}^+)$.

Proof Let $\varphi \in \mathbb{U} (\mathbb{R}^+)$ be arbitrary. Choose $(\theta_{ak}) \in \Delta$ such that $(\theta_{ak}) (m - k) > 0$ on the support of $\varphi, 1 \leq k \leq m$. Then the fact that $\frac{x_{ai}}{\theta_{ai}}$ represents a quotient means

$$x_{ai} \bullet \theta_{aj} = x_{aj} \bullet \theta_{ai}, i, j \in \mathbb{N} . \quad (11)$$

Applying $\mathcal{D}$ transform to (11) yields

$$\sum_{k=0}^m \mathcal{D} x_{ai} (k) \mathcal{D} \theta_{aj} (m - k) = \sum_{k=0}^m \mathcal{D} x_{aj} (k) \mathcal{D} \theta_{ai} (m - k) . \quad (12)$$
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from which we get

$$\mathcal{D}x_{ai} (k) \mathcal{D}θ_{aj} (m - k) = \mathcal{D}x_{aj} (k) \mathcal{D}θ_{ai} (m - k).$$

(13)

Therefore,

$$\mathcal{D}x_{ai} (k) (\varphi) = \mathcal{D}x_{ai} (k) \left( \frac{\mathcal{D}θ_{ak0} (m - k)}{\mathcal{D}θ_{ak0} (m - k)} \varphi \right) = \mathcal{D}x_{ai} \mathcal{D}θ_{ak0} (m - k) \left( \frac{\varphi}{\mathcal{D}θ_{ak0} (m - k)} \right).$$

By (13) we write

$$\mathcal{D}x_{ai} (k) (\varphi) = \mathcal{D}x_{ak0} (k) \mathcal{D}θ_{ai} (m - k) \left( \frac{\varphi}{\mathcal{D}θ_{ak0} (m - k)} \right) = \mathcal{D}x_{ak0} \left( \frac{\mathcal{D}θ_{ai} (m - k)}{\mathcal{D}θ_{ak0} (m - k)} \right).$$

(14)

But the fact that

$$\mathcal{D}θ_{ai} (m - k) \to e^{-i} \left( \frac{i}{T} \right)^k,$$

(15)
as \(i \to \infty\), when inserted in (14), yields

$$\mathcal{D}x_{ai} (k) (\varphi) \to \Phi as i \to \infty$$

where \(\Phi := e^{-i} \left( \frac{i}{T} \right)^k \frac{\varphi}{\mathcal{D}θ_{ak0} (m - k)}\).

Once again, the fact that \(\Phi\) is of course smooth function with a property that

$$\text{supp} \ \Phi \subseteq \text{supp} \ \varphi$$

implies that \(\mathcal{D}x_{ai} (k)\) defines a distribution in \(U' (\mathbb{R}^+)\).

This completes the proof of the theorem.

**Theorem 3** Let \(\left[ \frac{x_{ai}}{θ_{ai}} \right] = \left[ \frac{y_{ai}}{β_{ai}} \right] \in \mathcal{B} (E, U, Δ, \bullet)\); then \(\mathcal{D}x_{ai} (k)\) and \(\mathcal{D}y_{ai} (k)\) converge to the same limit in \(U' (\mathbb{R}^+)\).

**Proof** Let \(\left[ \frac{x_{ai}}{θ_{ai}} \right] = \left[ \frac{y_{ai}}{β_{ai}} \right] \in \mathcal{B} (E, U, Δ, \bullet)\); then defining a set \(A_{ai}\) and \(B_{ai}\) by

\[(A_{ai})_i = \begin{cases} x_{a_i^+} \cdot β_{a_i^+}, & \text{if } i \text{ odd} \\ y_{a_i^+} \cdot θ_{a_i^+}, & \text{if } i \text{ even} \end{cases}\]

and

\[(B_{ai})_i = \begin{cases} θ_{a_i^+} \cdot β_{a_i^+}, & \text{if } i \text{ odd} \\ θ_{a_i^+} \cdot β_{a_i^+}, & \text{if } i \text{ even} \end{cases}\]

implies \(\left[ \frac{A_{ai}}{B_{ai}} \right] = \left[ \frac{x_{ai}}{θ_{ai}} \right] = \left[ \frac{y_{ai}}{β_{ai}} \right]\).
Therefore $\mathcal{D}A_{\alpha i}$ converges in $U^\prime (R^+)$ and

$$\lim_{i \to \infty} \mathcal{D}A_{\alpha (2i-1)} (\varphi) = \lim_{i \to \infty} \mathcal{D}x_{\alpha i} (\varphi).$$

Thus, $\mathcal{D}A_{\alpha i}$ and $\mathcal{D}x_{\alpha i}$ converge to same limit.

Similarly we proceed for $\mathcal{D}A_{\alpha i}$ and $\mathcal{D}y_{\alpha i}$.

Hence the proof is completed.

Now, by virtue of above, we introduce the $\mathcal{D}$ transform of the equivalence class $\left[ \frac{x_{\alpha i}}{\theta_{\alpha i}} \right] \in B(E, U, \Delta, \bullet)$ as

$$\mathcal{D} \left[ \frac{x_{\alpha i}}{\theta_{\alpha i}} \right] = \lim_{i \to \infty} \mathcal{D}x_{\alpha i}$$

on compact subsets of $R^+$.

**Theorem 4** The transform $\overset{-}{\mathcal{D}} : B(E, U, \Delta, \bullet) \to U^\prime (R^+)$ is well defined.

**Proof** Considering the equation $\left[ \frac{x_{\alpha i}}{\theta_{\alpha i}} \right] = \left[ \frac{y_{\alpha i}}{\beta_{\alpha i}} \right]$ we get, by the concept of quotients, that

$$x_{\alpha i} \cdot \beta_{\alpha j} = y_{\alpha i} \cdot \theta_{\alpha i}. \quad (17)$$

Applying $\mathcal{D}$ transform to (17) then using the idea of (12) and (13) we get

$$\mathcal{D}x_{\alpha i} (k) \mathcal{D} \beta_{\alpha j} (m - k) = \mathcal{D}y_{\alpha j} (k) \mathcal{D} \theta_{\alpha i} (m - k).$$

In particular, for $i = j$, we get

$$\mathcal{D}x_{\alpha i} (k) \mathcal{D} \beta_{\alpha i} (m - k) = \mathcal{D}y_{\alpha i} (k) \mathcal{D} \beta_{\alpha i} (m - k). \quad (18)$$

Considering limits as $i \to \infty$, from (18), we find

$$\lim_{i \to \infty} \mathcal{D}x_{\alpha i} (k) = \lim_{i \to \infty} \mathcal{D}y_{\alpha i} (k).$$

Hence the theorem.

**Theorem 5** The transform $\overset{-}{\mathcal{D}} : B(E, U, \Delta, \bullet) \to U^\prime (R^+)$ is infinitely smooth.

**Proof** Let $\left[ \frac{x_{\alpha i}}{\theta_{\alpha i}} \right] \in B(E, U, \Delta, \bullet)$ and $K$ be an open bounded set of $R^+$ then, there is $j \in \mathbb{N}$ such that

$$\mathcal{D} \theta_{\alpha j} (m - k) > 0, \quad 1 \leq k \leq m, \text{ on } K.$$

Hence,

$$\mathcal{D} \left[ \frac{x_{\alpha i}}{\theta_{\alpha i}} \right] = \lim_{i \to \infty} \mathcal{D}x_{\alpha i} (k)$$

$$= \lim_{i \to \infty} \mathcal{D}x_{\alpha i} (k) \frac{\mathcal{D} \theta_{\alpha j} (m - k)}{\mathcal{D} \theta_{\alpha j} (m - k)}$$
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By (13) we get

\[
\mathcal{D} \left[ \frac{x_{\alpha i}}{\theta_{\alpha i}} \right] = \lim_{i \to \infty} \frac{\mathcal{D}x_{\alpha j}(k) \mathcal{D}\theta_{\alpha i}(m - k)}{\mathcal{D}\theta_{\alpha j}(m - k)} e^{-\frac{t}{T} \left( \frac{k}{T} \right)^k} \quad \text{on } K.
\]

Last step follows from (15).

Since \( \mathcal{D}x_{\alpha j} \) and \( \mathcal{D}x_{\alpha j} \) are in \( E(\mathbb{R}^+) \) our result follows.

This completes the proof of the theorem.

**Theorem 6** Let \((x_{\alpha i}), (\theta_{\alpha i}), (\beta_{\alpha i}) \in \Delta\) be given sequences of signals such that \( \frac{x_{\alpha i}}{\theta_{\alpha i}}, \frac{y_{\alpha i}}{\beta_{\alpha i}} \in B(E, U, \Delta, \bullet) \). Then

\[
\mathcal{D} \left( \left[ \frac{x_{\alpha i}}{\theta_{\alpha i}} \right] \cdot \left[ \frac{y_{\alpha i}}{\beta_{\alpha i}} \right] \right) = e^{-\frac{t}{T} \left( \frac{k}{T} \right)^k} \mathcal{D} \left[ \frac{x_{\alpha i}}{\theta_{\alpha i}} \right] \mathcal{D} \left[ \frac{y_{\alpha i}}{\beta_{\alpha i}} \right] .
\]

**Proof** of this theorem is a result of (15) and (16).

**Theorem 7** Let \( \left[ \frac{x_{\alpha i}}{\theta_{\alpha i}} \right] \) define a Boehmian in \( B(E, U, \Delta, \bullet) \) then

\[
\mathcal{D} \left[ \frac{x_{\alpha i}}{\theta_{\alpha i}} \right] (\mathcal{D}\theta_{\alpha j})(m - k) = e^{-\frac{t}{T} \left( \frac{k}{T} \right)^k} \mathcal{D}x_{\alpha j}(k), 1 \leq k \leq m.
\]

**Proof** Let \( \varphi \in U(\mathbb{R}^+) \) then (15) and (16) give

\[
\mathcal{D} \left[ \frac{x_{\alpha i}}{\theta_{\alpha i}} \right] (\mathcal{D}\theta_{\alpha j})(m - k)(\varphi) = \lim_{i \to \infty} \mathcal{D}x_{\alpha i}(k) (\mathcal{D}\theta_{\alpha i})(m - k)(\varphi)
\]

The equation in (13) then yields

\[
\mathcal{D} \left[ \frac{x_{\alpha i}}{\theta_{\alpha i}} \right] (\mathcal{D}\theta_{\alpha j})(m - k)(\varphi) = \lim_{i \to \infty} \mathcal{D}x_{\alpha j}(k) (\mathcal{D}\theta_{\alpha i})(m - k)(\varphi)
\]

\[
= e^{-\frac{t}{T} \left( \frac{k}{T} \right)^k} (\mathcal{D}x_{\alpha j}(k))(\varphi).
\]

Hence the theorem.

**Theorem 8** The transform \( \mathcal{D} : B(E, U, \Delta, \bullet) \to U'(\mathbb{R}^+) \) is continuous with respect to \( \delta \)-convergence.

**Proof** Let \( (\beta_i) \in B(E, U, \Delta, \bullet), \beta \in B(E, U, \Delta, \bullet) \) be such that \( \beta_i \to \beta \). There can exist \( (x_{\alpha i, k}), (x_{\alpha k}) \in E(\theta_{\alpha i}), (\theta_{\alpha i}) \in \Delta \), such that \( \beta_n = \left[ \frac{x_{\alpha i, k}}{\theta_{\alpha i}} \right], \beta = \left[ \frac{x_{\alpha k}}{\theta_{\alpha i}} \right] \) and \( x_{\alpha i, k} \to x_{\alpha k} \) for every \( k \in \mathbb{N} \) as \( i \to \infty \) in \( E \). Continuity of \( \mathcal{D} \) implies \( \mathcal{D}(x_{\alpha i, k}) \to \mathcal{D}(x_{\alpha k}) \) as \( i \to \infty \) in \( U'(\mathbb{R}^+) \).
Thus, \( D\beta_i \xrightarrow{\text{i}} D\beta \) as \( i \to \infty \).

This completes the proof of the theorem.

**Theorem 9** The transform \( D : B(E, U, \Delta, \bullet) \to U' (R^+) \) is linear.

**Proof** Let \( k_1, k_2 \in R \) then we get

\[
\begin{align*}
\tau D \left( k_1 \left[ \frac{x_{\alpha i}}{\theta_{\alpha i}} \right] + k_2 \left[ \frac{y_{\alpha i}}{\beta_{\alpha i}} \right] \right) &= \left[ \frac{k_1 x_{\alpha i}}{\theta_{\alpha i}} \right] + \left[ \frac{k_2 y_{\alpha i}}{\beta_{\alpha i}} \right]
\end{align*}
\]

That is

\[
\tau D \left( k_1 \left[ \frac{x_{\alpha i}}{\theta_{\alpha i}} \right] + k_2 \left[ \frac{y_{\alpha i}}{\beta_{\alpha i}} \right] \right) = k_1 \lim_{i \to \infty} Dx_{\alpha i} + k_2 \lim_{i \to \infty} Dy_{\alpha i}
\]

That is

\[
\tau D \left( k_1 \left[ \frac{x_{\alpha i}}{\theta_{\alpha i}} \right] + k_2 \left[ \frac{y_{\alpha i}}{\beta_{\alpha i}} \right] \right) = k_1 \tau D \left[ \frac{x_{\alpha i}}{\theta_{\alpha i}} \right] + k_2 \tau D \left[ \frac{y_{\alpha i}}{\beta_{\alpha i}} \right]
\]

This completes the proof of the theorem.

**Theorem 10** The transform \( \tau D : B(E, U, \Delta, \bullet) \to U' (R^+) \) is one - to - one.

**Proof** Let \( \left[ \frac{x_{\alpha i}}{\theta_{\alpha i}} \right] = \left[ \frac{y_{\alpha i}}{\beta_{\alpha i}} \right] \); then \( x_{\alpha i} \bullet \beta_{\alpha j} = y_{\alpha j} \bullet \theta_{\alpha i} \). Applying \( D \) transform then using (13) and considering limits for \( i = j \), imply \( \lim x_{\alpha i} = \lim y_{\alpha i} \) as \( i \to \infty \). Thus,

\[
\tau D \left[ \frac{x_{\alpha i}}{\theta_{\alpha i}} \right] = \tau D \left[ \frac{y_{\alpha i}}{\beta_{\alpha i}} \right].
\]

Hence the proof.

We state without proof the following theorems. Due simplicity of the proofs we prefer they be omitted.

**Theorem 11** \( \tau D \left( \left[ \frac{x_{\alpha i}}{\theta_{\alpha i}} \right] \bullet \beta_{\alpha i} (m - k) \right) = \tau D \left( \beta_{\alpha} \bullet \left[ \frac{x_{\alpha i}}{\theta_{\alpha i}} \right] \right) \), \((\beta_{\alpha})_{i} \in \Delta\).

**Theorem 12** If \( \tau D \left[ \frac{x_{\alpha i}}{\theta_{\alpha i}} \right] = 0 \), then \( \left[ \frac{x_{\alpha i}}{\theta_{\alpha i}} \right] = 0 \) in the sense of Boehmians of \( B(E, U, \Delta, \bullet) \).

**Theorem 13** If \( \rho_n \) is a sequence of Boehmians in \( B(E, U, \Delta, \bullet) \) such that \( \rho_n \xrightarrow{\Delta} \rho \) as \( n \to \infty \), then \( \tau D\rho_n \xrightarrow{\Delta} \tau D\rho \) as \( n \to \infty \) in \( U' (R^+) \) on compact subsets.
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ABSTRACT

The study of iterated contraction was initiated by Rheinboldt in 1969. The concept of iterated contraction proves to be very useful in the study of certain iterative process and has wide applicability. In this paper a brief introduction of iterated contraction maps is given and some fixed point results are discussed.

1. INTRODUCTION

In 1969, Rheinboldt [4] gave unified convergence theory for a class of iterative processes. He initiated the process of finding solution of the nonlinear operator equation $Fx = 0$ using metric fixed point theory. Rheinboldt developed a general convergence theory for iterative processes of the form $x_{k+1} = Gx_k, k = 0, 1, \ldots$; and founded on certain nonlinear estimates for the iteration function $G$ as well as on a so called concept of majorizing sequences, His new approach reduces the study of the iterative process to that of a second order nonlinear difference equation.
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The purpose of this paper is to establish yet another fixed point theorem for iterated contractions maps in different settings. Our results extends several results contained in [1], [2], [6] etc.

2. PRELIMINARIES

If $f$ is a contractive mapping, then under certain conditions the sequence $x_{n+1} = fx_n$ tends to the unique fixed-point of $f$. Ortega, J. M. and Rheinboldt, W. C. [3] proved this type results. The following definitions are useful to our discussion.

**Definition 2.1** If $f : X \to X$ is map such that $d(fx, ffx) \leq k d(x, fx)$ for all $x \in X$, $0 \leq k < 1$, then $f$ is said to be an iterated contraction map.

In case $d(fx, ffx) < d(x, fx)$, $x \neq fx$, then $f$ is an iterated contractive map. See for further results [3,4].

**Definition 2.2** A map $f : X \to X$, satisfying $d(fx, fy) \leq kd(x, y)$, $0 \leq k < 1$, for all $x, y \in X$, is called a contraction map.

A contraction map is continuous and is an iterated contraction.

For example, if $y = fx$, then $d(fx, ffx) \leq kd(x, fx)$ is satisfied. However, converse is not true.

If $f : [-1/2, 1/2] \to [-1/2, 1/2]$ is given by $fx = x^2$, then $f$ is an iterated contraction but not a contraction map.

If $f : R \to R$, defined by $fx = 0$ for $x \in [0, 1/2)$ and $fx = 1$ for $x \in [1/2, 1]$, then $f$ is not continuous at $x = 1/2$, and $f$ is an iterated contraction.

**Remark 2.1** A contraction map has a unique fixed point. However, an iterated contraction map may have more than one fixed point.

For example, the iterated contraction function $fx = x^2$ on $[0, 1]$ has $f0 = 0$ and $f1 = 1$, two fixed points.

**Remark 2.2** If $f : R \to R$ is given by $fx = 2x + 1$, then $f$ is a continuous map but $f$ is not an iterated contraction. It is easy to see that $d(fx, ffx) \leq kd(x, fx)$ is not satisfied for $0 \leq k < 1$.

**Remark 2.3** A discontinuous function need not always be an iterated contraction.

Let $X = [0, 1]$. Define $f : [0, 1] \to [0, 1]$ by $fx = 1/2, x \in [0, 1/2)$, and
\[ f(x) = 0, \, x \in [1/2, 1]. \] Then \( f \) is discontinuous.

If we take \( x = 1/4 \), then \( d(f(x), f(f(x))) \leq kd(x, f(x)), 0 \leq k < 1, \) is not satisfied and hence \( f \) is not an iterated contraction.

If \( f : [0, 1] \rightarrow [0, 1] \) defined by \( f(x) = 1/4, x \in [0, 1/2) \), and \( f(x) = 3/4, x \in [1/2, 1] \), then \( f \) is discontinuous at \( x = 1/2 \), \( f \) has fixed points when \( x = 1/4 \) and \( x = 3/4 \).

If \( f : \mathbb{R} \rightarrow \mathbb{R} \) defined by \( f(x) = x/3 + 1/3 \) for \( x \leq 0 \), and \( f(x) = x/3 \) for \( x > 0 \), then \( f \) is an iterated contraction and \( f \) has no fixed point.

The following is a fixed point theorem for iterated contraction map.

**Theorem 2.1** If \( f : X \rightarrow X \) is a continuous iterated contractive map and the sequence of iterates \( \{x_n\} \) defined by \( x_{n+1} = f(x_n), n = 1, 2, \ldots \) for \( x \in X \), has a subsequence converging to \( y \in X \), then \( y = fy \), that is, \( f \) has a fixed point.

**Proof:** Let \( x_{n+1} = f(x_n), n = 1, 2, \ldots \) Then the sequence \( \{d(x_{n+1}, x_n)\} \) is a non-increasing sequence of reals. It is bounded below by 0, and therefore has a limit. Since the subsequence converges to \( y \) and \( f \) is continuous on \( X \), so \( f(x_{n_i}) \) converges to \( fy \) and \( ff(x_{n_i}) \) converges to \( ffy \).

Thus \( d(y, fy) = \lim d(x_{n_i}, x_{n+1}) = \lim d(x_{n+1}, x_{n+i}) = d(fy, ffy) \).

If \( y \neq fy \), then \( d(ffy, fy) < d(fy, y) \), since \( f \) is an iterative contractive map. Consequently, \( d(fy, y) = d(ffy, fy) < d(fy, y) \), a contradiction and hence \( fy = y \).

We give the following example to show that if \( f \) is an iterated contraction that is not continuous, then \( f \) may not have a fixed point.

Let \( f : \mathbb{R} \rightarrow \mathbb{R} \), given by \( f(x) = x/5 + 1/5 \) for \( x \leq 0 \), and \( f(x) = x/5 \) for \( x > 0 \). Then \( f \) does not have a fixed point. Here \( f \) is discontinuous at \( x = 0 \). If \( f \) is continuous but \( X \) is not complete, then \( f \) need not have a fixed point.

For example, if \( f : (0, 1] \rightarrow (0, 1] \) given by \( f(x) = x/2 \), then \( f \) is an iterated contraction, but has no fixed point.
A continuous function \( f \) that is not an iterated contraction may not have a fixed point.

The following example illustrates the fact:
If \( f : R \to R \) is a translation map \( fx = x + 2 \), then \( f \) has no fixed point but \( f \) is continuous.

**Note 2.1** If \( f \) is not contraction but some powers of \( f \) is contraction, then \( f \) has a unique fixed point on a complete metric space.

For example, if \( f : R \to R \) is defined by \( fx = 1 \) for \( x \) rational and \( fx = 0 \) for \( x \) irrational, then \( fofx = f^2x = 1 \) a constant map, is a contraction map, and \( f \) has a unique fixed point.

**Note 2.2** Continuity of an iterated contraction is sufficient but not necessary.

Let \( f : [0, 1] \to [0, 1] \) be defined by \( fx = 0 \) on \( [0, 1/2] \), and \( fx = 2/3 \), for \( x \in [1/2, 1] \). Then \( f \) is an iterated contraction and \( f0 = 0, f2/3 = 2/3 \), and \( f \) is not continuous.

As stated in Note 2.1 that if \( f \) is not contraction still \( f \) may have a unique fixed point when some powers of \( f \) is a contraction map. The same is true for iterated contraction map.

**Theorem 2.2** Let \( f : X \to X \) be an iterated contraction map on a complete metric space \( X \). If for some power of \( f \), say \( f^r \) is an iterated contraction, that is, \( d(f^r x, f^r f^r x) \leq k d(x, f^r x) \) and \( f^r \) is continuous at \( y \), where \( y = \lim(f^r)^n x \), for any arbitrary \( x \in X \). Then \( f \) has a fixed point.

**Proof:** Since \( X \) is a complete metric space and \( f \) is an iterated contraction that is continuous at \( y \), therefore \( y = f^r y \), where \( y = \lim(f^r)^n x \).

It is easy to show that \( d(y, fy) \leq k^r d(y, fy) \). Since \( k^r \leq 1 \), therefore \( d(y, fy) = 0 \) and hence \( f \) has a fixed point.

We give the following example to illustrate the theorem.

**Example 2.1** If \( f : [0, 1] \to [0, 1] \) is given by \( fx = 1/4, x \in [0, 1/4] \), \( f(x) = 0, x \in (1/4, 1/2) \), and \( fx = 1/2, x \in [1/2, 1] \), then \( f \) is not continuous at \( x = 1/4 \). However, if we take iteration, then \( f^r(1/4) = 1/4 \) on \( [0, 1/2) \) and \( f^r(1/4) = 1/2 \) on \( [1/2, 1] \) for \( r = 2, 3, \ldots \) It is clear that
Note 2.3 If \( f \) is not an iterated contraction in Theorem 2.2, but \( f^r \) is an iterated contraction with \( f^r y = y \), then \( f \) has a fixed point.

The following example is worth mentioning.

Example 2.2 Let \( f : [0, 1] \to [0, 1] \) defined by \( f(x) = \frac{1}{4} \) for \( x \in [0, 1/4] \), \( f(x) = 0 \) for \( x \in (1/4, 1/2) \), \( f(x) = 1/2 \) for \( x \in [1/2, 3/4] \) and \( f(x) = 3/4 \) for \( x \in (3/4, 1] \).

Here \( f \) is not iterated contraction but \( f^r \) is iterated contraction for \( r = 2, 3, ...; f^2(x) = 1/4 \) for \( x \in [0, 1/2] \) and \( f^2(x) = 1/2 \) for \( x \in [1/2, 1] \). In this example \( f \) has a fixed point at \( x = 1/4 \).

3. MAIN RESULTS

In this section, we will prove some fixed point theorems for iterated maps under different settings. Our results will corollarize many existing results. The first theorem is as follows:

Theorem 3.1 If \( f : X \to X \) is an iterated contraction map, and \( X \) is a complete metric space, then the sequence of iterates \( x_n \) converges to \( y \in X \). 

In case, \( f \) is continuous at \( y \), then \( y = fy \), that is, \( f \) has a fixed point.

Proof: Let \( x_{n+1} = fx_n, n = 1, 2, ...; x_1 \in X \). It is easy to show that \( \{x_n\} \) is a Cauchy sequence, since \( f \) is an iterated contraction. The Cauchy sequence \( \{x_n\} \) converges to \( y \in X \), since \( X \) is a complete metric space. Moreover, if \( f \) is continuous at \( y \), then \( x_{n+1} = fx_n \) converges to \( fy \). It follows that \( y = fy \).

Note 3.1 A continuous iterated contraction map on a complete metric space has a unique fixed point. If an iterated contraction map is not continuous, even then it may have a fixed point.

For example, if \( f : [0, 1] \to [0, 1] \) is given by \( fx = 0 \) for \( x \in [0, 1/2] \) and \( fx = 2/3 \) for \( x \in [1/2, 1] \). In this example, \( X = [0, 1] \) is complete but \( f \) is not continuous at \( x = 1/2 \). However, \( f \) is continuous at \( x = 0, f0 = 0 \) and \( f \) is continuous at \( x = 2/3, f2/3 = 2/3 \).

Theorem 3.2 If \( f : C \to C \) is an iterated contraction and is continuous, where \( C \) is closed subset of a metric space \( X \), then \( f \) has a fixed point provided that \( f(C) \) is compact.
**Proof:** We show that the sequence \( \{x_n\} \) has a convergent subsequence. Using iterated contraction and continuity of \( f \) we get a fixed point.

**Definition 3.1** Let \( X \) be a metric space and \( f : X \to X \). Then \( f \) is said to be an iterated nonexpansive map if

\[
d(fx, ff) \leq d(x, fx)
\]

for all \( x \in X \).

The following is a fixed point theorem for the iterated nonexpansive map.

**Theorem 3.3** Let \( X \) be a metric space and \( f : X \to X \) an iterated nonexpansive map satisfying the following:

(i) if \( x \neq fx \), then \( d(ff, fx) < d(fx, x) \),

(ii) if for some \( x \in X \), the sequence of iterates \( x_{n+1} = fx_n \) has a convergent subsequence converging to \( y \) say and \( f \) is continuous at \( y \). Then \( f \) has a fixed point.

**Proof:** It is easy to show that the sequence \( \{d(x_{n+1}, x_n)\} \) is a nonincreasing sequence of positive reals bounded below by 0. The sequence has a limit. Hence, \( d(fy, y) = \lim d(x_{n_i}, x_{n_i+1}) = \lim d(x_{n_i+1}, x_{n_i+2}) = d(ff, fy) \).

This is a contradiction to (i). Therefore \( f \) has a fixed point, that is, \( fy = y \).

If \( C \) is a compact subset of a metric space \( X \) and \( f : C \to C \) an iterated nonexpansive map, satisfying condition (i) of the above theorem, then \( f \) has a fixed point.

**Note 3.2** If \( C \) is compact, then condition (ii) of Theorem 3.3 is satisfied, and hence the result.

If \( C \) is a closed subset of a metric space \( X \) and \( f : C \to C \) an iterated contraction. If the sequence \( \{x_{n_k}\} \) converges to \( y \), where \( f \) is continuous at \( y \), then \( fy = y \), that is, \( f \) has a fixed point.

The following theorem deals with two metrics on \( X \).

**Theorem 3.4** Let \( f : X \to X \) satisfy the following:

(i) \( X \) is complete with metric \( d \) and \( d(x, fx) \leq \delta(x, fx) \) for all \( x, fx \in X \),

(ii) \( f \) is iterated contraction with respect to \( \delta \).

Then for \( x \in X \), the sequence of iterates \( x_n = f^n x \) converges to \( y \in X \). If \( f \) is continuous at \( y \), then \( f \) has a fixed point, say \( fy = y \).
Proof: It is easy to show that \( \{x_n\} \) is a Cauchy sequence with respect to \( \delta \). Since \( d(x, fx) \leq \delta(x, fx) \), therefore \( \{x_n\} \) is a Cauchy sequence with respect to \( d \). The sequence \( \{x_n\} \) converges to \( y \) in \((X, d)\) since it is complete. The function \( f \) is continuous at \( y \), therefore \( fy = f \lim x_n = \lim fx_n = \lim x_{n+1} = y \). Hence the result.

Kannan [2] considered the following map. Let \( f : X \to X \) satisfy \( d(fx, fy) \leq k[d(x, fx) + d(y, fy)] \) for all \( x, y \in X \) and \( 0 \leq k < 1/2 \). Then \( f \) is said to be a Kannan map.

If \( y = fx \), then we get \( d(fx, ffx) \leq k[d(x, fx) + d(fx, ffx)] \). This gives \( d(fx, ffx) \leq \frac{k}{(1-k)}d(x, fx) \), where \( 0 \leq \frac{k}{(1-k)} < 1 \), that is, \( f \) is an iterated contraction. A Kannan map is an iterated contraction map.

The following result due to Kannan [2] is valid for iterated contraction map.

**Theorem 3.5** Let \( f : X \to X \) satisfy \( d(fx, fy) \leq k[d(x, fx) + d(y, fy)] \) for all \( x, y \in X \) and \( 0 \leq k < 1/2 \), \( f \) continuous on \( X \) and let the sequence of iterates \( \{x_n\} \) have a subsequence \( \{x_{n_i}\} \) converging to \( y \). Then \( f \) has a fixed point.

The following result deals with two mappings.

**Theorem 3.6** Let \( f : X \to X \) and \( g : X \to X \), where \( X \) is a complete metric space, satisfy \( d(fx, gfx) \leq kd(x, fx) \) and \( d(gx, fgx) \leq kd(x, gx) \) for some \( k, 0 \leq k < 1 \) and for each \( x_1 \in X \). If \( f \) and \( g \) are continuous on \( X \), then \( f \) and \( g \) have a common fixed point.

Proof: We consider the sequence of iterates as follows. Let \( x_2 = fx_1, x_3 = gx_2, x_4 = fx_2 \), and so on. In this case it is easy to show that the sequence \( \{x_n\} \) is a Cauchy sequence and converges in \( X \) since \( X \) is a complete metric space.

Let \( \lim x_n = y \). Then \( \lim x_{2n} = y \) and \( \lim x_{2n-1} = y \). Since \( f \) and \( g \) are continuous on \( X \), therefore,

\[
fy = f \lim x_{2n-1} = \lim fx_{2n-1} = \lim x_{2n} = y.

gy = g \lim x_{2n} = \lim gx_{2n} = \lim x_{2n+1} = y.
\]
Hence \( y = fy = gy \) and \( y \) is a common fixed point.

Results of this type for topological vector spaces are given in [5]. We are giving the following:

**Theorem 3.7** Let \( f : X \to X \) be a continuous iterated contraction map such that:

(i) if \( x \neq fx \), then \( d(fx, ffx) < d(x, fx) \), and

(ii) the sequence \( x_{n+1} = f(x_n) \) has a convergent subsequence converging to \( y \) (say).

Then the sequence \( \{x_n\} \) converges to a fixed point of \( f \).

**Proof:** It is easy to see that the sequence \( \{d(x_n, x_{n+1})\} \) is a nonincreasing and bounded below by 0. Let \( \{x_{n_i}\} \) be a subsequence of \( \{x_n\} \) converging to \( y \). Then,

\[
d(y, fy) = \lim d(x_{n_i}, x_{n_{i+1}}) = d(x_{n_{i+1}}, x_{n_{i+2}}) = d(fy, ffy) < d(y, fy).
\]

This is a contradiction so \( y = fy \). Since \( d(x_{n+1}, y) < d(x_n, y) \) for all \( n \), so \( \{x_n\} \) converges to \( y = fy \).

The result due to Cheney and Goldstein [1] follows as a corollary.

**Corollary 3.1** Let \( f \) be a map of a metric space \( X \) into itself such that

(i) \( f \) is a nonexpansive map on \( X \), that is, \( d(fx, fy) \leq d(x, y) \) for all \( x, y \in X \),

(ii) if \( x \neq fx \), then \( d(fx, ffx) < d(x, fx) \),

(iii) the sequence \( x_{n+1} = f(x_n) \) has a convergent subsequence converging to \( y \) (say). Then the sequence \( \{x_n\} \) converges to a fixed point of \( f \).

The following is well known for contractive maps.

**Note 3.3** If \( f : X \to X \) is a contractive map and \( f(X) \) compact, then \( f \) has a unique fixed point.

It is easy to see that the sequence of iterates \( \{x_n\} \) converges to a unique fixed point of \( f \). However, for nonexpansive map, a sequence of iterates need not converge to a fixed point of \( f \). For example, if \( fx = -x \), then the sequence of iterates \( \{x_n\} \) does not converge to a fixed point of \( f(f0 = 0) \).

**Note 3.4** If \( g = afx + (1 - a)x, 0 < a < 1 \), then the fixed point of \( f \) is the same as of \( g \).

Let \( fy = y \). Then \( gy = afy + (1 - a)y \), that is, \( gy = y \) since \( fy = y \).
Let $gy = y$. Then we show that $y = fy$. Here $gy = afy + (1 - a)y = y$. Then $fy = y$, that is, $f$ has a fixed point $y$ [6]. In case the sequence $x_{n+1} = gx_n$ converges to $y$ a fixed point of $g$, then $y = fy$.
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1 Historical Backbone

Variational inequalities are an important and generalization of classical variational inequalities which have wide applications in many fields for example mechanics, physics, optimization and control theory, nonlinear programming, economics and engineering sciences and in face, the problems for random variational inequalities are just so. It is known that accretivity of the underlying operator plays indispensable roles in the theory of variational inequalities and its generalizations. In 2001, Huang and Fang [16] were first to introduced generalized $m$-accretive mapping and gave the definition of the resolvent operators for generalized $m$-accretive mapping in Banach spaces.

The fuzzy set theory which was given by Zadeh [29] at university of California in 1965 has emerged as an interesting and fascinating branch of pure and applied sciences. The applications of the fuzzy set theory can be found in many branches of regional, physical, mathematical and engineering sciences. In 1989, Chang and Zhu [8] first introduced and studied a class of variational inequalities for fuzzy mappings. Since then several classes of variational inequalities, quasi variational inequalities and complementarity problems with fuzzy mappings were considered by Agarwal et al. [1], Anastassiou et al. [2], Chang and Huang [7], Ding et al. [11], Huang [15], Lee et al. [18, 19], Salahuddin [22, 23],and Zhang and Bi [30]. Note that most of results in this direction for variational inequalities have been done in the setting of Hilbert spaces.
On the other hand, random variational inequality problems and random quasi-
variational inequality problems have been studied by Bharucha and Reid [4], Chang [5, 6],
Chang and Huang [7], Huang [15], Khan and Salahuddin [17], Salahuddin [22], Tan [24]
and Yuan [28], etc..

The projection method is an important tools for finding an approximate solutions
of various types of variational inequalities and quasi variational inequalities. The idea of
this techniques is to established the equivalence between the variational inequalities and
fixed point problems using the concepts of projection. The most of results regarding the
existence and the iterative approximation of solutions to variational inequality problems
have been investigated and considered so far the case where the underlying set is a convex
set. Recently the concepts of convex set has been generalized in many directions which has
pointed and important applications in various fields. It is well known that the uniformly
prox regular set are nonconvex and included the convex sets as special cases. This class
of uniformly prox regular sets has played an important part in many nonconvex ap-
plications such as optimization, dynamic systems and differential inclusions, see [9, 10, 26].

Inspired by the recent works going on this fields, see [3, 13, 15, 16, 17, 18, 20, 21, 25],
in this paper, we introduced and considered a nonlinear regularized nonconvex random
variational inequalities with fuzzy event in $q$-uniformly smooth Banach spaces. We suggested a
random perturbed projection iterative algorithm with random mixed errors for finding a
random solutions of aforementioned problems for fuzzy mappings. We also proved the
convergence of the defined random iterative sequences under some suitable assumptions.
The results presented in this paper generalized, improve and unify some recent results in
this paper.

2 Conceptual Backbone

Throughout this paper, we suppose that $(\Omega, \mathbb{R}, \mu)$ is a complete $\sigma$-finite measurable space
and $\mathcal{X}$ is a separable real Banach space endowed with dual space $\mathcal{X}^*$, the norm $\| \cdot \|$ and
an dual pairing $(\cdot, \cdot)$ between $\mathcal{X}$ and $\mathcal{X}^*$. We denote by $\mathcal{B}(\mathcal{X})$ the class of Borel $\sigma$-fields
in $\mathcal{X}; 2^\mathcal{X}$ and $CB(\mathcal{X})$ denote the family of all nonempty subsets of $\mathcal{X}$, the family of all
nonempty closed bounded subsets of $\mathcal{X}$, respectively. The generalized duality mapping
$J_q : \mathcal{X} \to 2^{\mathcal{X}^*}$ is defined by

$$
J_q(x) = \{ f^* \in \mathcal{X}^* : (x, f^*) = \| x \|^q, \| f^* \| = \| x \|^{q-1} \} \quad \forall x \in \mathcal{X}
$$

where $q > 1$ is a constant. In particular $J_2$ is a usual normalized duality mapping. It is
known that in general $J_q(x) = \| x \|^{q-1}J_2(x)$ for all $x \neq 0$ and $J_q$ is single valued if $\mathcal{X}^*$ is
strictly convex. In the sequel, we always assume that $\mathcal{X}$ is a real Banach space such that
$J_q$ is a single valued. If $\mathcal{X}$ is a Hilbert space then $J_q$ becomes the identity mapping on $\mathcal{X}$. The modulus of smoothness of $\mathcal{X}$ is the function $\pi_{\mathcal{X}} : [0, \infty) \to [0, \infty)$ is defined by

$$
\pi_{\mathcal{X}}(t) = \sup \left\{ \frac{1}{2} (\| x + y \| + \| x - y \|) - 1 : \| x \| \leq 1, \| y \| \leq t \right\}.
$$
A Banach space $\mathcal{X}$ is called uniformly smooth if

$$\lim_{t \to 0} \frac{\pi_{\mathcal{X}}(t)}{t} = 0.$$ 

$\mathcal{X}$ is called $q$-uniformly smooth if there exists a constant $c > 0$ such that

$$\pi_{\mathcal{X}}(t) < ct^q, q > 1.$$ 

Note that $J_q$ is a single valued if $\mathcal{X}$ is uniformly smooth. Concerned with the characteristic inequalities in $q$-uniformly smooth Banach spaces. Xu [27] proved the following results.

**Lemma 2.1** The real Banach space $\mathcal{X}$ is $q$-uniformly smooth if and only if there exists a constant $c_q > 0$ such that for all $x, y \in \mathcal{X}$

$$\|x + y\|^q \leq \|x\|^q + q(y, J_q(x)) + c_q\|y\|^q.$$ 

Let $\mathcal{D}(\cdot, \cdot)$ represent the Hausdorff metric on $CB(\mathcal{X})$ defined by

$$\mathcal{D}(A, B) = \max \left\{ \sup_{a \in A} d(a, B), \sup_{b \in B} d(A, b) \right\}$$

for all $A, B \in CB(\mathcal{X})$, where

$$d(a, B) = d(B, a) = \inf_{b \in B} \|a - b\|$$

for $a \in A$.

**Definition 2.2** A mapping $x : \Omega \to \mathcal{X}$ is said to be measurable if for any $B \in B(\mathcal{X}), \{t \in \Omega, x(t) \in B \subseteq \mathbb{R}\}$.

**Definition 2.3** A mapping $T : \Omega \times \mathcal{X} \to \mathcal{X}$ is said to be a random mapping if for each fixed $x \in \mathcal{X}, T(t, x) = y(t)$ is measurable. A random mapping $T_t$ is said to be continuous if for each fixed $t \in \Omega$, $f(t, \cdot) : \Omega \times \mathcal{X} \to \mathcal{X}$ is continuous.

**Definition 2.4** A multivalued mapping $T : \Omega \to 2^\mathcal{X}$ is said to be measurable if for any $B \in B(\mathcal{X}), T^{-1}(B) = \{t \in \Omega : T(t) \cap B \neq \emptyset\} \in \Sigma$.

**Definition 2.5** A mapping $u : \Omega \to \mathcal{X}$ is said to be a measurable selection of a measurable mapping $T : \Omega \times \mathcal{X} \to 2^\mathcal{X}$, if $u$ is measurable and for any $t \in \Omega$, $u(t) \in T_t(x(t))$.

**Definition 2.6** A mapping $T : \Omega \times \mathcal{X} \to 2^\mathcal{X}$ is said to be a random multivalued mapping if for each fixed $x \in \mathcal{X}, T(\cdot, x) : \Omega \times \mathcal{X} \to 2^\mathcal{X}$ is a measurable multivalued mapping. A random multivalued mapping $T : \Omega \times \mathcal{X} \to CB(\mathcal{X})$ is said to be $\mathcal{D}$-continuous if for each fixed $t \in \Omega$, $T(t, \cdot) : \Omega \times \mathcal{X} \to 2^\mathcal{X}$ is a randomly continuous with respect to the Hausdorff metric on $\mathcal{D}$.

**Definition 2.7** A multivalued mapping $T : \Omega \times \mathcal{X} \to 2^\mathcal{X}$ is said to be a random multivalued mapping if for any $x \in \mathcal{X}, T(\cdot, x)$ is measurable (denoted by $T_{t,x}$ or $T_t$).
Let $\Omega$ be a set and $\mathcal{F}(X)$ be a collection of fuzzy sets over $X$. A mapping $\tilde{F} : \Omega \times X \rightarrow \mathcal{F}(X)$ is called a fuzzy mapping. For each $x \in X$, $\tilde{F}(x)$ (denote it by $\tilde{T}_x$ in the sequel) is a fuzzy mapping on $X$ and $\tilde{T}_x(y)$ is the membership-grade of $y$ in $\tilde{F}_x$.

Let $A \in \mathcal{F}(X)$, $\alpha \in (0, 1]$, then the set

$$A_{\alpha} = \{x \in X : A(x) \geq \alpha\}$$

is called an $\alpha$-cut of $A$.

**Definition 2.8** A fuzzy mapping $\tilde{T} : \Omega \times X \rightarrow \mathcal{F}(X)$ is called measurable, if for any $\alpha \in (0, 1]$, $(\tilde{T}(\cdot))_\alpha : \Omega \rightarrow 2^X$ is a measurable multivalued mapping.

**Definition 2.9** A fuzzy mapping $\tilde{T} : \Omega \times X \rightarrow \mathcal{F}(X)$ is a random fuzzy mapping if for any $x \in X$, $\tilde{T}(\cdot, x) : \Omega \times X \rightarrow \mathcal{F}(X)$ is a measurable fuzzy mapping (denoted by $\tilde{T}_{t,x}$ short down $\tilde{T}_{t}$).

**Definition 2.10** Let $K$ be a nonempty closed subsets of $q$-uniformly smooth Banach space $X$. The proximal normal cone of $K$ at a point $u \in X$ is given by

$$N_{K}^{P}(u) = \{\zeta \in X : u \in P_K(u + \alpha\zeta) \text{ for some } \alpha > 0\}$$

where $\alpha > 0$ is a constant and

$$P_K(u) = \{v \in K : d_K(u) = \|u - v\|\}.$$

Here $d_K(u)$ is the usual distance function to the subset $K$ that is

$$d_K(u) = \inf_{v \in K} \|u - v\|.$$

**Lemma 2.11** Let $K$ be a nonempty closed subset in $q$-uniformly smooth Banach space $X$. Then $\zeta \in N_{K}^{P}(u)$ if and only if there exists a constant $\alpha = \alpha(\zeta, u) > 0$ such that

$$\langle \zeta, j_q(v - u) \rangle \leq \alpha \|v - u\|^2 \quad \forall v \in K.$$

**Lemma 2.12** Let $K$ be a nonempty closed and convex subset in $q$-uniformly smooth Banach space $X$. Then $\zeta \in N_{K}^{P}(u)$ if and only if

$$\langle \zeta, j_q(v - u) \rangle \leq 0 \quad \forall v \in K.$$

**Lemma 2.13** [5] Let $G : \Omega \times X \rightarrow CB(X)$ be a $D$-continuous random multivalued mapping. Then for a measurable mapping $u : \Omega \rightarrow X$, a multivalued mapping $G(\cdot, u(\cdot)) : \Omega \rightarrow CB(X)$ is measurable.

**Lemma 2.14** [5] Let $A, T : \Omega \rightarrow CB(X)$ be measurable multivalued mappings and $u : \Omega \rightarrow X$ be a measurable selection of $A$. Then there exists a measurable selection $v : \Omega \rightarrow X$ of $T$ such that for all $t \in \Omega$ and $\epsilon > 0$,

$$\|u(t) - v(t)\| \leq (1 + \epsilon) D(A(t), T(t)).$$
Definition 2.15 The tangent cone $T_K(x)$ to $K$ at a point $x \in K$ is defined as follows

$$T_K(x) = \{ v \in X : d'_K(x;v) = 0 \}.$$ 

The normal cone of $K$ at $x$ by polarity with $T_K(x)$ defined as follows

$$N_K(x) = \{ \zeta : \langle \zeta, j_q(v) \rangle \leq 0 \quad \forall v \in T_K(x) \}.$$ 

The Clarke normal cone $N^C_K(x)$ is given by

$$N^C_K(x) = \overline{\sigma}[N^P_K(x)]$$

where $\overline{\sigma}(S)$ mean the closure of the convex hull of $S$. Clearly $N^P_K(x) \subseteq N^C_K(x)$ but the converse is not true. Since $N^P_K(x)$ is always closed and convex cone where $N^C_K(x)$ is convex but may not be closed, see [9, 10, 21].

Definition 2.16 For any $r \in (0, +\infty]$, a subset $K_r$ of $X$ is called the normalized uniformly prox-regular (or uniformly $r$-prox-regular) if every nonzero proximal normal to $K_r$ can be realized by an $r$-ball that is $\forall u \in K_r$ and $0 \neq \zeta \in N^P_{K_r}(u), \|\zeta\| = 1$ one has

$$\langle \zeta, j_q(u - v) \rangle \leq \frac{1}{2r} \|v - u\|^2 \quad \forall v \in K.$$ 

Proposition 2.17 Let $r > 0$ and $K_r$ be a nonempty closed and uniformly $r$-prox regular subset of $q$-uniformly smooth Banach space $X$. Set

$$U(r) = \{ u \in X : 0 \leq d_{K_r}(u) < r \}.$$ 

Then the following statements are hold:

(a) for all $x \in U(r), P_{K_r}(x) \neq \emptyset$;

(b) for all $r' \in (0, r)$, $P_{K_r}$ is Lipschitz continuous mapping with constant $\frac{r}{r-r'}$ on $U(r') = \{ u \in X : 0 \leq d_{K_r}(u) < r' \}$;

(c) the proximal normal cone is closed as a set valued mapping.

Let $\tilde{T} : \Omega \times X \to \mathcal{F}(X)$ be a random fuzzy mapping satisfying the condition $(*)_r :$ there exists a function $a : X \to (0, 1]$ such that for all $(t,x) \in \Omega \times X$, we have $(\tilde{T}_t)_{a(x)} \in CB(X)$ where $CB(X)$ denotes the family of all nonempty bounded closed subsets of $X$. By using the random fuzzy mapping $\tilde{T}_t$, we can define a random multivalued mapping $T_t : \Omega \times X \to CB(X)$ by $T_t = (\tilde{T}_t)_{a(x)}$ for $x \in X$. In the sequel $T_t$ is called the multivalued mapping induced by the random fuzzy mapping $\tilde{T}_t$. Let $\alpha : X \to (0,1]$ be a function and $g, h : \Omega \times X \to X$ be the nonlinear random single valued mapping such that $K_r \subset g_t(X)$. For a given measurable mapping $\eta : \Omega \to (0,1)$ we finding measurable mappings $x, u : \Omega \to X$ such that

$$\langle \eta u(t) + h_t(x(t)) - g_t(x(t)), g_t(y(t)) - h_t(x(t)) \rangle + \frac{1}{2r} \|g_t(y(t)) - h_t(x(t))\|^2 \quad \forall \ g_t(y(t)) \in K_r,$$

which is called a nonlinear regularized nonconvex random variational inequalities with fuzzy mappings.
Lemma 2.18 Let \( \mathcal{K}_r \) be a uniformly r-prox regular set then the problem (2.1) is equivalent to finding \( x(t) \in \mathcal{X}, u(t) \in T_t(x(t)) \) such that \( h_t(x(t)) \in \mathcal{K}_r \) and

\[
0 \in \eta_t u(t) + h_t(x(t)) - g_t(x(t)) + N_{\mathcal{K}_r}^P(h_t(x(t))),
\]

(2.2)

where \( N_{\mathcal{K}_r}^P(s) \) denotes the \( P \)-normal cone of \( \mathcal{K}_r \) at \( s \) in the sense of nonconvex analysis.

Proof. Let \( (x(t), u(t)) \) with \( x(t) \in \mathcal{X}, h_t(x(t)) \in \mathcal{K}_r \) and \( u(t) \in T_t(x(t)) \) be the random solution sets of the problem (2.2). If

\[
\eta_t u(t) + h_t(x(t)) - g_t(x(t)) = 0
\]

because the vector zero always belongs to any normal cone, then

\[
0 \in \eta_t u(t) + h_t(x(t)) - g_t(x(t)) + N_{\mathcal{K}_r}^P(h_t(x(t))).
\]

If

\[
\eta_t u(t) + h_t(x(t)) - g_t(x(t)) \neq 0
\]

then for all \( x(t) \in \mathcal{X} \) with \( g_t(x(t)) \in \mathcal{K}_r \) one has

\[
\langle -(\eta_t u(t) + h_t(x(t)) - g_t(x(t))), g_t(y(t)) - h_t(x(t)) \rangle \leq 1 \frac{2t}{\|g_t(y(t)) - h_t(x(t))\|^2}.
\]

(2.3)

From Lemma 2.11, we have

\[
-(\eta_t u(t) + h_t(x(t)) - g_t(x(t))) \in N_{\mathcal{K}_r}^P(h_t(x(t)))
\]

and

\[
0 \in \eta_t u(t) + h_t(x(t)) - g_t(x(t)) + N_{\mathcal{K}_r}^P(h_t(x(t))).
\]

(2.4)

Conversely if \( (x(t), u(t)) \) with \( x(t) \in \mathcal{X}, h_t(x(t)) \in \mathcal{K}_r \) and \( u(t) \in T_t(x(t)) \) is a random solution sets of the problem (2.2) then from Definition 2.16, \( x(t) \in \mathcal{X} \) and \( u(t) \in T_t(x(t)) \) with \( h_t(x(t)) \in \mathcal{K}_r \) are random solution sets of the problem (2.1).

Lemma 2.19 Let \( \tilde{T}_t : \Omega \times \mathcal{X} \to \mathfrak{F}(\mathcal{X}) \) be a random fuzzy mapping induced by a multivalued mapping \( T : \Omega \times \mathcal{X} \to CB(\mathcal{X}) \) and \( g, h : \Omega \times \mathcal{X} \to \mathcal{X} \) be the random single valued mappings and \( \eta : \Omega \to (0, 1) \) be a measurable mapping, then \( (x(t), u(t)) \) with \( (x(t)) \in \mathcal{X}, h_t(x(t)) \in \mathcal{K}_r, u(t) \in \tilde{T}_t(x(t)) \) is a random solution sets of the problem (2.1) if and only if

\[
h_t(x(t)) = P_{\mathcal{K}_r}[g_t(x(t)) - \eta_t u(t)],
\]

(2.5)

where \( P_{\mathcal{K}_r} \) is the projection of \( \mathcal{X} \) onto the uniformly r-prox regular set \( \mathcal{K}_r \).

Proof. Let \( (x(t), u(t)) \) with \( x(t) \in \mathcal{X}, h_t(x(t)) \in \mathcal{K}_r, u(t) \in \tilde{T}_t(x(t)) \) be a random solution sets of the problem (2.1). Then from Lemma 2.18, we have

\[
0 \in \eta_t u(t) + h_t(x(t)) - g_t(x(t)) + N_{\mathcal{K}_r}^P(h_t(x(t)))
\]

(2.6)
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\[ g_t(x(t)) - \eta_t u(t) \in (I + N^P_{K_t})(h_t(x(t))) \]  
\[ h_t(x(t)) = P_{K_t}[g_t(x(t)) - \eta_t u(t)], \]  
where \( I \) is an identity mapping and \( P_{K_t} = (I + N^P_{K_t})^{-1} \).

**Remark 2.20** The inequality (2.5) can be written as follows

\[ x(t) = x(t) - h_t(x(t)) + P_{K_t}[g_t(x(t)) - \eta_t u(t)], \]  
where \( \eta : \Omega \to (0, 1) \) is a measurable mapping.

**Algorithm 2.21** Let \( \tilde{T}_t : \Omega \times \mathcal{X} \to \mathfrak{F}(\mathcal{X}) \) be a random fuzzy mapping satisfying the condition (*) and \( T : \Omega \times \mathcal{X} \to CB(\mathcal{X}) \) be a multivalued random mapping induced by the random fuzzy mapping \( T_t \). Let \( g, h : \Omega \times \mathcal{X} \to \mathcal{X} \) be the random single valued mappings. For any given \( x_0 : \Omega \to \mathcal{X} \) the random single valued mappings, \( T_t(x_0(t)) : \Omega \times \mathcal{X} \to CB(\mathcal{X}) \) is measurable by Lemma 2.13. We know that for any \( x_0(t) \in \mathcal{X}, T_t(x_0(t)) \) is measurable and there exists a measurable selection \( u_0(t) \in T_t(x_0(t)) \), see [13, 14]. Set

\[ x_1(t) = (1 - \lambda_t)x_0(t) + \lambda_t[x_0(t) - h_t(x_0(t)) + P_{K_t}[g_t(x_0(t)) - \eta_t u_0(t)] + \lambda t e_0(t) + r_0(t) \]

where \( \eta, \lambda : \Omega \to (0, 1) \) are measurable mappings and \( 0 < \lambda_t < 1 \) is a random constant and \( e_0(t), r_0(t) : \Omega \to \mathcal{X} \) is the random measurable mapping which is a random errors to take into account of a possible inexact computation for the proximal point. Then it is easy to see that \( x_1 : \Omega \to \mathcal{X} \) is a random measurable mapping. Since \( u_0(t) \in T_t(x_0(t)) \) then there exists a random measurable selection \( u_1(t) \in T_t(x_1(t)) \) for all \( t \in \Omega \)

\[ \|u_0(t) - u_1(t)\| \leq (1 + \frac{1}{1}) \mathfrak{D}(T_t(x_0(t)), T_t(x_1(t))). \]

By induction, we can define the measurable random sequences \( x_n(t), u_n(t) : \Omega \to \mathcal{X} \) inductively satisfying

\[ x_{n+1}(t) = (1 - \lambda_t)x_n(t) + \lambda_t[x_n(t) - h_t(x_n(t)) + P_{K_t}[g_t(x_n(t)) - \eta_t u_n(t)] + \lambda t e_n(t) + r_n(t), \]
\[ u_n(t) \in T_t(x_n(t)); \|u_n(t) - u_{n+1}(t)\| \leq (1 + (1 + n)^{-1}) \mathfrak{D}(T_t(x_n(t)), T_t(x_{n+1}(t))) \]

where \( 0 < \lambda_t < 1 \) is a random constant and \( \{e_n(t)\}_{n=0}^{\infty}, \{r_n(t)\}_{n=0}^{\infty} \) are random sequences in \( \mathcal{X} \) to take into account of a possible inexact computation for the resolvent operator satisfying the following conditions:

\[ \lim_{n \to \infty} e_n(t) = \lim_{n \to \infty} r_n(t) = 0, \]
\[ \sum_{n=1}^{\infty} \|e_n(t) - e_{n-1}(t)\| < \infty \] and \( \sum_{n=1}^{\infty} \|r_n(t) - r_{n-1}(t)\| < \infty. \)
**Definition 2.22** Let $\mathcal{X}$ be a $q$-uniformly smooth Banach spaces. A random single valued mapping $g : \Omega \times \mathcal{X} \to \mathcal{X}$ is called

(i) **randomly accretive if**

$$\langle g_t(x(t)) - g_t(y(t)), j_q(x(t) - y(t)) \rangle \geq 0 \quad \forall x(t), y(t) \in \mathcal{X}, t \in \Omega;$$

(ii) **randomly $\mu_t$-strongly accretive if there exists a measurable mapping $\mu : \Omega \to (0, 1)$ such that**

$$\langle g_t(x(t)) - g_t(y(t)), j_q(x(t) - y(t)) \rangle \geq \mu_t \| x(t) - y(t) \|^q \quad \forall x(t), y(t) \in \mathcal{X}, t \in \Omega;$$

(iii) **randomly relaxed $\mu_t$-accretive mapping if there exists a measurable mapping $\mu : \Omega \to (0, 1)$ such that**

$$\langle g_t(x(t)) - g_t(y(t)), j_q(x(t) - y(t)) \rangle \geq -\mu_t \| x(t) - y(t) \|^q \quad \forall x(t), y(t) \in \mathcal{X}, t \in \Omega;$$

(iv) **randomly $\alpha_t$-Lipschitz continuous mapping if there exists a measurable mapping $\alpha : \Omega \to (0, 1)$ such that**

$$\| g_t(x(t)) - g_t(y(t)) \| \leq \alpha_t \| x(t) - y(t) \| \quad \forall x(t), y(t) \in \mathcal{X}, t \in \Omega.$$

**Definition 2.23** Let $g : \Omega \times \mathcal{X} \to \mathcal{X}$ be a random single valued mapping and $T : \Omega \times \mathcal{X} \to CB(\mathcal{X})$ a random multivalued mapping. Then $T_t$ is said to be

(i) **randomly accretive if**

$$\langle u(t) - v(t), j_q(x(t) - y(t)) \rangle \geq 0, \quad \forall x(t), y(t) \in \mathcal{X}, u(t) \in T_t(x(t)), v \in T_t(y(t)),$$

(ii) **randomly $(\kappa_t, \zeta_t)$-relaxed cocoercive mapping with respect to $g_t$ if there exist the measurable mappings $\kappa, \zeta : \Omega \to (0, 1)$ such that for all $x(t), y(t) \in \mathcal{X}, t \in \Omega$$

$$\langle u(t) - v(t), j_q(g_t(x(t)) - g_t(y(t))) \rangle \geq -\kappa_t \| u(t) - v(t) \|^q + \zeta_t \| g_t(x(t)) - g_t(y(t)) \|^q$$

$$\forall u(t) \in T_t(x(t)), v(t) \in T_t(y(t)),$$

(iii) **randomly $\alpha - \mathcal{D}$-Lipschitz continuous mapping if there exists a measurable mapping $\alpha : \Omega \to (0, 1)$ such that for all $x(t), y(t) \in \mathcal{X}, t \in \Omega$$

$$\mathcal{D}(T_t(x(t)), T_t(y(t))) \leq \alpha_t \| x(t) - y(t) \|$$

where $\mathcal{D}$ is the Hausdorff pseudo metric defined in $\mathcal{X}$. 
3 Main Backbone

In this section, we prove the existence and the convergence of problem (2.1).

**Theorem 3.1** Let $\mathcal{X}$ be a $q$-uniformly smooth real Banach space. Let $\tilde{T}_t : \Omega \times \mathcal{X} \rightarrow \mathfrak{F}(\mathcal{X})$ be a random fuzzy mapping satisfying the condition (\ast) and $T_t : \Omega \times \mathcal{X} \rightarrow CB(\mathcal{X})$ be a random multivalued mapping induced by random fuzzy mapping. Suppose that $T_t$ is a randomly $\mathfrak{D}$-Lipschitz continuous with random measurable mapping $\alpha : \Omega \rightarrow (0,1)$. Let $T_t$ be the randomly $(\kappa_t, \zeta_t)$-relaxed cocoercive with respect to the random mapping $g_t$ and $g : \Omega \times \mathcal{X} \rightarrow \mathcal{X}$ be the randomly Lipschitz continuous with a measurable mapping $\beta : \Omega \rightarrow (0,1)$. Let $h : \Omega \times \mathcal{X} \rightarrow \mathcal{X}$ be the randomly relaxed $\mu_t$-accretive mapping with measurable mapping $\mu : \Omega \rightarrow (0,1)$ and randomly Lipschitz continuous with the measurable mapping $\gamma : \Omega \rightarrow (0,1)$. If for any $t \in \Omega$, $y(t), z(t) \in \mathcal{X}$, we have

$$\|P_{\mathcal{K}_t}(y(t)) - P_{\mathcal{K}_t}(z(t))\| \leq \frac{r}{r-r'} \|y(t) - z(t)\|.$$  \hfill (3.1)

Assume that the measurable mapping $\eta : \Omega \rightarrow (0,1)$ satisfying the following assumptions

$0 < \theta_t = 1 - \lambda_t(1 - p_t) < 1,$

$$Q_t + \frac{r}{r-r'} \sqrt{\beta_t^q - q\eta(-\kappa_t\alpha_t^q + \zeta_t\delta_t^q) + c_q\eta^q\alpha_t^q} < 1,$$

$$Q_t = \sqrt{1 + q\mu_t + c_q\gamma_t^q}$$

$$Q_t < 1, \quad 0 < \lambda_t < 1, \quad p_t < 1$$

and

$$\lim_{n \to \infty} \|e_n(t)\| = \lim_{n \to \infty} \|r_n(t)\| = 0,$$

$$\sum_{n=0}^{\infty} \|e_n(t) - e_{n-1}(t)\| < \infty, \quad \sum_{n=0}^{\infty} \|r_n(t) - r_{n-1}(t)\| < \infty.$$ \hfill (3.2)

where $r' \in (0, r)$, then the random mappings $x_n(t), u_n(t) : \Omega \times \mathcal{X} \rightarrow \mathcal{X}$ generated by random algorithm converge strongly to the random mappings $x^*(t), u^*(t) : \Omega \times \mathcal{X} \rightarrow \mathcal{X}$ and $x^*(t), u^*(t) \in \mathcal{X}$ with $h_t(x(t)) \in \mathcal{K}_r$ is a random solution sets of problem (2.1).

**Proof.** From Algorithm 2.21 and (3.1), $t \in \Omega$ and $0 < \lambda_t < 1$, we have

$$\|x_{n+1}(t) - x_n(t)\| \leq (1-\lambda_t)\|x_n(t) - x_{n-1}(t)\| + \lambda_t(\|x_n(t) - x_{n-1}(t) - (h_t(x_n(t)) - h_t(x_{n-1}(t)))\|$$

$$+ \frac{r}{r-r'} \|g_t(x_n(t)) - g(x_{n-1}(t)) - \eta_t(u_n(t) - u_{n-1}(t))\| + \|r_n(t) - r_{n-1}(t)\|.$$ \hfill (3.3)

Since $h_t$ is randomly relaxed $\mu_t$-accretive mapping and randomly Lipschitz continuous mapping, we have

$$\|x_n(t) - x_{n-1}(t) - (h_t(x_n(t)) - h_t(x_{n-1}(t)))\|^q = \|x_n(t) - x_{n-1}(t)\|^q.$$
\[-q(h_t(x_n(t)) - h_t(x_{n-1}(t)), j_q(x_n(t) - x_{n-1}(t))) + c_q\|h_t(x_n(t)) - h_t(x_{n-1}(t))\|^q \leq \|x_n(t) - x_{n-1}(t)\|^q + q\mu_t\|x_n(t) - x_{n-1}(t)\|^q + \gamma_t^q c_q\|x_n(t) - x_{n-1}(t)\|^q \leq (1 + q\mu_t + \gamma_t^q c_q)\|x_n(t) - x_{n-1}(t)\|^q \]
\[\Rightarrow \|x_n(t) - x_{n-1}(t) - (h_t(x_n(t)) - h_t(x_{n-1}(t)))\| \leq \sqrt[1/q]{1 + q\mu_t + \gamma_t^q c_q}\|x_n(t) - x_{n-1}(t)\|. \tag{3.4}\]
Since $T_t$ is randomly $\alpha_t - \mathcal{D}$-Lipschitz continuous mapping, then we have
\[\|u_n(t) - u_{n-1}(t)\| \leq (1 + \frac{1}{n})\mathcal{D}(T_t(x_n(t)), T_t(x_{n-1}(t))) \leq \alpha_t(1 + \frac{1}{n})\|x_n(t) - x_{n-1}(t)\|. \tag{3.5}\]
Again $T_t$ is randomly $(\kappa_t, \zeta_t)$-relaxed cocoercive mapping with respect to $g_t$ and $g_t$ is randomly Lipschitz continuous mapping with measurable mapping $\beta : \Omega \to (0, 1)$, we have
\[\|g_t(x_n(t)) - g_t(x_{n-1}(t)) - \eta_t(u_n(t) - u_{n-1}(t))\|^q \leq \|g_t(x_n(t)) - g_t(x_{n-1}(t))\|^q \]
\[-q\eta_t\langle u_n(t) - u_{n-1}(t), j_q(g_t(x_n(t)) - g_t(x_{n-1}(t)))\rangle + c_q\eta_t^q\|u_n(t) - u_{n-1}(t)\|^q \leq \|g_t(x_n(t)) - g_t(x_{n-1}(t))\|^q - q\eta_t(-\kappa_t\|u_n(t) - u_{n-1}(t)\|^q + \zeta_t\|g_t(x_n(t)) - g_t(x_{n-1}(t))\|^q + c_q\eta_t^q\|u_n(t) - u_{n-1}(t)\|^q \]
\[\leq \beta_t^q\|x_n(t) - x_{n-1}(t)\|^q + q\eta_t\kappa_t\alpha_t^q(1 + \frac{1}{n})^q\|x_n(t) - x_{n-1}(t)\|^q - q\eta_t\zeta_t\beta_t^q\|x_n(t) - x_{n-1}(t)\|^q + c_q\eta_t^q\alpha_t^q(1 + \frac{1}{n})^q\|x_n(t) - x_{n-1}(t)\|^q \]
\[\leq (\beta_t^q - q\eta_t(-\kappa_t\alpha_t^q(1 + \frac{1}{n})^q + \zeta_t\beta_t^q) + c_q\eta_t^q\alpha_t^q(1 + \frac{1}{n})^q\|x_n(t) - x_{n-1}(t)\|^q \]
\[\Rightarrow \|g_t(x_n(t)) - g_t(x_{n-1}(t)) - \eta_t(u_n(t) - u_{n-1}(t))\| \leq \sqrt[1/q]{\beta_t^q - q\eta_t(-\kappa_t\alpha_t^q(1 + \frac{1}{n})^q + \zeta_t\beta_t^q) + c_q\eta_t^q\alpha_t^q(1 + \frac{1}{n})^q}\|x_n(t) - x_{n-1}(t)\|. \tag{3.6}\]
From (3.3), (3.4) and (3.6), we get
\[\|x_{n+1}(t) - x_n(t)\| \leq (1 - \lambda_t)\|x_n(t) - x_{n-1}(t)\| + \lambda_t\sqrt{1 + q\mu_t + \gamma_t^q} \]
\[+ \frac{r}{r - r'}\sqrt{\beta_t^q - q\eta_t(-\kappa_t\alpha_t^q(1 + \frac{1}{n})^q - \zeta_t\beta_t^q) + c_q\eta_t^q\alpha_t^q(1 + \frac{1}{n})^q}\|x_n(t) - x_{n-1}(t)\| + \lambda_t\|e_n(t) - e_{n-1}(t)\| + \|r_n(t) - r_{n-1}(t)\| \leq (1 - \lambda_t + \lambda_t\rho_{n,t})\|x_n(t) - x_{n-1}(t)\| + \lambda_t\|e_n(t) - e_{n-1}(t)\| + \|r_n(t) - r_{n-1}(t)\| \]
\[\leq \theta_{n,t}\|x_n(t) - x_{n-1}(t)\| + \lambda_t\|e_n(t) - e_{n-1}(t)\| + \|r_n(t) - r_{n-1}(t)\|. \tag{3.7}\]
where $\theta_{n,t} = 1 - \lambda_t + \lambda tp_{n,t}$

$$p_{n,t} = Qt + \frac{r}{r - p} \sqrt{\beta^q_t - q\eta(-\kappa_t\alpha^q_t(1 + \frac{1}{n})^q + \zeta_t\beta^q_t) + c_q\eta^q_t\alpha^q_t(1 + \frac{1}{n})^q}$$

and $Q_t = \sqrt{1 + q\mu_t + c_q\eta^q_t}$.

Let $\theta_t = 1 - \lambda_t + \lambda tp_t$ and

$$p_t = Qt + \frac{r}{r - p} \sqrt{\beta^q_t - q\eta(-\kappa_t\alpha^q_t + \zeta_t\beta^q_t) + c_q\eta^q_t\alpha^q_t}.$$  

We have $p_{n,t} \to p_t$ and $\theta_{n,t} \to \theta_t$ as $n \to \infty$. It follows from (3.2), $0 < \lambda_t < 1$ and $\theta^*_t \in (0, 1)$ such that $\theta_{n,t} < \theta^*_t$ for all $n \geq N_0$. Therefore from (3.7), we have

$$\|x_{n+1}(t) - x_n(t)\| \leq \theta^*_t \|x_n(t) - x_{n-1}(t)\| + \lambda_t \|e_n(t) - e_{n-1}(t)\| + \|r_n(t) - r_{n-1}(t)\|, \forall n \geq 1$$

without loss of generality, we may assume that

$$\|x_{n+1}(t) - x_n(t)\| \leq \theta^*_t \|x_n(t) - x_{n-1}(t)\| + \lambda_t \|e_n(t) - e_{n-1}(t)\| + \|r_n(t) - r_{n-1}(t)\|, \forall n \geq 1.$$  

Hence for any $m > n > 0$, we have

$$\|x_{n+1}(t) - x_n(t)\| \leq \sum_{i=n}^{m-1} \|x_{i+1}(t) - x_i(t)\| + \sum_{i=n}^{m-1} \theta^*_t \|x_i(t) - x_0(t)\|$$

$$\quad + \lambda_t \sum_{i=n}^{m-1} \sum_{j=1}^{i-1} \theta^*_t \|e_j(t) - e_{j-1}(t)\| + \sum_{i=n}^{m-1} \sum_{j=1}^{i-1} \theta^*_t \|r_j(t) - r_{j-1}(t)\|, \forall n \geq 1. \quad (3.8)$$

It follows from condition (3.2) that $\|x_m(t) - x_n(t)\| \to 0$ as $n \to \infty$ and so $\{x_n(t)\}$ is a Cauchy sequence in $X$. Let $x_n(t) \to x^*(t)$ as $n \to \infty$. By the random $\mathcal{D}$-Lipschitz continuity of $T_t(\cdot)$ we have

$$\|u_{n+1}(t) - u_n(t)\| \leq (1 + \frac{1}{1 + n})\mathcal{D}(T_t(x_{n+1}(t)), T_t(x_n(t)))$$

$$\leq (1 + \frac{1}{1 + n})\lambda_t \|x_{n+1}(t) - x_n(t)\| \to 0, \text{ as } n \to \infty. \quad (3.9)$$

It follows that $\{u_n(t)\}$ is a Cauchy sequence in $X$. We can assume that $u_n(t) \to u^*(t)$. Note that $u_n(t) \in T_t(x_n(t))$ we have

$$d(u^*(t), T_t(x^*(t))) \leq \|u^*(t) - u_n(t)\| + d(u_n(t), T_t(x^*(t)))$$

$$\leq \|u^*(t) - u_n(t)\| + (1 + \frac{1}{n})\mathcal{D}(T_t(x_n(t)), T_t(x^*(t)))$$

$$\leq \|u^*(t) - u_n(t)\| + (1 + \frac{1}{n})\alpha_t \|x_n(t) - x^*(t)\| \to 0 \text{ as } n \to \infty. \quad (3.10)$$

Hence $d(u^*(t), T_t(x^*(t))) = 0$ and therefore $u^*(t) \in T_t(x^*(t)) \in X$.

By the random $\mathcal{D}$-Lipschitz continuity of $T_t(\cdot)$, Lemma 2.19 and condition (3.2) and

$$\lim_{n \to \infty} \|e_n(t)\| = \lim_{n \to \infty} \|r_n(t)\| = 0,$$
we have
\[ x^*(t) = (1 - \lambda t)x^*(t) + \lambda t[x^*(t) - h_t(x^*(t))] + P_{K_t}(g_t(x^*(t)) - \eta_t u^*(t)). \] (3.11)

By Lemma 2.19, we know that \((x^*(t), u^*(t))\) is a random solution sets of problem (2.1). This completes the proof. 
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Abstract

Wick-type stochastic coupled KdV equations are researched. By means of Hermite transformation, white noise theory and F-expansion method, three types of exact solutions for Wick-type stochastic coupled KdV equations are explicitly given. These solutions include the white noise functional solutions of Jacobi elliptic function (JEF) type, trigonometric type and hyperbolic type.
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1 Introduction

In this paper, we shall explore exact solutions for the following variable coefficients coupled KdV equations.

\[
\begin{cases}
  u_t + h_1(t)uu_x + h_2(t)vv_x + h_3(t)u_{xxx} = 0, \\
  v_x + h_4(t)uv_x + h_3(t)v_{xxx} = 0,
\end{cases}
\quad (t, x) \in \mathbb{R}_+ \times \mathbb{R}, \quad (1.1)
\]

where \( h_1(t), h_2(t), h_3(t) \) and \( h_4(t) \) are bounded measurable or integrable functions on \( \mathbb{R}_+ \). Random wave is an important subject of stochastic partial differential equations
Many authors have studied this subject. Wadati first introduced and studied the stochastic KdV equations and gave the diffusion of soliton of the KdV equation under Gaussian noise in [28, 30] and others [3–6, 23] also researched stochastic KdV-type equations. Xie first introduced Wick-type stochastic KdV equations on white noise space and showed the auto- Backlund transformation and the exact white noise functional solutions in [35]. Furthermore, Xie [36–39], Ghany et al. [12–14, 16–19] researched some Wick-type stochastic wave equations using white noise analysis.

In this paper we use F-expansion method for finding new periodic wave solutions of nonlinear evolution equations in mathematical physics, and we obtain some new periodic wave solution for coupled KdV equations. This method is more powerful and will be used in further works to establish more entirely new solutions for other kinds of nonlinear (PDEs) arising in mathematical physics. The effort in finding exact solutions to nonlinear equations is important for the understanding of most nonlinear physical phenomena. For instance, the nonlinear wave phenomena observed in fluid dynamics, plasma, and optical fibers. Many effective methods have been presented, such as variational iteration method [7, 8], tanh-function method [9, 32, 40], homotopy perturbation method [11, 27, 33], homotopy analysis method [1], tanh-coth method [29, 31, 32], exp-function method [21, 22, 34, 41, 42] , Jacobi elliptic function expansion method [10, 24–26], the F-expansion method [43–46]. The main objective of this paper is using the F-expansion method to construct white noise functional solutions for wick-type stochastic coupled KdV equations via hermite transform, wick-type product, white noise theory. If equation (1.1) is considered in a random environment, we can get stochastic coupled KdV equations. In order to give the exact solutions of stochastic coupled KdV equations, we only consider this problem in white noise environment. We shall study the following Wick-type stochastic coupled KdV equations.

\[
\begin{align*}
U_t + H_1(t) \cdot U \cdot U_x + H_2(t) \cdot V \cdot V_x + H_3(t) \cdot U_{xxx} = 0, \\
V_x + H_4(t) \cdot U \cdot V_x + H_3(t) \cdot V_{xxx} = 0,
\end{align*}
\]

(1.2)

where “\( \cdot \)” is the Wick product on the Kondratiev distribution space \((S_{-1})\) which was defined in [20], \(H_1(t), H_2(t), H_3(t)\) and \(H_4(t)\) are \((S_{-1})\)-valued functions.

## 2 Description of the F-expansion Method

In order to simultaneously obtain more periodic wave solutions expressed by various Jacobi elliptic functions to nonlinear wave equations, we introduce an F-expansion method which can be thought of as a succinctly over-all generalization of Jacobi elliptic function expansion. We briefly show what is F-expansion method and how to use it to obtain various periodic wave solutions to nonlinear wave equations. Suppose a nonlinear wave equation for \(u(t,x)\) is given by.

\[
p(u, u_t, u_x, u_{xx}, u_{xxx}, ...) = 0,
\]

(2.1)
where \( u = u(t, x) \) is an unknown function, \( p \) is a polynomial in \( u \) and its various partial derivatives in which the highest order derivatives and nonlinear terms are involved. In the following we give the main steps of a deformation F-expansion method.

**Step 1.** Look for traveling wave solution of Eq. (2.1) by taking

\[
u(t, x) = u(\xi), \xi(t, x) = kx + s \int_0^t \delta(\tau) d\tau + c, \quad (2.2)
\]

Hence, under the transformation (2.2). Eq. (2.1) can be transformed into ordinary differential equation (ODE) as following.

\[
O(u, s\delta u', ku', k^2u'', k^3u''', ...) = 0, \quad (2.3)
\]

**Step 2.** Suppose that \( u(\xi) \) can be expressed by a finite power series of \( F(\xi) \) of the form.

\[
u(t, x) = u(\xi) = \sum_{i=1}^{N} a_i F^i(\xi), \quad (2.4)
\]

where \( a_0, a_1, ..., a_N \) are constants to be determined later, while \( F'(\xi) \) in (2.4) satisfy

\[
[F'(\xi)]^2 = PF^3(\xi) + QF^2(\xi) + R, \quad (2.5)
\]

and hence holds for \( F(\xi) \)

\[
\begin{align*}
F'F'' &= 2PF^3F' + QFF', \\
F'' &= 2PF^3 + QF, \\
F''' &= 6PF^2F' + QF', \\
\ldots
\end{align*}
\]

where \( P, Q, \) and \( R \) are constants.

**Step 3.** The positive integer \( N \) can be determined by considering the homogeneous balance between the highest derivative term and the nonlinear terms appearing in (2.3). Therefore, we can get the value of \( N \) in (2.4).

**Step 4.** Substituting (2.4) into (2.3) with the condition (2.5), we obtain polynomial in \( f'(\xi)[f'(\xi)]^j \), \( i = 0 \pm 1, \pm 2, ..., j = 0, 1 \). Setting each coefficient of this polynomial to be zero yields a set of algebraic equations for \( a_0, a_1, ..., a_N, s \) and \( \delta \).

**Step 5.** Solving the algebraic equations with the aid of Maple we have \( a_0, a_1, ..., a_N, s \) and \( \delta \) can be expressed by \( P, Q \) and \( R \). Substituting these results into F-expansion (2.4), then a general form of traveling wave solution of Eq. (2.1) can be obtained.

**Step 6.** Since the general solutions of (2.4) have been well known for us Choose properly \( (P, Q \) and \( R) \) in ODE (2.5) such that the corresponding solution \( F(\xi) \) of it is one of Jacobi elliptic functions. (See Appendix A, B and C.)
3 New Exact Traveling Wave Solutions of Eq. (1.2)

Taking the Hermite transform, white noise theory, and F-expansion method to explore new exact wave solutions for Eq.(1.2). Applying Hermite transform to Eq.(1.2), we get the deterministic equations:

\[
\begin{align*}
\tilde{U}_t(t,x,z) + \tilde{H}_1(t,z)\tilde{U}_x(t,x,z) + \tilde{H}_2(t,z)\tilde{V}_x(t,x,z) + \tilde{H}_3(t,z)\tilde{V}_{xx}(t,x,z) &= 0, \\
\tilde{V}_t(t,x,z) + \tilde{H}_4(t,z)\tilde{U}_x(t,x,z) + \tilde{H}_3\tilde{V}_{xxx}(t,x,z) &= 0,
\end{align*}
\]

(3.1)

where \(z = (z_1, z_2, \ldots) \in (\mathbb{C}^N)\) is a vector parameter. To look for the travelling wave solution of Eq.(3.1), we make the transformations \(\tilde{H}_1(t,z) := h_1(t,z), \tilde{H}_2(t,z) := h_2(t,z), \tilde{H}_3(t,z) := h_3(t,z), \tilde{H}_4(t,z) := h_4(t,z)\), \(\tilde{U}(t,x,z) = u(t,x,z) = u(\xi(t,x,z))\) and \(\tilde{V}(t,x,z) = v(t,x,z) = v(\xi(t,x,z))\) with.

\[\xi(t,x,z) = kx + s \int_0^t \delta(\tau, z)d\tau + c,\]

where \(k, s\) and \(c\) are arbitrary constants which satisfy \(sk \neq 0\), \(\delta(\tau)\) is a nonzero function of the indicated variables to be determined later. So, Eq.(3.1) can be transformed into the following (ODE).

\[
\begin{align*}
s\delta u' + kh_1 uu' + kh_2 vv' + k^3 h_3 u''' &= 0, \\
s\delta v' + kh_4 uv' + k^3 h_3 v''' &= 0,
\end{align*}
\]

(3.2)

where the prime denote to the differential with respect to \(\xi\). In view of F-expansion method, the solution of Eq. (3.1), can be expressed in the form.

\[
\begin{align*}
u(t,x,z) &= u(\xi) = \sum_{i=1}^N(a_i F^i(\xi)), \\
v(t,x,z) &= v(\xi) = \sum_{i=1}^M(b_i F^i(\xi)),
\end{align*}
\]

(3.3)

where \(a_i\) and \(b_i\) are constants to be determined later. considering homogeneous balance between \(u'''\) and \(uu', vv'\) and the order of \(v'''\) and \(uv'\) in (3.2), then we can obtain \(N = M = 2\), so (3.3) can be rewritten as following.

\[
\begin{align*}
u(t,x,z) &= a_0 + a_1 F(\xi) + a_2 F^2(\xi), \\
v(t,x,z) &= b_0 + b_1 F(\xi) + b_2 F^2(\xi),
\end{align*}
\]

(3.4)

where \(a_0, a_1, a_2, b_0, b_1\) and \(b_2\) are constants to be determined later. Substituting (3.4) with the conditions (2.5),(2.6) into (3.2) and collecting all terms with the same power
of $f^i(\xi) [f'(\xi)]^j$, $(i = 0 \pm 1, \pm 2, ..., j = 0, 1)$. as following,

\[
\begin{align*}
2k[12k^2a_2Ph_3 + b_2^2h_2 + a_2^2h_1]F^3F' \\
+3k[2k^2a_1Ph_3 + a_1a_2h_1 + b_1b_2h_2]F^2F' \\
+ [2a_2s\delta + b k_1^2h_2 + 8k^3a_2Qh_3 + 2ka_0a_2h_1 + ka_1^2h_1 + 2kb_0b_2h_2]FF' \\
+ [sa_1h_3 + ka_0a_1h_1 + kb_0b_1h_2 + k^3a_1Qh_3]F' = 0,
\end{align*}
\]

(3.5)

Setting each coefficient of $f^i(\xi) [f'(\xi)]^j$ to be zero, we get a system of algebraic equations which can be expressed by:

\[
\begin{align*}
2k[12k^2a_2Ph_3 + b_2^2h_2 + a_2^2h_1] &= 0, \\
3k[2k^2a_1Ph_3 + a_1a_2h_1 + b_1b_2h_2] &= 0, \\
2a_2s\delta + b k_1^2h_2 + 8k^3a_2Qh_3 + 2ka_0a_2h_1 + ka_1^2h_1 + 2kb_0b_2h_2 &= 0, \\
sa_1h_3 + ka_0a_1h_1 + kb_0b_1h_2 + k^3a_1Qh_3 &= 0,
\end{align*}
\]

(3.6)

\[
\begin{align*}
2kb_2[12k^2Ph_3 + a_2h_4] &= 0, \\
k[6k^2b_1Ph_3 + 2a_1b_2h_4 + a_2b_1h_4] &= 0, \\
2sb_2\delta + 2ka_0b_2h_4 + ka_1b_1h_4 + 8k^3b_2Qh_3 &= 0, \\
b_1[s\delta + ka_0h_4 + k^3Qh_3] &= 0.
\end{align*}
\]

with solving by Maple to get the following coefficient.

\[
\begin{align*}
a_1 &= b_1 = 0, a_0 = \text{arbitrary constant}, \\
a_2 &= \frac{12k^2Ph_3(t,z)}{h_4(t,z)}, \\
b_2 &= \pm i\frac{12k^2Ph_3(t,z)}{h_4(t,z)} \sqrt{\frac{h_2(t,z) - h_1(t,z)}{h_2(t,z)}} = \mp i\alpha_2 \sqrt{-\frac{h_1(t,z) - h_2(t,z)}{h_2(t,z)}}, \\
b_0 &= \pm \frac{3k^2Qh_3(t,z) - a_0(2h_1(t,z) - h_2(t,z))}{\sqrt{h_2(t,z)[h_2(t,z) - h_4(t,z)]}}, \\
\delta &= \frac{-k[a_0h_4(t,z) + k^2Qh_3(t,z)]}{S}.
\end{align*}
\]

(3.7)

Substituting by coefficient (3.7) into (3.4) yields general form solutions of eq. (1.2).

\[
u(t, x, z) = a_0 - \frac{12k^2Ph_3(t, z)}{h_4(t, z)}F^2(\xi(t, x, z)),
\]

(3.8)
\[ v(t, x, z) = \pm \frac{3k^2Qh_3(t, z) + a_0(h_1(t, z) - h_4(t, z))}{\sqrt{h_2(t, z)[h_1(t, z) - h_4(t, z)]}} \]

\[ \pm \frac{12ik^2P h_3(t, z)}{h_4(t, z)} \sqrt{\frac{h_1(t, z) - h_4(t, z)}{h_2(t, z)}} F^2(\xi(t, x, z)), \]

with

\[ \xi(t, x, z) = k \left[ x - \int_0^t \left\{ a_0 h_4(\tau, z) + k^2 Qh_3(\tau, z) \right\} d\tau \right]. \]

From Appendix C, we give the special cases as following:

**Case 1.** if we take \( P = 1, Q = (2 - m^2) \) and \( R = (1 - m^2) \), we have \( F(\xi) \to cs(\xi) \),

\[ u_1(t, x, z) = a_0 - \left[ \frac{12k^2h_3(t, z)}{h_4(t, z)} \right] cs^2(\xi_1(t, x, z)), \] \( (3.10) \)

\[ v_1(t, x, z) = \pm \frac{3k^2h_3(t, z) + a_0(h_1(t, z) - h_4(t, z))}{\sqrt{h_2(t, z)[h_1(t, z) - h_4(t, z)]}} \]

\[ \pm \frac{12ik^2h_3(t, z)}{h_4(t, z)} \sqrt{\frac{h_1(t, z) - h_4(t, z)}{h_2(t, z)}} cs^2(\xi_1(t, x, z)), \] \( (3.11) \)

with

\[ \xi_1(t, x, z) = k \left[ x - \int_0^t \left\{ a_0 h_4(\tau, z) + k^2 (2 - m^2) h_3(\tau, z) \right\} d\tau \right]. \]

In the limit case when \( m \to 0 \) we have \( cs(\xi) \to \cot(\xi) \), thus (3.10),(3.11) become.

\[ u_2(t, x, z) = a_0 - \left[ \frac{12k^2h_3(t, z)}{h_4(t, z)} \right] \cot^2(\xi_2(t, x, z)), \] \( (3.12) \)

\[ v_2(t, x, z) = \pm \frac{3k^2h_3(t, z) + a_0(h_1(t, z) - h_4(t, z))}{\sqrt{h_2(t, z)[h_1(t, z) - h_4(t, z)]}} \]

\[ \pm \frac{12ik^2h_3(t, z)}{h_4(t, z)} \sqrt{\frac{h_1(t, z) - h_4(t, z)}{h_2(t, z)}} \cot^2(\xi_2(t, x, z)), \] \( (3.13) \)

with

\[ \xi_2(t, x, z) = k \left[ x - \int_0^t \left\{ a_0 h_4(\tau, z) + 2k^2 h_3(\tau, z) \right\} d\tau \right]. \]

In the limit case when \( m \to 1 \) we have \( cs(\xi) \to \csch(\xi) \), thus (3.10),(3.11) become.

\[ u_3(t, x, z) = a_0 - \left[ \frac{12k^2h_3(t, z)}{h_4(t, z)} \right] \csch^2(\xi_3(t, x, z)), \] \( (3.14) \)
\[ v_3(t, x, z) = \pm \frac{3k^2h_3(t,z)+a_0(h_1(t,z)−h_4(t,z))}{\sqrt{h_2(t,z)[h_1(t,z)−h_4(t,z)]}} \]

(3.15)

\[ \pm \frac{12k^2h_3(t,z)}{h_4(t,z)} \sqrt{\frac{h_1(t,z)−h_4(t,z)}{h_2(t,z)}} \csc^2(\xi_3(t, x, z)) \]

with

\[ \xi_3(t, x, z) = k \left[ x - \int_0^t \left\{ a_0h_4(\tau, z) + k^2h_3(\tau, z) \right\} d\tau \right]. \]

**Case 2.** if we take \( P = 1, Q = (2m^2 - 1) \) and \( R = -m^2(1 - m^2) \), then \( F(\xi) \to ds(\xi) \),

\[ u_4(t, x, z) = a_0 - \left[ \frac{12k^2h_3(t,z)}{h_4(t,z)} \right] ds^2(\xi_4(t, x, z)) \]

(3.16)

\[ v_4(t, x, z) = \pm \frac{3k^2h_3(t,z)[2m^2-1]+a_0(h_1(t,z)−h_4(t,z))}{\sqrt{h_2(t,z)[h_1(t,z)−h_4(t,z)]}} \]

(3.17)

\[ \pm \frac{12k^2h_3(t,z)}{h_4(t,z)} \sqrt{\frac{h_1(t,z)−h_4(t,z)}{h_2(t,z)}} ds^2(\xi_4(t, x, z)) \]

with

\[ \xi_4(t, x, z) = k \left[ x - \int_0^t \left\{ a_0h_4(\tau, z) + k^2(2m^2 - 1)h_3(\tau, z) \right\} d\tau \right]. \]

In the limit case when \( m \to 0 \) we have \( ds(\xi) \to \csc(\xi) \), thus (3.16),(3.17) become.

\[ u_5(t, x, z) = a_0 - \left[ \frac{12k^2h_3(t,z)}{h_4(t,z)} \right] \csc^2(\xi_5(t, x, z)) \]

(3.18)

\[ v_5(t, x, z) = \pm \frac{3k^2h_3(t,z)+a_0(h_1(t,z)−h_4(t,z))}{\sqrt{h_2(t,z)[h_1(t,z)−h_4(t,z)]}} \]

(3.19)

\[ \pm \frac{12k^2h_3(t,z)}{h_4(t,z)} \sqrt{\frac{h_1(t,z)−h_4(t,z)}{h_2(t,z)}} \csc^2(\xi_5(t, x, z)) \]

with

\[ \xi_5(t, x, z) = k \left[ x - \int_0^t \left\{ a_0h_4(\tau, z) - k^2h_3(\tau, z) \right\} d\tau \right]. \]

Remark that. In the limit case when \( m \to 1 \) we have \( ds(\xi) = \csc(\xi) \to \csc(\xi) \), thus (3.16),(3.17) become the same solutions in case 1.

**Case 3.** if we take \( P = \frac{1}{4}, Q = \frac{1-2m^2}{2} \) and \( R = \frac{1}{4} \), then \( F(\xi) \to ns(\xi) \pm cs(\xi) \),

\[ u_6(t, x, z) = a_0 - \frac{3k^2h_3(t,z)}{h_4(t,z)} \left[ \pm cs(\xi_6(t, x, z)) \right]^2 \]

(3.20)
\[ v_6(t, x, z) = \pm \frac{\left[ 3k^2 h_3(t, z) (1 - 2m^2) + 2a_0 (h_1(t, z) - h_4(t, z)) \right]}{2 \sqrt{h_2(t, z) [ h_1(t, z) - h_4(t, z) ]}} \]

\[ \pm \frac{3k^2 h_3(t, z)}{h_4(t, z)} \sqrt{\frac{h_1(t, z) - h_4(t, z)}{h_2(t, z)}} \left[ n_s(\xi_6(t, x, z)) \pm cs(\xi_6(t, x, z)) \right]^2, \tag{3.21} \]

with

\[ \xi_6(t, x, z) = k \left[ x - \frac{1}{2} \int_0^t \left\{ 2a_0 h_4(\tau, z) + k^2 (1 - 2m^2) h_3(\tau, z) \right\} d\tau \right]. \]

In the limit case when \( m \to 0 \) we have \((n_s(\xi) \pm cs(\xi)) \to (\csc(\xi) \pm \cot(\xi)), \) thus (3.22),(3.23) become.

\[ u_7(t, x, z) = a_0 - \frac{3k^2 h_3(t, z)}{h_4(t, z)} \left[ \csc(\xi_7(t, x, z)) \pm \cot(\xi_7(t, x, z)) \right]^2, \tag{3.22} \]

\[ v_7(t, x, z) = \pm \frac{3k^2 h_3(t, z)}{h_4(t, z)} \sqrt{\frac{h_1(t, z) - h_4(t, z)}{h_2(t, z)}} \left[ \csc(\xi_7(t, x, z)) \pm \cot(\xi_7(t, x, z)) \right]^2, \tag{3.23} \]

with

\[ \xi_7(t, x, z) = k \left[ x - \frac{1}{2} \int_0^t \left\{ 2a_0 h_4(\tau, z) + k^2 h_3(\tau, z) \right\} d\tau \right]. \]

In the limit case when \( m \to 1 \) we have \((n_s(\xi) \pm cs(\xi)) \to (\coth(\xi) \pm \csch(\xi)), \) thus (3.22),(3.23) become.

\[ u_8(t, x, z) = a_0 - \frac{3k^2 h_3(t, z)}{h_4(t, z)} \left[ \coth(\xi_8(t, x, z)) \pm \csch(\xi_8(t, x, z)) \right]^2, \tag{3.24} \]

\[ v_8(t, x, z) = \pm \frac{-3k^2 h_3(t, z) + 2a_0 (h_1(t, z) - h_4(t, z))}{2 \sqrt{h_2(t, z) [ h_1(t, z) - h_4(t, z) ]}} \]

\[ \pm \frac{3ik^2 h_3(t, z)}{h_4(t, z)} \sqrt{\frac{h_1(t, z) - h_4(t, z)}{h_2(t, z)}} \left[ \coth(\xi_8(t, x, z)) \pm \csch(\xi_8(t, x, z)) \right]^2, \tag{3.25} \]

with

\[ \xi_8(t, x, z) = k \left[ x - \frac{1}{2} \int_0^t \left\{ 2a_0 h_4(\tau, z) - k^2 h_3(\tau, z) \right\} d\tau \right]. \]

Remark that: there are another solutions for Eq.(1.2). These solutions come from setting different values for the coefficients \( P, Q \) and \( R \)(see Appendix C.). The above mentioned cases are just to clarify how far our technique is applicable.
4 White Noise Functional Solutions of Eq.(1.2)

In this section, we employ the results of the Section 3 by using Hermite transform to obtain exact white noise functional solutions for Wick-type stochastic coupled KdV equations (1.2). The properties of exponential and trigonometric functions yield that there exists a bounded open set $D \subset \mathbb{R}^3 \times \mathbb{R}$, $\rho < \infty$, $\lambda > 0$ such that the solution $u(t, x, z)$ of Eq.(3.1) and all its partial derivatives which are involved in Eq. (3.1) are uniformly bounded for $(t, x, z) \in D \times K_{\rho}(\lambda)$, continuous with respect to $(t, x) \in D$ for all $z \in K_{\rho}(\lambda)$ and analytic with respect to $z \in K_{\rho}(\lambda)$, for all $(t, x) \in D$. From Theorem 4.1.1 in [20], there exists $U(t, x, z) \in (\mathcal{S})_{-1}$ such that $u(t, x, z) = \bar{U}(t, x)(z)$ for all $(t, x, z) \in D \times K_{\rho}(\lambda)$ and $U(t, x)$ solves Eq.(1.2) in $(\mathcal{S})_{-1}$. Hence, by applying the inverse Hermite transform to the results of Section 3, we get New exact white noise functional solutions of Eq.(1.2) as follows:

- New Wick-type stochastic solutions of (JEF):

\[
U_1(t, x) = a_0 - \left[ \frac{12k^2H_3(t)}{H_4(t)} \right] \cdot \cos^2(\Xi_1(t, x)),
\]

\[
V_1(t, x) = \pm \frac{\left| 3k^2H_3(t)(2-m^2)+a_0(H_1(t)-H_4(t)) \right|}{\sqrt{H_2(t)}} \cdot \frac{H_1(t)-H_4(t)}{H_2(t)} \cdot \cos^2(\Xi_1(t, x)),
\]

\[
U_2(t, x) = a_0 - \left[ \frac{12k^2H_3(t)}{H_4(t)} \right] \cdot \cos^2(\Xi_2(t, x)),
\]

\[
V_2(t, x) = \pm \frac{\left| 3k^2H_3(t)(2m^2-1)+a_0(H_1(t)-H_4(t)) \right|}{\sqrt{H_2(t)}} \cdot \frac{H_1(t)-H_4(t)}{H_2(t)} \cdot \cos^2(\Xi_2(t, x)),
\]

\[
U_3(t, x) = a_0 - \frac{3k^2H_3(t)}{H_4(t)} \cdot \left[ n_s(\Xi_3(t, x)) \pm \cos(\Xi_3(t, x)) \right]^2,
\]

\[
V_3(t, x) = \pm \frac{\left| 3k^2H_3(t)(1-2m^2)+2a_0(H_1(t)-H_4(t)) \right|}{2\sqrt{H_2(t)}} \cdot \frac{H_1(t)-H_4(t)}{H_2(t)} \cdot \left[ n_s(\Xi_3(t, x)) \pm \cos(\Xi_3(t, x)) \right]^2,
\]
with

\[ \Xi_1(t, x) = k \left[ x - \int_0^t \left\{ a_0 H_4(\tau) + k^2(2 - m^2)H_3(\tau) \right\} d\tau \right], \]

\[ \Xi_2(t, x) = k \left[ x - \int_0^t \left\{ a_0 H_4(\tau) + k^2(2m^2 - 1)H_3(\tau) \right\} d\tau \right], \]

\[ \Xi_3(t, x) = k \left[ x - \frac{1}{2} \int_0^t \left\{ 2a_0 H_4(\tau) + k^2(1 - 2m^2)H_3(\tau) \right\} d\tau \right]. \]

- New Wick-type stochastic solutions of trigonometric functions:

\[ U_4(t, x) = a_0 - \frac{12k^2 H_3(t)}{H_4(t)} \circ \cot^{\circ 2}(\Xi_4(t, x)), \quad (4.7) \]

\[ V_4(t, x) = \pm \frac{12k^2 H_3(t)}{H_4(t)} \circ \sqrt{\frac{H_1(t) - H_4(t)}{H_2(t)}} \circ \cot^{\circ 2}(\Xi_4(t, x)), \quad (4.8) \]

\[ U_5(t, x) = a_0 - \left( \frac{12k^2 H_3(t)}{H_4(t)} \right) \circ \csc^{\circ 2}(\Xi_5(t, x)), \quad (4.9) \]

\[ V_5(t, x) = \pm \frac{3k^2 H_3(t) + a_0(H_1(t) - H_4(t))}{\sqrt{H_2(t)H_4(t)}} \pm \frac{12k^2 H_3(t)}{H_4(t)} \circ \csc^{\circ 2}(\Xi_5(t, x)), \quad (4.10) \]

\[ U_6(t, x) = a_0 - \frac{3k^2 H_3(t)}{H_4(t)} \circ \left[ \csc^{\circ}(\Xi_6(t, x)) \pm \cot^{\circ}(\Xi_6(t, x)) \right]^{\circ 2}, \quad (4.11) \]

\[ V_6(t, x) = \pm \frac{3k^2 H_3(t) + 2a_0(H_1(t) - H_4(t))}{2\sqrt{H_2(t)H_4(t)}} \pm \frac{3k^2 H_3(t)}{H_4(t)} \circ \sqrt{\frac{H_1(t) - H_4(t)}{H_2(t)}} \circ \left[ \csc^{\circ}(\Xi_6(t, x)) \pm \cot^{\circ}(\Xi_6(t, x)) \right]^{\circ 2}, \quad (4.12) \]
with
\[
\Xi_4(t, x) = k \left[ x - \int_0^t \left\{ a_0 H_4(\tau) + 2k^2 H_3(\tau) \right\} \, d\tau \right],
\]
\[
\Xi_5(t, x) = k \left[ x - \int_0^t \left\{ a_0 H_4(\tau) - k^2 H_3(\tau) \right\} \, d\tau \right],
\]
\[
\Xi_6(t, x) = k \left[ x - \frac{1}{2} \int_0^t \left\{ 2a_0 H_4(\tau) + k^2 H_3(\tau) \right\} \, d\tau \right].
\]

- New Wick-type stochastic solutions of hyperbolic functions:

\[
U_7(t, x) = a_0 - \frac{12k^2 H_3}{H_4} \odot \cosh^2(\Xi_7(t, x)),
\]

\[
V_7(t, x) = \pm \frac{\left| 3k^2 H_3(t) + a_0 (H_4(t) - H_3(t)) \right|}{\sqrt{H_2(t) - H_3(t)}} \pm \frac{12ik^2 H_3(t)}{H_4(t)} \odot \sqrt{H_1(t) - H_3(t)} \odot \cosh^2(\Xi_7(t, x)),
\]

\[
U_8(t, x) = a_0 - \frac{3k^2 H_3(t)}{H_4(t)} \odot \left[ \coth(\Xi_8(t, x)) \pm \cosh(\Xi_8(t, x)) \right]^2,
\]

\[
V_8(t, x) = \pm \frac{\left| -3k^2 H_3(t) + 2a_0 (H_4(t) - H_3(t)) \right|}{2\sqrt{H_2(t) - H_3(t)}} \pm \frac{3ik^2 H_3(t)}{H_4(t)} \odot \sqrt{H_1(t) - H_3(t)} \odot \left[ \coth(\Xi_8(t, x)) \pm \cosh(\Xi_8(t, x)) \right]^2,
\]

with
\[
\Xi_7(t, x) = k \left[ x - \int_0^t \left\{ a_0 H_4(\tau) + k^2 H_3(\tau) \right\} \, d\tau \right],
\]
\[
\Xi_8(t, x) = k \left[ x - \frac{1}{2} \int_0^t \left\{ 2a_0 H_4(\tau) + k^2 H_3(\tau) \right\} \, d\tau \right].
\]

We observe that. For different forms of \( H_1, H_2, H_3 \) and \( H_4 \), we can get different exact white noise functional solutions of Eq.(1.2) from Eqs.(4.1)-(4.16).
5 Example

It is well known that Wick version of function is usually difficult to evaluate. So, in this section, we give non-Wick version of solutions of Eq.(1.2). Let $W_t = \dot{B}_t$ be the Gaussian white noise, where $B_t$ is the Brownian motion. We have the Hermite transform $\tilde{W}_t(z) = \sum_{i=1}^{\infty} z_i \int_0^t \eta_i(s) ds$ [20]. Since $\exp(\dot{B}_t) = \exp(B_t - \frac{t^2}{2})$, we have $\sin(B_t - \frac{t^2}{2})$, $\cos(B_t - \frac{t^2}{2})$, $\cot(B_t - \frac{t^2}{2})$, $\csc(B_t - \frac{t^2}{2})$, $\coth(B_t - \frac{t^2}{2})$, $\csch(B_t - \frac{t^2}{2})$ and $\text{csch}(B_t - \frac{t^2}{2})$. Suppose that $H_1(t) = H_2(t) = \lambda_1 H_3(t), H_3(t) = \lambda_2 H_4(t)$ and $H_4(t) = \Gamma(t) + \lambda_3 W_t$ where $\lambda_1, \lambda_2$ and $\lambda_3$ are arbitrary constants and $\Gamma(t)$ is integrable or bounded measurable function on $\mathbb{R}_+$. Therefore, for $H_1(t)H_2(t)H_3(t)H_4(t) \neq 0$. thus exact white noise functional solutions of Eq.(1.2) are as follows:

$$U_9(t, x) = 3k^2 \left\{ \frac{a_0}{3k^2} - 4\lambda_2 \cot^2(\Phi_1(t, x)) \right\}, \quad (5.1)$$

$$V_9(t, x) = \pm 6k^2 \lambda_2 \left\{ \frac{1 + \frac{a_0}{5k^2} - \lambda_2}{\sqrt{\lambda_1 \lambda_2}} + 2i \sqrt{\frac{1}{\lambda_1 \lambda_2} \cot^2(\Phi_1(t, x))} \right\}, \quad (5.2)$$

$$U_{10}(t, x) = 3k^2 \left\{ \frac{a_0}{3k^2} - 4\lambda_2 \csc^2(\Phi_2(t, x)) \right\}, \quad (5.3)$$

$$V_{10}(t, x) = \pm 3k^2 \lambda_2 \left\{ \frac{1 + \frac{a_0}{5k^2} - \lambda_2}{\sqrt{\lambda_1 \lambda_2}} + 4i \sqrt{\frac{1}{\lambda_1 \lambda_2} \csc^2(\Phi_2(t, x))} \right\}, \quad (5.4)$$

$$U_{11}(t, x) = a_0 - 3k^2 \lambda_2 \left[ \csc(\Xi(t, x)) \pm \cot(\Phi_3(t, x)) \right]^2, \quad (5.5)$$

$$V_{11}(t, x) = \pm 3k^2 \lambda_2 \left\{ \frac{1 + \frac{a_0}{5k^2} - \lambda_2}{2\sqrt{\lambda_1 \lambda_2}} + i \sqrt{\frac{1}{\lambda_1 \lambda_2} \left[ \csc(\Phi(t, x)) \pm \cot(\Phi_3(t, x)) \right]^2} \right\}, \quad (5.6)$$
\[ U_{12}(t, x) = a_0 - 12k^2 \lambda_2 \cosh^2(\Phi_4(t, x)), \quad (5.7) \]

\[ V_{12}(t, x) = \pm 3k^2 \lambda_2 \left\{ \frac{1 + \frac{a_0}{3k^2 \lambda_2(\lambda_1 \lambda_2 - 1)}}{\sqrt{\lambda_1 \lambda_2(\lambda_1 \lambda_2 - 1)}} + \frac{4i}{\sqrt{\lambda_1 \lambda_2}} \cosh^2(\Phi_4(t, x)) \right\}, \quad (5.8) \]

\[ U_{13}(t, x) = a_0 - 3k^2 \lambda_2 \left[ \coth(\Phi_5(t, x)) \pm \cosh(\Phi_5(t, x)) \right]^2, \quad (5.9) \]

\[ V_{13}(t, x) = \pm 3k^2 \lambda_2 \left\{ \frac{\frac{2a_0}{3k^2 \lambda_2(\lambda_1 \lambda_2 - 1)} - 1}{2\sqrt{\lambda_1 \lambda_2(\lambda_1 \lambda_2 - 1)}} + \frac{3i}{\sqrt{\lambda_1 \lambda_2}} \left[ \coth(\Phi_5(t, x)) \pm \cosh(\Phi_5(t, x)) \right]^2 \right\}, \quad (5.10) \]

with

\[ \Phi_1(t, x) = k \left[ x - (a_0 + 2k^2 \lambda_2) \left\{ \int_0^t \Gamma(\tau)d\tau + \lambda_3[B_1 - \frac{t^2}{2}] \right\} \right], \]

\[ \Phi_2(t, x) = k \left[ x - (a_0 - k^2 \lambda_2) \left\{ \int_0^t \Gamma(\tau)d\tau + \lambda_3[B_1 - \frac{t^2}{2}] \right\} \right], \]

\[ \Phi_3(t, x) = k \left[ x - \frac{(2a_0 + k^2 \lambda_2)}{2} \left\{ \int_0^t \Gamma(\tau)d\tau + \lambda_3[B_1 - \frac{t^2}{2}] \right\} \right], \]

\[ \Phi_4(t, x) = k \left[ x - (a_0 + k^2 \lambda_2) \left\{ \int_0^t \Gamma(\tau)d\tau + \lambda_3[B_1 - \frac{t^2}{2}] \right\} \right] \]

and

\[ \Phi_5(t, x) = k \left[ x - \frac{(2a_0 - k^2 \lambda_2)}{2} \left\{ \int_0^t \Gamma(\tau)d\tau + \lambda_3[B_1 - \frac{t^2}{2}] \right\} \right]. \]
6 Conclusion

We have discussed the solutions of stochastic (PDEs) driven by Gaussian white noise. There is a unitary mapping between the Gaussian white noise space and the Poisson white noise space. This connection was given by Benth and Gjerde [2]. We can see in the section 4.9 [20] clearly. Hence, by the aid of the connection, we can derive some stochastic exact soliton solutions if the coefficients , and are Poisson white noise functions in Eq. (1.2). In this paper, using Hermite transformation, white noise theory and F-expansion method, we study the white noise solutions of the Wick-type stochastic coupled KdV equations. This paper shows that the F-expansion method is sufficient to solve the stochastic nonlinear equations in mathematical physics. The method which we have proposed in this paper is powerful, direct and computerized method, which allows us to do complicated and tedious algebraic calculation. It is shown that the algorithm can be also applied to other NLPDEs in mathematical physics such as modified Hirota-Satsuma coupled KdV, (2+1)-dimensional coupled KdV, KdV-Burgers, Schamel KdV, modified KdV Burgers, Sawada-Kotera, Zhiber-Shabat equations and Benjamin-Bona-Mahony equations. Since the equation (1.2) has other solutions if select other values of $P, Q$ and $R$ (see Appendix A, B and C). So there are many other of exact solutions for wick-type stochastic coupled KdV equations.

Appendix A.
the jacob elliptic functions degenerate into trigonometric functions when $m \rightarrow 0$.

$$sn \xi \rightarrow \sin \xi, cn \xi \rightarrow \cos \xi, dn \xi \rightarrow 1, sc \xi \rightarrow \tan \xi, sd \xi \rightarrow \sin \xi, cd \xi \rightarrow \cos \xi,$$

$$ns \xi \rightarrow \csc \xi, nc \xi \rightarrow \sec \xi, nd \xi \rightarrow 1, cs \xi \rightarrow \cot \xi, ds \xi \rightarrow \csc \xi, dc \xi \rightarrow \sec \xi.$$ 

Appendix B.
The jacob elliptic functions degenerate into hyperbolic functions when $m \rightarrow 1$.

$$sn \xi \rightarrow \tan \xi, cn \xi \rightarrow \sech \xi, dn \xi \rightarrow \sech \xi, sc \xi \rightarrow \sinh \xi, sd \xi \rightarrow \sinh \xi, cd \xi \rightarrow 1,$$

$$ns \xi \rightarrow \coth \xi, nc \xi \rightarrow \cosh \xi, nd \xi \rightarrow \cosh, cs \xi \rightarrow \csch \xi, ds \xi \rightarrow \csch \xi, dc \xi \rightarrow 1.$$ 

Appendix C. The ODE and Jacobi Elliptic Functions
Relation between values of $(P, Q, R)$ and corresponding $F(\xi)$ in ODE

$$(F')^2(\xi) = PF^4(\xi) + QF^2(\xi) + R,$$
<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$m^2$</td>
<td>$-1 - m^2$</td>
<td>1</td>
<td>$\text{sn}\xi, \text{cd}\xi = \frac{\text{cn}\xi}{\text{dn}\xi}$</td>
</tr>
<tr>
<td>$-m^2$</td>
<td>$2m^2 - 1$</td>
<td>$1 - m^2$</td>
<td>$\text{cn}\xi$</td>
</tr>
<tr>
<td>$-1$</td>
<td>$2 - m^2$</td>
<td>$m^2 - 1$</td>
<td>$\text{dn}\xi$</td>
</tr>
<tr>
<td>1</td>
<td>$-1 - m^2$</td>
<td>$m^2$</td>
<td>$\text{ns}\xi = \frac{1}{\text{sn}\xi}, \text{dc}\xi = \frac{\text{dn}\xi}{\text{cn}\xi}$</td>
</tr>
<tr>
<td>$1 - m^2$</td>
<td>$2m^2 - 1$</td>
<td>$-m^2$</td>
<td>$\text{nc}\xi = \frac{1}{\text{cn}\xi}$</td>
</tr>
<tr>
<td>$m^2 - 1$</td>
<td>$2 - m^2$</td>
<td>$-1$</td>
<td>$\text{nd}\xi = \frac{1}{\text{dn}\xi}$</td>
</tr>
<tr>
<td>$1 - m^2$</td>
<td>$2 - m^2$</td>
<td>1</td>
<td>$\text{sc}\xi = \frac{\text{sn}\xi}{\text{cn}\xi}$</td>
</tr>
<tr>
<td>$-m^2(1 - m^2)$</td>
<td>$2m^2 - 1$</td>
<td>1</td>
<td>$\text{sd}\xi = \frac{\text{sn}\xi}{\text{dn}\xi}$</td>
</tr>
<tr>
<td>1</td>
<td>$2 - m^2$</td>
<td>$1 - m^2$</td>
<td>$\text{cs}\xi = \frac{\text{cn}\xi}{\text{sn}\xi}$</td>
</tr>
<tr>
<td>$\frac{m^4}{4}$</td>
<td>$\frac{m^2 - 2}{2}$</td>
<td>$\frac{1}{4}$</td>
<td>$\frac{\text{sn}\xi}{\pm \text{dn}\xi}, \frac{\text{cn}\xi}{\sqrt{1 - m^2\pm \text{dn}\xi}}$</td>
</tr>
<tr>
<td>$\frac{m^2}{4}$</td>
<td>$\frac{m^2 - 2}{2}$</td>
<td>$\frac{m^2}{4}$</td>
<td>$\frac{\text{dn}\xi}{\pm \text{sn}\xi}, \frac{\text{sn}\xi}{\pm \text{cn}\xi}$</td>
</tr>
<tr>
<td>$\frac{1}{4}$</td>
<td>$\frac{1 - 2m^2}{2}$</td>
<td>$\frac{1}{4}$</td>
<td>$\frac{\text{sn}\xi}{\pm \text{cs}\xi}, \frac{\text{dn}\xi}{\pm \text{sc}\xi}, \frac{\text{sn}\xi}{\pm \text{cn}\xi}$</td>
</tr>
<tr>
<td>$\frac{m^2 - 1}{4}$</td>
<td>$\frac{m^2 + 1}{2}$</td>
<td>$\frac{m^2 - 1}{4}$</td>
<td>$\frac{\text{dn}\xi}{\pm \text{sn}\xi}$</td>
</tr>
<tr>
<td>$\frac{1 - m^2}{4}$</td>
<td>$\frac{m^2 + 1}{2}$</td>
<td>$\frac{1 - m^2}{4}$</td>
<td>$\text{nc}\xi = \pm \text{isc}\xi, \frac{\text{cn}\xi}{\pm \text{sn}\xi}$</td>
</tr>
<tr>
<td>$\frac{-1}{4}$</td>
<td>$\frac{m^2 + 1}{2}$</td>
<td>$\frac{-(1 - m^2)^2}{4}$</td>
<td>$\text{mnc}\xi = \pm \text{dn}\xi$</td>
</tr>
<tr>
<td>$\frac{1}{4}$</td>
<td>$\frac{m^2 - 2}{2}$</td>
<td>$\frac{m^2}{4}$</td>
<td>$\text{ns}\xi = \pm \text{ds}\xi$</td>
</tr>
</tbody>
</table>
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A NOTE ON \( n \)-BANACH LATTICES

BİRSEN SAĞIR\(^1\) AND NIHAN GÜNÖR\(^2\)

Abstract. In this paper we describe \( n \)-Banach lattices by Riesz space equipped with \( n \)-norm. We consider spaces of regular operators and order bounded operators between \( n \)-Banach lattices and Banach lattices, we generate norm on these space by the aid of \( n \)-norm. Then we investigate properties of operators on these space with generated norm.

1. Introduction

Riesz spaces, also called vector lattices, K-lineals which were first considered by F. Riesz, L. Kantorovic, and H. Freudenthal in the middle of nineteen thirties. L. Kantorovic and his school first recognized the importance of studying vector lattices in connection with Banach’s theory of normed vector spaces; they investigated normed vector lattices as well as order-related linear operators between such vector lattices. In the middle seventies the research on this subject was essentially influenced by H.H. Schaefer. H. H. Schaefer present the theory of Banach lattices and positive operators as an inseparable part of the general Banach space and operator theory. In particular, deep results of the general theory and classical analysis were used to prove related properties in case of general Banach lattices. More recently other important study concerning this subject appeared CD. Aliprantis and O. Burkinshaw.

Let a real vector space \( X \) be an ordered vector space equipped with an order relation \( \preceq \). A vector \( x \) in an ordered vector space \( X \) is called positive whenever \( 0 \preceq x \) holds. The set of all positive vectors denoted by \( X^+ \). An operator is a map between two vector space. An operator \( T : X \to Y \) between two ordered vector space is called positive if \( 0 \preceq T(x) \) for all \( x \in X \). A Riesz space is an ordered vector space \( X \) with property that for each pair vectors \( x, y \in X \) the supremum and the infimum of the set \( \{x, y\} \) both exists in \( X \). For any vector \( x \) in a Riesz space \( X \), define \( x^+ := x \lor 0 = \sup \{x, 0\} \), \( x^- := x \land 0 = \sup \{-x, 0\} \), \( |x| := \sup \{x, -x\} \). If \( T : X \to Y \) be an linear operator between two Riesz spaces such that \( \sup \{|Ty| : |y| \preceq x\} \) exists in \( Y \) for each \( x \in X^+ \), then the modulus of \( T \) exists and \( |T_x| = \sup \{|Ty| : |y| \preceq x\} \) for each \( x \in X^+ \). Also \( |T(x)| \preceq |T|(|x|) \) holds for all \( x \in X \). A subset \( A \) of a Riesz space is said to be bounded above (bounded below) whenever there exists some \( x \) satisfying \( y \preceq x \) (\( x \preceq y \)) for all \( y \in A \). A subset in a Riesz space is called order bounded if it is bounded both above and below. A Riesz space is called Dedekind complete whenever every nonempty bounded above subset has supremum (whenever every nonempty bounded below subset has infimum). An linear operator \( T : X \to Y \) between two Riesz spaces is
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said to be regular if it can be written as a difference of two positive operators. The vector space of all regular operators form \( X \) denoted by \( L_r(X, Y) \). Of course this is equivalent to saying there exists a positive operator \( S : X \to Y \) satisfying \( T = S - S \). An linear operator \( T : X \to Y \) between two Riesz spaces is said to be order bounded if it maps an order bounded subsets of \( X \) to order bounded subsets of \( Y \). The vector space of all order bounded operators from \( X \) to \( Y \) denoted by \( L_b(X, Y) \). Every positive operator is order bounded. Therefore every regular operator is also order bounded. Hence \( L_r(X, Y) \subseteq L_b(X, Y) \). A norm \( \| \cdot \| \) on a Riesz space is said to be a lattice norm whenever \( |x| \leq |y| \) implies \( \|x\| \leq \|y\| \). For more detailed, it can be looked \([1, 2, 6, 7]\).

2. Operators on \( \nu \)-Banach Lattices

Firstly, we will give the some required definitions. The notion of \( \nu \)-normed space as well as its properties was introduced by S. Gähler in \([4]\) as a generalization of the normed space.

Let \( X \) be a real linear space. A function \( \| \cdot , \ldots , \| : X^n \to \mathbb{R} \) is called a \( \nu \)-norm on \( X^n \) if it satisfies following conditions, for all \( \alpha \in \mathbb{R} \) and \( x_1, x_2, \ldots, x_n, y \in X \):

i) \( \|x_1, x_2, \ldots, x_n\| = 0 \Leftrightarrow x_1, x_2, \ldots, x_n \) are linearly dependent

ii) \( \|\alpha x_1, x_2, \ldots, x_n\| = |\alpha| \|x_1, x_2, \ldots, x_n\| \)

iii) \( \|x_1 + y, x_2, \ldots, x_n\| \leq \|x_1, x_2, \ldots, x_n\| + \|y, x_2, \ldots, x_n\| \)

Then the pair \((X, \| \cdot , \ldots , \|)\) is called \( \nu \)-normed space.

A sequence \( \{x_k\} \) of \( \nu \)-normed space \( X \) is said to be convergent if there exists an element \( x \in X \) such that

\[
\lim_{k \to \infty} \|x_k - x, z_1, \ldots, z_{n-1}\| = 0
\]

for all \( z_1, \ldots, z_{n-1} \in X \) \([5]\).

Let \((X, \| \cdot , \ldots , \|)\) and \((Y, \| \cdot , \ldots , \|)\) be \( \nu \)-normed spaces. For an operator \( T : (X, \| \cdot , \ldots , \|) \to (Y, \| \cdot , \ldots , \|) \), define \([\cdot , \ldots , \cdot]_{\nu}\) by

\[
[T]_{\nu} := \sup \left\{ \frac{\|T(x_1), T(x_2), \ldots, T(x_n)\|}{\|x_1, x_2, \ldots, x_n\|} : \|x_1, x_2, \ldots, x_n\| \neq 0 \right\}.
\]

But, this natural definition of \([\cdot , \ldots , \cdot]_{\nu}\) is not a norm \([8]\). For this reason, we need to take \( Y \) as normed space.

Let \( X \) be \( \nu \)-normed space and \( Y \) be normed space. An operator \( T : X^n \to Y \) be a \( \nu \)-linear operator on \( X \) if \( T \) is linear in each of variable. An \( \nu \)-linear operator is bounded if there exists a constant \( k > 0 \) such that,

\[
\|T(x_1, x_2, \ldots, x_n)\| \leq k \|x_1, x_2, \ldots, x_n\|
\]

for all \((x_1, x_2, \ldots, x_n) \in X^n\). If \( T \) is a bounded \( \nu \)-linear operator, then the \( \nu \)-operator norm defined by

\[
|||T||| := \sup \{ \|T(x_1, x_2, \ldots, x_n)\| : \|x_1, x_2, \ldots, x_n\| \leq 1 \}
\]

and the space of all bounded \( \nu \)-linear operators from \( X^n \) to \( Y \) denoted by \( L(X^n, Y) \). If \( Y \) is a Banach space, then \( L(X^n, Y) \) is a Banach space with \( \nu \)-operator norm. Also it’s known that when \( T : X^n \to Y \) is a \( \nu \)-linear operator, \( T \) is bounded if and only if \( T \) is continuous \([8]\).
Let $X$ be a Riesz space. The cartesian product $X^n$ is a Riesz space under the ordering
\[ x = (x_1, x_2, ..., x_n) \preceq z = (z_1, z_2, ..., z_n) \iff x_i \preceq z_i \]
holds in $X$ for each $i = 1, 2, ..., n$. If $x = (x_1, x_2, ..., x_n)$ and $z = (z_1, z_2, ..., z_n)$ are vectors of $X^n$, then
\[ x \vee y = (x_1 \vee z_1, x_2 \vee z_2, ..., x_n \vee z_n) \quad \text{and} \quad x \wedge y = (x_1 \wedge z_1, x_2 \wedge z_2, ..., x_n \wedge z_n) \]
[2]. Hence we can see for all $x = (x_1, x_2, ..., x_n) \in X^n$. Also, it’s clearly that
\[ x^+ = (x_1^+, x_2^+, ..., x_n^+) \quad \text{and} \quad x^- = (x_1^-, x_2^-, ..., x_n^-). \]

We demonstrate the space of positive vectors $x^+ = (x_1^+, x_2^+, ..., x_n^+)$ by $X^n^+$. Through this paper $X^n$ will be equipped with this ordering.

In [2, 10], the space of regular operators and order bounded operators between Banach lattices is defined and equipped with regular norm and bound norm, respectively. Also some properties of these operators are showed. In this study, we define $n$-Banach lattice with the aid of Riesz space equipped with $n$-norm and then we generalize some of these properties by using $n$-normed.

**Definition 1.** Let $X$ be a Riesz space. A $n$-norm $\|\cdot, \ldots, \cdot\|$ on $X$ is said to be a $n$-lattices norm whenever $|x| \leq |y|$ implies $\|x, z_1, ..., z_{n-1}\| \leq \|y, z_1, ..., z_{n-1}\|$ for all $z_1, ..., z_{n-1} \in X$. When $X$ equipped with a $n$-lattice norm, it’s defined as a $n$-normed Riesz space. If $n$-normed Riesz space $X$ is complete, then it’s called as $n$-Banach lattice.

Since $|x| \leq \|x\|$ and $\|x\| \leq |x|$ for all $x$ element of $n$-normed Riesz space $X$, we can see easily that the following equality
\[ \|x, z_1, ..., z_{n-1}\| = \|(x, z_1, ..., z_{n-1})\| \]
for all $z_1, ..., z_{n-1} \in X$. Also $\|x^+ - y^+, z_1, ..., z_{n-1}\| \leq \|x - y, z_1, ..., z_{n-1}\|$ and $\|(x - y, z_1, ..., z_{n-1})\| \leq \|x - y, z_1, ..., z_{n-1}\| \|$ for all $z_1, ..., z_{n-1} \in X$.

It’s known that the space $l_p$ with $1 \leq p < \infty$ is $n$-normed space with
\[ \|x_1, x_2, ..., x_n\|_p := \left[ \frac{1}{n!} \sum_{j_1} \cdots \sum_{j_n} \det (x_{ij_k}) \right]^{\frac{1}{p}} \]
, $i = 1, ..., n$ [5]. If $l_p$ equipped with an order relation $\preceq$ such that $|x| \preceq |y| \iff |x_k| \preceq |y_k|$ whenever $x = (x_k)$, $y = (y_k)$ for all $k \in \mathbb{N}$, then $l_p$ is a Riesz space according to this relation and $\|., \|_p$ is a $n$-lattice norm. So $(l_p, \|., \|_p)$ is an example of $n$-normed Riesz space.

The following lemma will used in the proof of the future theorem. We prove the theorem by using the method which is well-known as in [3, 9].

**Lemma 1.** $n$-normed space $X$ is a $n$-Banach space if and only if every convergent series is absolutely convergent.
Proof. Firstly, let $X$ be a $n$-Banach space. Assume that \( \sum_{k=1}^{\infty} \|x_k, z_1, \ldots, z_{n-1}\| \) is convergent for all $z_1, \ldots, z_{n-1} \in X$. From convergent principle of real series \( \sum_{k=m+1}^{\infty} \|x_k, z_1, \ldots, z_{n-1}\| \to 0 \) $(m \to \infty)$. If we take $S_m = \sum_{k=1}^{m} x_k$, then

\[
\|S_l - S_m, z_1, \ldots, z_{n-1}\| = \|x_{m+1} + x_{m+2} + \ldots + x_l, z_1, \ldots, z_{n-1}\| \\
\leq \|x_{m+1}, z_1, \ldots, z_{n-1}\| + \|x_{m+2}, z_1, \ldots, z_{n-1}\| + \ldots + \|x_l, z_1, \ldots, z_{n-1}\| \\
\leq \sum_{k=m+1}^{l} \|x_k, z_1, \ldots, z_{n-1}\|.
\]

So that $\|S_l - S_m, z_1, \ldots, z_{n-1}\| \to 0$ $(m, l \to \infty)$ and then we see that $(S_m)$ is a Cauchy sequence. Since $X$ is $n$-Banach space, $\sum x_k$ is convergent.

For the converse, every convergent series is absolutely convergent. Let $\{x_k\}$ be a Cauchy sequence of $X$, so $\|x_k - x_m, z_1, \ldots, z_{n-1}\| \to 0$ $(k, m \to \infty)$. Then there exists strictly increasing sequence $\{k_m\}$ of natural numbers such that

\[
\|x_{k_{m+1}} - x_{k_m}, z_1, \ldots, z_{n-1}\| < \frac{1}{2^m}
\]

for all $m \in \mathbb{N}$. Hence we obtain $\sum_{m=1}^{\infty} \|x_{k_{m+1}} - x_{k_m}, z_1, \ldots, z_{n-1}\| < \infty$, then $\sum_{k=1}^{\infty} (x_{k_{m+1}} - x_{k_m})$ is convergent from the hypothesis. If we take $T_v = \sum_{m=1}^{v} (x_{k_{m+1}} - x_{k_m})$, then $\lim_{v \to \infty} T_v = \lim_{v \to \infty} (x_{k_{v+1}} - x_k)$ exists and so the subsequence $\{x_{k_{v+1}}\}$ is convergent. Therefore $\{x_k\}$ is convergent and hence the proof is completed.

Theorem 1. Let $X$ be $n$-Banach lattice and $Y$ be normed Riesz space. If $T : X^n \to Y$ is positive surjective $n$-linear operator, then it's continuous.

Proof. It's known that if $T : X^n \to Y$ is $n$-linear operator, then boundedness and continuity are equivalent [8]. Assume that $T$ is not bounded. Then there exists a sequence $\{x_k\}$ of $X$ such that $\|x_k, z_1, \ldots, z_{n-1}\| = 1$ and $\|T(x_k, z_1, \ldots, z_{n-1})\| \geq k^3$ for all $k \in \mathbb{N}$ and $z_1, \ldots, z_{n-1} \in X$. Since $T$ is positive operator, we can write

\[
|T(x_k, z_1, \ldots, z_{n-1})| \leq T(|x_k|, |z_1|, \ldots, |z_{n-1}|) = T(|x_k|, |z_1|, \ldots, |z_{n-1}|).
\]

Hence we find,

\[
\|T(|x_k|, |z_1|, \ldots, |z_{n-1}|)\| \geq \|T(x_k, z_1, \ldots, z_{n-1})\| = \|T(x_k, z_1, \ldots, z_{n-1})\| \geq k^3.
\]

If we consider that $\|x_k, z_1, \ldots, z_{n-1}\| = \|x_k|, z_1, \ldots, z_{n-1}\|$ and $y_k = |x_k|$, then there is a sequence $\{y_k\}$ such that

\[
\|T(y_k, |z_1|, \ldots, |z_{n-1}|)\| \geq k^3.
\]

with $\|y_k, z_1, \ldots, z_{n-1}\| = 1$ and $0 \leq y_k$ for every $k \in \mathbb{N}$.

Since $\sum_{k=1}^{\infty} \|y_k, z_1, \ldots, z_{n-1}\| < \infty$ and $X$ is a $n$-Banach space, then the series $\sum_{k=1}^{\infty} \frac{y_k}{k^2}$ is $n$-norm convergent in $X$. If we say that $y = \sum_{k=1}^{\infty} \frac{y_k}{k^2}$, then it's obvious that
0 ≤ \frac{m}{k^2} ≤ y \text{ holds for every } k ∈ \mathbb{N}. \text{ Hence, from the inequality (2.1) we obtain}

\[ k ≤ \left\| T \left( \frac{m}{k^2}, \ldots, \frac{m}{k^2} \right) \right\| ≤ \left\| T (y, \ldots, y) \right\| < \infty \]

for all \( k \in \mathbb{N} \), but it’s a contradiction. Therefore \( T \) must be bounded, so \( T \) is continuous. \( \square \)

When \( X \) and \( Y \) be normed Riesz space, the definition of regular norm \( |||T|||_r \) is given in [1, 2]. Now we will generate \( n \)-regular norm by using \( n \)-norm.

**Definition 2.** Let \( X \) be \( n \)-Banach lattice and \( Y \) be Banach lattice. If \( T : X^n \to Y \) be a \( n \)-linear operator with modulus, then the \( n \)-regular norm \( |||T|||_r \) is defined by

\[ |||T|||_r = |||T||| := \sup \{ ||| T(x_1, x_2, \ldots, x_n) ||| : ||| x_1, x_2, \ldots, x_n ||| ≤ 1 \} \]

for all \( x_1, x_2, \ldots, x_n \in X \).

Also we can give equivalent definition of \( n \)-regular norm as

\[ |||T|||_r := \inf \{ |||S||| : ±T ≤ S \} \]

**Theorem 2.** If \( X \) be \( n \)-Banach lattice and \( Y \) be Banach lattice with \( Y \) Dedekind complete, then \( L_r (X^n, Y) \) is a Banach lattice under the \( n \)-regular norm. Also \( |||T||| \leq |||T|||_r \) implies for all \( T \in L_r (X^n, Y) \).

**Proof.** From the definition of \( n \)-regular norm, if \( T \) is a positive operator then \( |||T|||_r = |||T||| = |||T||| \) holds. Let \( T, S \in L_r (X^n, Y) \) satisfying \( 0 ≤ S ≤ T \). So, we can write

\[ |||S (x_1, x_2, \ldots, x_n)||| ≤ |||S (x_1, x_2, \ldots, x_n)||| ≤ |||T (x_1, x_2, \ldots, x_n)||| = T (|||x_1|||, |||x_2|||, \ldots, |||x_n|||) \]

for all \( x_1, x_2, \ldots, x_n \in X \) with \( |||x_1|||, |||x_2|||, \ldots, |||x_n||| ≤ 1 \). Because of \( 0 ≤ S (x_1, x_2, \ldots, x_n) \), we find

\[
\begin{align*}
|||S (x_1, x_2, \ldots, x_n)||| &= |||S (x_1, x_2, \ldots, x_n)||| ≤ |||S (x_1, x_2, \ldots, x_n)||| ≤ |||T (x_1, x_2, \ldots, x_n)||| \\
&≤ |||T||| |||x_1||| |||x_2||| \cdots |||x_n||| \leq |||T|||.
\end{align*}
\]

Therefore, we obtain

\[ |||S||| = \sup \{ |||S (x_1, x_2, \ldots, x_n)||| : |||x_1, x_2, \ldots, x_n||| ≤ 1 \} ≤ |||T|||. \]

Let \( T, S \in L_r (X^n, Y) \) satisfying \( |S| ≤ |T| \). Since \( |S| \) and \( |T| \) are positive operators, from the preceding result we write

\[ |||S|||_r = |||S||| = \inf \{ |||T||| : ±T ≤ S \} \]

Hence \( n \)-regular norm is a lattice norm. Also, we get

\[
\begin{align*}
|||T||| &= \inf \{ |||T (x_1, x_2, \ldots, x_n)||| : |||x_1, x_2, \ldots, x_n||| ≤ 1 \} \\
&= \inf \{ |||T (x_1, x_2, \ldots, x_n)||| : |||x_1, x_2, \ldots, x_n||| ≤ 1 \} \\
&≤ \inf \{ |||T (x_1, x_2, \ldots, x_n)||| : |||x_1|||, |||x_2|||, \ldots, |||x_n||| ≤ 1 \} \\
&≤ \inf \{ |||T (z_1, z_2, \ldots, z_n)||| : |||z_1, z_2, \ldots, z_n||| ≤ 1 \}
\end{align*}
\]

\( \square \)

**Theorem 3.** If \( X \) be \( n \)-Banach lattice and \( Y \) be Banach lattice with \( Y \) Dedekind complete, then \( L_b (X^n, Y) \) is a Dedekind complete Banach lattice under the \( n \)-regular norm.
Proof. It’s known that $L_b(X^n, Y)$ is Dedekind complete whenever $Y$ is Dedekind complete [1, 2]. Let $\{T_m\}$ be a Cauchy sequence of $L_b(X^n, Y)$ with respect to the $n$-regular norm. Then, there is a subsequence such that
\[ |||T_{m+1} - T_m|||_r = |||T_{m+1} - T_m|||_r < 2^{-m}\]
for all $m \in \mathbb{N}$. Since $|||T_{m+1} - T_m|||_r \leq |||T_{m+1} - T_m|||_r$, holds for all $m \in \mathbb{N}$ from Theorem 2, $\{T_m\}$ be a Cauchy sequence of $L(X^n, Y)$. So there exists a $T \in L(X^n, Y)$ with $|||T_m - T|||_r \rightarrow 0$. Now let any $x = (x_1, x_2, ..., x_n) \in X^n$. Since
\[ (T - T_m)(z) = \sum_{i=m}^{\infty} (T_{i+1} - T_i)(z) \leq \sum_{i=m}^{\infty} |T_{i+1} - T_i|(x)\]
for all $z = (z_1, z_2, ..., z_n) \in X^n$ with $|z| \leq x$, the modulus of $T - T_m$ exists and
\[ |T - T_m|(x) = \sup \{(T - T_m)(z) : |z| \leq x\} \leq \sum_{i=m}^{\infty} |T_{i+1} - T_i|(x)\]
holds for each $x \in X^n$. $T$ is a regular operator i.e. $T \in L_b(X^n, Y)$, because we can write $T = (T - T_1) + T_1$. From (2.2), $|||T_m - T|||_r \leq \sum_{i=m}^{\infty} |||T_{i+1} - T_i|||_r \leq 2^{1-m}$ and hence $|||T_m - T|||_r \rightarrow 0$.

The order bound norm of an order bounded linear operators between Banach lattices is defined by [10]. We will introduce a new norm using $n$-norm on the space $L_b(X^n, Y)$ whenever $X$ be $n$-Banach lattice and $Y$ be Banach lattice. For this, we need the following proposition.

**Proposition 1.** If $X$ be $n$-Banach lattice and $Y$ be Banach lattice and $T : X^n \rightarrow Y$ is an order bounded operator then there exists a real constant $\lambda$ such that for all $x = (x_1, x_2, ..., x_n) \in X^n$ there is $y \in Y^+$ such that $|(z_1, z_2, ..., z_n)| \leq (x_1, x_2, ..., x_n)$ implies $|T(z_1, z_2, ..., z_n)| \leq y$ with $\|y\| \leq \lambda \|x_1, x_2, ..., x_n\|$.

**Proof.** Since $T$ is an order bounded, it’s obvious that $|(z_1, z_2, ..., z_n)| \leq (x_1, x_2, ..., x_n)$ implies $|T(z_1, z_2, ..., z_n)| \leq y$ for any $(x_1, x_2, ..., x_n) \in X^n$. We will show $n$-norm condition, for this assume to the contrary that this condition. In this case, we can find a sequence $(x_k)$ of $X^+$ with $\|x_k, e_1, ..., e_{n-1}\| = 1$ for all $k \in \mathbb{N}$ such that for any $y_k \in Y^+$ with $|(z_1, z_2, ..., z_n)| \leq (x_k, e_1, ..., e_{n-1})$ implies $|T(z_1, z_2, ..., z_n)| \leq y_k$ it’s must be
\[ \|y_k\| \geq k 2^k.\]
Since $X$ is $n$-Banach space the series $\sum_{k=1}^{\infty} 2^{-k} x_k$ convergent, so we write $x = \sum_{k=1}^{\infty} 2^{-k} x_k$. Now, let $y \in Y^+$ such that $|(z_1, z_2, ..., z_n)| \leq (x, e_1, ..., e_{n-1})$ implies $|T(z_1, z_2, ..., z_n)| \leq y$. If $|(z_1, z_2, ..., z_n)| \leq (x_k, e_1, ..., e_{n-1})$ then $|(2^{-k} z_1, z_2, ..., z_n)| \leq (2^{-k} x_k, e_1, ..., e_{n-1}) \leq (x, e_1, ..., e_{n-1})$ and hence $|T(z_1, z_2, ..., z_n)| \leq 2^k y$. Therefore we obtain $\|2^k y\| \geq k 2^k$ and so $\|y\| \geq k$ for all $k \in \mathbb{N}$. It’s a contradiction so the proof is completed.

\[ \square \]
Definition 3. If \( X \) is \( n \)-Banach lattice, \( Y \) is Banach lattice and \( T : X^n \to Y \) is an order bounded operator then we define the \( n \)-order bound norm of \( T \),

\[
|||T|||_b = \inf \{ \lambda \in \mathbb{R} : \text{there exists } y \in Y^+ \text{ such that } |||z_1, z_2, \ldots, z_n||| \leq (x_1, x_2, \ldots, x_n) \text{ implies } |T(z_1, z_2, \ldots, z_n)| \leq y \text{ with } ||y|| \leq \lambda ||x_1, x_2, \ldots, x_n|| \text{ for all } (x_1, x_2, \ldots, x_n) \in X^{n^+} \}.
\]

Theorem 4. If \( T \in L_r(X^n, Y) \), then \( |||T||| \leq |||T|||_b \leq |||T|||_r \). Moreover, if \( Y \) is a Dedekind complete, then \( |||T|||_b = |||T|||_r \) holds for all \( T \in L_r(X^n, Y) \).

Proof. Let any \((x_1, x_2, \ldots, x_n) \in X^{n^+}\) with \( ||x_1, x_2, \ldots, x_n|| \leq 1 \). We can write \( ||z_1, z_2, \ldots, z_n|| \leq ||x_1, x_2, \ldots, x_n|| \leq 1 \) for all \((z_1, z_2, \ldots, z_n) \in X^n\) satisfying the condition \((z_1, z_2, \ldots, z_n) \leq (x_1, x_2, \ldots, x_n)\) in definition of \( |||\cdot|||_b \). If we consider that \( |T(z_1, z_2, \ldots, z_n)| \leq y \) and \( ||y|| \leq \lambda ||x_1, x_2, \ldots, x_n|| \), then we obtain

\[
||T(z_1, z_2, \ldots, z_n)|| \leq ||y|| \leq \lambda.
\]

Therefore we find \( |||T||| \leq \lambda \), then

\[
|||T||| \leq |||T|||_b
\]
holds for all \( T \in L_r(X^n, Y) \).

Now, let \( S \in L_r(X^n, Y) \) with \( \pm T \leq S \). If we take \( y = S(x_1, x_2, \ldots, x_n) \), then \( ||z_1, z_2, \ldots, z_n|| \leq ||x_1, x_2, \ldots, x_n|| \leq 1 \) for all \((z_1, z_2, \ldots, z_n) \in X^n\) satisfying the condition \((z_1, z_2, \ldots, z_n) \leq (x_1, x_2, \ldots, x_n)\) in definition of \( |||\cdot|||_b \). Hence we obtain

\[
||y|| = ||S(x_1, x_2, \ldots, x_n)|| \leq ||S|| ||x_1, x_2, \ldots, x_n||.
\]

So, \( ||S|| \in \inf \{ \lambda \in \mathbb{R} : \text{there exists } y \in Y^+ \text{ such that } ||z_1, z_2, \ldots, z_n|| \leq (x_1, x_2, \ldots, x_n) \text{ implies } |T(z_1, z_2, \ldots, z_n)| \leq y \text{ with } ||y|| \leq \lambda ||x_1, x_2, \ldots, x_n|| \text{ for any } (x_1, x_2, \ldots, x_n) \in X^{n^+} \} \). Then we get

\[
|||T|||_b \leq |||T|||_r.
\]

\( \square \)

It’s known that if \( T : X \to Y \) is an order bounded disjointness preserving operator, then \( |T| \) exists and \( |T| (x) = |T (x)| \) for all \( x \in X^+ \) [2]. By the aid of this information, we will get the following proposition.

Proposition 2. If \( X \) is \( n \)-Banach lattice and \( Y \) is Banach lattice and \( T, S : X^n \to Y \) are order bounded disjointness preserving operators then

\[
|||T| - |S||| \leq 2 |||T - S|||.
\]

Proof. Let \((x_1, x_2, \ldots, x_n) \in X^{n^+}\). Then

\[
|||T (x_1, x_2, \ldots, x_n) - |S (x_1, x_2, \ldots, x_n)||_n = |||T (x_1, x_2, \ldots, x_n)| - |S (x_1, x_2, \ldots, x_n)|| |
\]

so we find

\[
|||T (x_1, x_2, \ldots, x_n) - |S (x_1, x_2, \ldots, x_n)|| \leq |||(T - S) (x_1, x_2, \ldots, x_n)|| |
\]

For \((x_1, x_2, \ldots, x_n) \in X^n\), we write

\[
|||T (x_1, x_2, \ldots, x_n) - |S (x_1, x_2, \ldots, x_n)|| \leq |||T |((x_1, x_2, \ldots, x_n) - |S |((x_1, x_2, \ldots, x_n)| |
\]

\[
+ |||T |((x_1, x_2, \ldots, x_n)| |
\]

\[
+ |||T |((x_1, x_2, \ldots, x_n)| |
\]

\[
+ |||T |((x_1, x_2, \ldots, x_n)| |
\]

\[
+ |||T |((x_1, x_2, \ldots, x_n)| |
\]

\[
+ |||T |((x_1, x_2, \ldots, x_n)| |
\]
hence we obtain
\[
\|([T]-[S])(x_1, x_2, \ldots, x_n)\| \leq \|T-S\| (\|x_1^+, x_2^+, \ldots, x_n^+\| + \|x_1^-, x_2^-, \ldots, x_n^-\|) \\
\leq 2\|T-S\|\|x_1, x_2, \ldots, x_n\|.
\]

The proof is completed. \qed

We will obtain the corollary by using the preceding proposition as the method in [10].

**Corollary 1.** If \(X\) be \(n\)-Banach lattice and \(Y\) be Banach lattice, for each \(k \in \mathbb{N}\), \(T_k : X^n \rightarrow Y\) is an order bounded disjointness preserving operator and \(T : X^n \rightarrow Y\) is a bounded operator with \(T_n \rightarrow T\) for the \(n\)-operator norm then \(T\) is an order bounded disjointness preserving operator and \(|T_n| \rightarrow |T|\) for the \(n\)-operator norm.
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Abstract

In this paper the author derives several interesting differential subordination results. These subordinations are established by means of a differential operator obtained using Ruscheweyh derivative $R^m f(z)$ and the multiplier transformations $I(m, \lambda, l)f(z)$ namely

$$R^{m}_{\lambda, l} f(z) = z \frac{f''(z)}{f'(z)} + 1 > 0, \quad z \in U,$$

Denote by $K = \{ f \in A_n : \Re \frac{f''(z)}{f'(z)} + 1 > 0, \quad z \in U \}$, the class of normalized convex functions in $U$.

If $f$ and $g$ are analytic functions in $U$, we say that $f$ is subordinate to $g$, written $f \prec g$, if there is a function $w$ analytic in $U$, with $w(0) = 0, \quad |w(z)| < 1$, for all $z \in U$, such that $f(z) = g(w(z))$ for all $z \in U$. If $g$ is univalent, then $f \prec g$ if and only if $f(0) = g(0)$ and $f(U) \subseteq g(U)$.

Let $\psi : C^3 \times U \to C$ and $h$ an univalent function in $U$. If $p$ is analytic in $U$ and satisfies the (second-order) differential subordination

$$\psi(p(z), zp'(z), z^2 p''(z); z) \prec h(z), \quad z \in U,$$

then $p$ is called a solution of the differential subordination. The univalent function $q$ is called a dominant of the solutions of the differential subordination, or more simply a dominant, if $p \prec q$ for all $p$ satisfying (1.1).

A dominant $\tilde{q}$ that satisfies $\tilde{q} \prec q$ for all dominants $q$ of (1.1) is said to be the best dominant of (1.1). The best dominant is unique up to a rotation of $U$.

**Definition 1.1** (Ruscheweyh [13]) For $f \in A_n$, $m, n \in N$, the operator $R^m f(z)$ is defined by $R^m : A_n \to A_n$,

$$R^0 f(z) = f(z)$$
$$R^1 f(z) = z f'(z), \quad \ldots$$
$$(m + 1) R^{m+1} f(z) = z (R^m f(z))' + m R^m f(z), \quad z \in U.$$

**Remark 1.1** If $f \in A_n$, $f(z) = z + \sum_{j=n+2}^{\infty} a_j z^j$, then $R^m f(z) = z + \sum_{j=n+1}^{\infty} \frac{(n+j-1)!}{m(j-1)!} a_j z^j, \quad z \in U.
\textbf{Definition 1.2} ([9]) For \( f \in \mathcal{A}_n, \ m, n \in \mathbb{N}, \lambda, \mu \geq 0 \), the operator \( I(m, \lambda, \mu) f(z) \) is defined by the following infinite series

\[
I(m, \lambda, \mu) f(z) = z + \sum_{j=n+1}^{\infty} \left( \frac{\lambda(j-1) + \mu + 1}{j+1} \right)^m a_j z^j.
\]

\textbf{Remark 1.2} It follows from the above definition that

\[
I(0, \lambda, \mu) f(z) = f(z),
\]

\[
(l + 1) I(m + 1, \lambda, \mu) f(z) = (l + 1 - \lambda) I(m, \lambda, \mu) f(z) + \lambda z (I(m, \lambda, \mu) f(z))', \quad z \in U.
\]

\textbf{Remark 1.3} For \( \lambda = 1 \), the operator \( D^m_\lambda = I(m, \lambda, 0) \) was introduced and studied by Al-Oboudi [11], which is reduced to the Salagean differential operator \([14]\) for \( \lambda = 1 \).

\textbf{Definition 1.3} ([6]) Let \( \alpha, \lambda, \mu \geq 0, \ m, n \in \mathbb{N} \). Denote by \( \text{RI}^\alpha_{m, \lambda, \mu} \) the operator given by \( \text{RI}^\alpha_{m, \lambda, \mu} : \mathcal{A}_n \to \mathcal{A}_n \),

\[
\text{RI}^\alpha_{m, \lambda, \mu} f(z) = (1 - \alpha) R^m f(z) + \alpha I(m, \lambda, \mu) f(z), \quad z \in U.
\]

\textbf{Remark 1.4} If \( f \in \mathcal{A}_n, \ f(z) = z + \sum_{j=n+1}^{\infty} a_j z^j \), then

\[
\text{RI}^\alpha_{m, \lambda, \mu} f(z) = z + \sum_{j=n+1}^{\infty} \left\{ \alpha \left( \frac{1+\lambda(j-1)+\mu+1}{j+1} \right)^m + (1-\alpha) \left( \frac{n+j-1}{n+j-1} \right) \right\} a_j z^j,
\]

\( z \in U \).

\textbf{Remark 1.5} For \( \alpha = 0, \text{RI}^\alpha_{m, \lambda, \mu} f(z) = R^m f(z), \) where \( z \in U \). and for \( \alpha = 1, \text{RI}^\alpha_{m, \lambda, \mu} f(z) = I(m, \lambda, \mu) f(z), \) where \( z \in U \), which was studied in \([2], [8]\).

For \( m = 0 \), we obtain \( \text{RI}^\alpha_{0, \lambda, \mu} f(z) = R^m f(z) \) which was studied in \([4], [5], [10]\) and for \( m = 0 \) and \( \lambda = 1 \), we obtain \( \text{RI}^\alpha_{0, 1, 0} f(z) = L^m f(z) \) which was studied in \([1], [7]\).

For \( m = 0 \), \( \text{RI}^\alpha_{0, \lambda, \mu} f(z) = (1 - \alpha) R^0 f(z) + \alpha I(0, \lambda, \mu) f(z) = f(z) = R^0 f(z) = I(0, \lambda, \mu) f(z), \) where \( z \in U \).

\textbf{Lemma 1.1} (Miller and Mocanu [12]) Let \( g \) be a convex function in \( U \) and let \( h(z) = g(z) + \mu z g'(z) \), for \( z \in U \), where \( \mu > 0 \) and \( n \) is a positive integer.

If \( p(z) = g(0) + p_n z^n + p_{n+1} z^{n+1} + \ldots, \ z \in U, \) is holomorphic in \( U \) and

\[ p(z) + \mu z p'(z) \prec h(z), \quad z \in U, \]

then

\[ p(z) \prec g(z), \quad z \in U, \]

and this result is sharp.

\textbf{Lemma 1.2} (Hallenbeck and Ruscheweyh [12, Th. 3.1.6, p. 71]) Let \( h \) be a convex function with \( h(0) = a, \) and let \( \gamma \in \mathbb{C} \setminus \{0\} \) be a complex number with \( \text{Re } \gamma \geq 0 \). If \( p \in H[a, n] \) and

\[ p(z) + \frac{1}{\gamma} z p'(z) \prec h(z), \quad z \in U, \]

then

\[ p(z) \prec g(z) \prec h(z), \quad z \in U, \]

where \( g(z) = \frac{\gamma}{nz^{\gamma/n}} \int_0^z h(t)t^{\gamma/n-1} dt, \quad z \in U. \)

\section{Main results}

\textbf{Theorem 2.1} Let \( g \) be a convex function, \( g(0) = 1 \) and let \( h \) be the function \( h(z) = g(z) + \frac{\mu z}{\lambda} g'(z), \) \( z \in U. \)

If \( \alpha, \lambda, \mu, \delta \geq 0, m, n \in \mathbb{N}, \ f \in \mathcal{A}_n \) and satisfies the differential subordination

\[
\left( \frac{\text{RI}^\alpha_{m, \lambda, \mu} f(z)}{z} \right)^{\delta-1} (\text{RI}^\alpha_{m, \lambda, \mu} f(z))' \prec h(z), \quad z \in U,
\]

then

\[
\left( \frac{\text{RI}^\alpha_{m, \lambda, \mu} f(z)}{z} \right)^\delta < g(z), \quad z \in U,
\]

and this result is sharp.
Proof. Consider \( p(z) = \left( \frac{RI_{m,\lambda,l}^\alpha f(z)}{z} \right)^\delta \left( z + \sum_{j=n+1}^\infty \alpha \frac{(1 + \lambda(j-1)+l)^m}{l+1} m \left( n + j - 1 \right)! a_j z^j \right)^\delta = 1 + p_\delta z^\delta + \) \( p_{\delta n+1} z^{\delta n+1} + \ldots \), \( z \in U \).

We deduce that \( p \in \mathcal{H}[1, \delta n] \).

Differentiating we obtain \( \left( \frac{RI_{m,\lambda,l}^\alpha f(z)}{z} \right)^{\delta-1} \left( RI_{m,\lambda,l}^\alpha f(z) \right)' = p(z) + \frac{1}{\delta} z p'(z) \), \( z \in U \).

Then (2.1) becomes

\[
p(z) + \frac{1}{\delta} z p'(z) \prec h(z) = g(z) + \frac{n z}{\delta} g'(z), \quad z \in U.
\]

By using Lemma 1.1, we have

\[
p(z) \prec g(z), \quad z \in U, \text{ i.e. } \left( \frac{RI_{m,\lambda,l}^\alpha f(z)}{z} \right)^\delta \prec g(z), \quad z \in U.
\]

\[\blacksquare\]

Theorem 2.2 Let \( h \) be an holomorphic function which satisfies the inequality \( \Re \left( 1 + \frac{zh''(z)}{h'(z)} \right) > -\frac{1}{2}, z \in U \), and \( h(0) = 1 \). If \( \alpha, \lambda, l, \delta \geq 0 \), \( m, n \in \mathbb{N} \), \( f \in \mathcal{A}_n \) and satisfies the differential subordination

\[
\left( \frac{RI_{m,\lambda,l}^\alpha f(z)}{z} \right)^{\delta-1} \left( RI_{m,\lambda,l}^\alpha f(z) \right)' \prec h(z), \quad z \in U,
\]

then

\[
\left( \frac{RI_{m,\lambda,l}^\alpha f(z)}{z} \right)^\delta \prec q(z), \quad z \in U,
\]

where \( q(z) = \frac{\delta}{nz^\pi} \int_0^z h(t) t^{\delta-1} dt \).

Proof. Let

\[
p(z) = \left( \frac{RI_{m,\lambda,l}^\alpha f(z)}{z} \right)^\delta = \left( z + \sum_{j=n+1}^\infty \alpha \frac{(1 + \lambda(j-1)+l)^m}{l+1} m \left( n + j - 1 \right)! a_j z^j \right)^\delta = 1 + \sum_{j=n+1}^\infty p_j z^{j-1},
\]

for \( z \in U, p \in \mathcal{H}[1, n\delta] \).

Differentiating, we obtain \( \left( \frac{RI_{m,\lambda,l}^\alpha f(z)}{z} \right)^{\delta-1} \left( RI_{m,\lambda,l}^\alpha f(z) \right)' = p(z) + \frac{1}{\delta} z p'(z), z \in U, \) and (2.2) becomes

\[
p(z) + \frac{1}{\delta} z p'(z) \prec h(z), \quad z \in U.
\]

Using Lemma 1.2, we have

\[
p(z) \prec q(z), \quad z \in U, \text{ i.e. } \left( \frac{RI_{m,\lambda,l}^\alpha f(z)}{z} \right)^\delta \prec q(z) = \frac{\delta}{nz^\pi} \int_0^z h(t) t^{\delta-1} dt, \quad z \in U,
\]

and \( q \) is the best dominator. \[\blacksquare\]

Corollary 2.3 Let \( h(z) = \frac{1 + z^{2\beta - 1}}{1 + z^\beta} \) be a convex function in \( U \), where \( 0 \leq \beta < 1 \). If \( \alpha, \delta, l, \lambda \geq 0 \), \( m, n \in \mathbb{N} \), \( f \in \mathcal{A}_n \) and satisfies the differential subordination

\[
\left( \frac{RI_{m,\lambda,l}^\alpha f(z)}{z} \right)^{\delta-1} \left( RI_{m,\lambda,l}^\alpha f(z) \right)' \prec h(z), \quad z \in U,
\]

(2.3)
then
\[
\left( \frac{R_{m,\lambda_1}^{\alpha} f(z)}{z} \right)^{\delta} < q(z), \quad z \in U,
\]
where \( q \) is given by \( q(z) = (2\beta - 1) + \frac{2(1 - \beta)\delta}{nz^{\pi}} \int_0^z \frac{t^{\frac{n-1}{\pi}} dt}{1+t}, \quad z \in U \). The function \( q \) is convex and it is the best dominant.

**Proof.** Following the same steps as in the proof of Theorem 2.2 and considering \( p(z) = \left( \frac{R_{m,\lambda_1}^{\alpha} f(z)}{z} \right)^{\delta} \), the differential subordination (2.3) becomes
\[
p(z) + \frac{z}{\delta} p'(z) < h(z) = \frac{1 + (2\beta - 1)z}{1 + z}, \quad z \in U.
\]
By using Lemma 1.2 for \( \gamma = \delta \), we have \( p(z) \prec q(z) \), i.e.
\[
\left( \frac{R_{m,\lambda_1}^{\alpha} f(z)}{z} \right)^{\delta} < q(z) = \frac{\delta}{nz^{\pi}} \int_0^z h(t) t^{\frac{n-1}{\pi}} dt = \frac{\delta}{nz^{\pi}} \int_0^z \left[ (2\beta - 1) t^{\frac{n-1}{\pi}} + 2(1 - \beta) \frac{t^{\frac{n-1}{\pi}}}{1 + t} \right] dt.
\]
\[
= (2\beta - 1) + \frac{2(1 - \beta) \delta}{nz^{\pi}} \int_0^z \frac{t^{\frac{n-1}{\pi}} dt}{1 + t}, \quad z \in U.
\]

**Remark 2.1** For \( m = 1, n = 1, l = 2, \lambda = 1, \alpha = \frac{1}{2}, \delta = 1 \) we obtain the same example as in [9, Example 5.2.1, p. 179].

**Theorem 2.4** Let \( g \) be a convex function such that \( g(0) = 1 \) and let \( h \) be the function \( h(z) = g(z) + \frac{nz}{\delta} g'(z), \quad z \in U \). If \( \alpha, \lambda, l, \delta \geq 0, m, n \in \mathbb{N}, f \in A_n \) and the differential subordination
\[
z \frac{\delta + 1}{\delta} \frac{R_{m,\lambda_1}^{\alpha} f(z)}{R_{m+1,\lambda_1}^{\alpha} f(z)} + z^2 \frac{R_{m,\lambda_1}^{\alpha} f(z)}{R_{m+1,\lambda_1}^{\alpha} f(z)} \left[ \frac{(R_{m,\lambda_1}^{\alpha} f(z))'}{(R_{m+1,\lambda_1}^{\alpha} f(z))'} - 2 \left( \frac{R_{m+1,\lambda_1}^{\alpha} f(z)}{R_{m,\lambda_1}^{\alpha} f(z)} \right)' \right] < h(z), \quad z \in U
\]
holds, then
\[
z \frac{R_{m,\lambda_1}^{\alpha} f(z)}{R_{m+1,\lambda_1}^{\alpha} f(z)} \prec g(z), \quad z \in U,
\]
and this result is sharp.

**Proof.** Consider \( p(z) = z \frac{R_{m,\lambda_1}^{\alpha} f(z)}{R_{m+1,\lambda_1}^{\alpha} f(z)} \) and we obtain
\[
p(z) + \frac{z}{\delta} p'(z) = z \frac{\delta + 1}{\delta} \frac{R_{m,\lambda_1}^{\alpha} f(z)}{R_{m+1,\lambda_1}^{\alpha} f(z)} + z^2 \frac{R_{m,\lambda_1}^{\alpha} f(z)}{R_{m+1,\lambda_1}^{\alpha} f(z)} \left[ \frac{(R_{m,\lambda_1}^{\alpha} f(z))'}{(R_{m+1,\lambda_1}^{\alpha} f(z))'} - 2 \left( \frac{R_{m+1,\lambda_1}^{\alpha} f(z)}{R_{m,\lambda_1}^{\alpha} f(z)} \right)' \right].
\]
Relation (2.4) becomes
\[
p(z) + \frac{z}{\delta} p'(z) < h(z) = g(z) + \frac{nz}{\delta} g'(z), \quad z \in U.
\]
By using Lemma 1.1, we have
\[
p(z) \prec g(z), \quad z \in U, \quad \text{i.e.} \quad z \frac{R_{m,\lambda_1}^{\alpha} f(z)}{R_{m+1,\lambda_1}^{\alpha} f(z)} \prec g(z), \quad z \in U.
\]
Theorem 2.5 Let $h$ be an holomorphic function which satisfies the inequality \( \Re \left( 1 + \frac{h''(z)}{h'(z)} \right) > -\frac{1}{z}, \; z \in U, \) and \( h(0) = 1. \) If $\alpha, \lambda, l, \delta \geq 0$, $m, n \in \mathbb{N}$, $f \in \mathcal{A}_m$ and satisfies the differential subordination

\[
\frac{z^\delta + 1}{\delta} \left( \frac{RI_{m,\lambda,l}^\alpha f(z)}{RI_{m+1,\lambda,l}^\alpha f(z)} \right) + \frac{z^2}{\delta} \left( \frac{RI_{m,\lambda,l}^\alpha f(z)}{RI_{m+1,\lambda,l}^\alpha f(z)} \right)^2 \left[ \frac{(RI_{m,\lambda,l}^\alpha f(z))'}{RI_{m,\lambda,l}^\alpha f(z)} - 2 \frac{(RI_{m+1,\lambda,l}^\alpha f(z))'}{RI_{m+1,\lambda,l}^\alpha f(z)} \right] < h(z), \quad z \in U,
\]

then

\[
z \left( \frac{RI_{m,\lambda,l}^\alpha f(z)}{RI_{m+1,\lambda,l}^\alpha f(z)} \right)^2 < q(z), \quad z \in U,
\]

where $q(z) = \frac{\delta}{nz^\delta} \int_0^z h(t)t^\delta dt$.

**Proof.** Let $p(z) = z \frac{RI_{m,\lambda,l}^\alpha f(z)}{RI_{m+1,\lambda,l}^\alpha f(z)}$, $z \in U$, $p \in \mathcal{H}[1, n]$. Differentiating, we obtain

\[
p(z) + \frac{z}{\delta} p'(z) = \frac{z^\delta + 1}{\delta} \frac{RI_{m,\lambda,l}^\alpha f(z)}{RI_{m+1,\lambda,l}^\alpha f(z)} + \frac{z}{\delta} \left( \frac{RI_{m,\lambda,l}^\alpha f(z)}{RI_{m+1,\lambda,l}^\alpha f(z)} \right)^2 \left[ \frac{(RI_{m,\lambda,l}^\alpha f(z))'}{RI_{m,\lambda,l}^\alpha f(z)} - 2 \frac{(RI_{m+1,\lambda,l}^\alpha f(z))'}{RI_{m+1,\lambda,l}^\alpha f(z)} \right], \quad z \in U,
\]

and (2.5) becomes

\[
p(z) + z \frac{z}{\delta} p'(z) < h(z), \quad z \in U.
\]

Using Lemma 1.2, we have

\[
p(z) < q(z), \quad z \in U, \text{ i.e. } z \left( \frac{RI_{m,\lambda,l}^\alpha f(z)}{RI_{m+1,\lambda,l}^\alpha f(z)} \right)^2 < q(z) = \frac{\delta}{nz^\delta} \int_0^z h(t)t^\delta dt, \quad z \in U,
\]

and $q$ is the best dominant. ■

**Theorem 2.6** Let $g$ be a convex function such that $g(0) = 1$ and let $h$ be the function $h(z) = g(z) + \frac{nz}{\delta} g'(z)$, $z \in U$. If $\alpha, \lambda, l, \delta \geq 0$, $m, n \in \mathbb{N}$, $f \in \mathcal{A}_m$ and the differential subordination

\[
z^\delta \left( \frac{RI_{m,\lambda,l}^\alpha f(z)}{RI_{m+1,\lambda,l}^\alpha f(z)} \right) + \frac{z^2}{\delta} \left[ \left( \frac{RI_{m,\lambda,l}^\alpha f(z)}{RI_{m+1,\lambda,l}^\alpha f(z)} \right)'' - \left( \frac{RI_{m,\lambda,l}^\alpha f(z)}{RI_{m+1,\lambda,l}^\alpha f(z)} \right)' \right] < h(z), \quad z \in U
\]

holds, then

\[
z^\delta \left( \frac{RI_{m,\lambda,l}^\alpha f(z)}{RI_{m+1,\lambda,l}^\alpha f(z)} \right) < g(z), \quad z \in U.
\]

This result is sharp.

**Proof.** Let $p(z) = z^2 \frac{(RI_{m,\lambda,l}^\alpha f(z))'}{RI_{m+1,\lambda,l}^\alpha f(z)}$. We deduce that $p \in \mathcal{H}[0, n]$. Differentiating, we obtain

\[
p(z) + \frac{z}{\delta} p'(z) = z^\delta \left( \frac{RI_{m,\lambda,l}^\alpha f(z)}{RI_{m+1,\lambda,l}^\alpha f(z)} \right) + \frac{z^3}{\delta} \left[ \left( \frac{RI_{m,\lambda,l}^\alpha f(z)}{RI_{m+1,\lambda,l}^\alpha f(z)} \right)'' - \left( \frac{RI_{m,\lambda,l}^\alpha f(z)}{RI_{m+1,\lambda,l}^\alpha f(z)} \right)' \right], \quad z \in U.
\]

Using the notation in (2.6), the differential subordination becomes

\[
p(z) + \frac{1}{\delta} z p'(z) < h(z) = g(z) + \frac{nz}{\delta} g'(z).
\]

By using Lemma 1.1, we have

\[
p(z) < g(z), \quad z \in U, \text{ i.e. } z^2 \left( \frac{RI_{m,\lambda,l}^\alpha f(z)}{RI_{m+1,\lambda,l}^\alpha f(z)} \right) \prec g(z), \quad z \in U,
\]

and this result is sharp. ■
Theorem 2.7 Let $h$ be an holomorphic function which satisfies the inequality \( \text{Re} \left( 1 + \frac{zh''(z)}{h(z)} \right) > -\frac{1}{z}, \ z \in U, \) and $h(0) = 1$. If $\alpha, \lambda, l, \delta \geq 0$, $m, n \in \mathbb{N}$, $f \in \mathcal{A}_n$ and satisfies the differential subordination

\[
\frac{z^2 \delta + 2 \left( RI^\alpha_{m, \lambda, l} f (z) \right)'}{\delta} + \frac{z^3}{\delta} \left[ \left( RI^\alpha_{m, \lambda, l} f (z) \right)'' - \left( \frac{RI^\alpha_{m, \lambda, l} f (z)}{RI_{m, \lambda, l} f (z)} \right) \right]^2 < h(z), \quad z \in U, \tag{2.7}
\]

then

\[
\frac{z^2}{\delta} \left( \frac{RI^\alpha_{m, \lambda, l} f (z)}{RI_{m, \lambda, l} f (z)} \right) < q(z), \quad z \in U,
\]

where $q(z) = \frac{\delta}{n \pi} \int_0^z h(t) e^{\frac{z}{t}} dt$.

**Proof.** Let $p(z) = z^2 \left( \frac{RI^\alpha_{m, \lambda, l} f (z)}{RI_{m, \lambda, l} f (z)} \right)'$, $z \in U$, $p \in \mathcal{H}[0, n]$.

Differentiating, we obtain $p(z) + \frac{\delta}{\delta} p'(z) = z^2 \frac{\delta z + 2 \left( RI^\alpha_{m, \lambda, l} f (z) \right)'}{\delta} + \frac{z^3}{\delta} \left[ \left( RI^\alpha_{m, \lambda, l} f (z) \right)'' - \left( \frac{RI^\alpha_{m, \lambda, l} f (z)}{RI_{m, \lambda, l} f (z)} \right) \right]^2$, $z \in U$, and (2.7) becomes

\[
p(z) + \frac{1}{\delta} \delta p'(z) < h(z), \quad z \in U.
\]

Using Lemma 1.2, we have

\[
p(z) \prec q(z), \quad z \in U, \quad \text{i.e.} \quad \frac{z^2}{\delta} \left( \frac{RI^\alpha_{m, \lambda, l} f (z)}{RI_{m, \lambda, l} f (z)} \right) < q(z) = \frac{\delta}{n \pi} \int_0^z h(t) e^{\frac{z}{t}} dt, \quad z \in U,
\]

and $q$ is the best dominant. ■

**Theorem 2.8** Let $g$ be a convex function such that $g(0) = 1$ and let $h$ be the function $h(z) = g(z) + nzg'(z)$, $z \in U$. If $\alpha, \lambda, l \geq 0$, $m, n \in \mathbb{N}$, $f \in \mathcal{A}_n$ and the differential subordination

\[
1 - \frac{RI^\alpha_{m, \lambda, l} f (z) \cdot \left( RI^\alpha_{m, \lambda, l} f (z) \right)''}{\left( \frac{RI^\alpha_{m, \lambda, l} f (z)}{RI_{m, \lambda, l} f (z)} \right)'} < h(z), \quad z \in U \tag{2.8}
\]

holds, then

\[
\frac{RI^\alpha_{m, \lambda, l} f (z)}{z \left( RI^\alpha_{m, \lambda, l} f (z) \right)'} < g(z), \quad z \in U.
\]

This result is sharp.

**Proof.** Let $p(z) = \frac{RI^\alpha_{m, \lambda, l} f (z)}{z (RI^\alpha_{m, \lambda, l} f (z))'}$. We deduce that $p \in \mathcal{H}[1, n]$.

Differentiating, we obtain $1 - \frac{RI^\alpha_{m, \lambda, l} f (z) \cdot (RI^\alpha_{m, \lambda, l} f (z))''}{\left( \frac{RI^\alpha_{m, \lambda, l} f (z)}{RI_{m, \lambda, l} f (z)} \right)'} = p(z) + zp'(z)$, $z \in U$.

Using the notation in (2.8), the differential subordination becomes

\[
p(z) + zp'(z) \prec h(z) = g(z) + nzg'(z).
\]

By using Lemma 1.1, we have

\[
p(z) \prec g(z), \quad z \in U, \quad \text{i.e.} \quad \frac{RI^\alpha_{m, \lambda, l} f (z)}{z \left( RI^\alpha_{m, \lambda, l} f (z) \right)'} \prec g(z), \quad z \in U,
\]

and this result is sharp. ■
Theorem 2.9 Let \( h \) be an holomorphic function which satisfies the inequality \( \text{Re} \left( 1 + \frac{zh''(z)}{h'(z)} \right) > -\frac{1}{2}, z \in U \), and \( h(0) = 1 \). If \( \alpha, \lambda, \theta \geq 0 \), \( m, n \in \mathbb{N} \), \( f \in \mathcal{A}_m \) and satisfies the differential subordination
\[
1 - \frac{Ri^\alpha_{m, \lambda, \theta} f(z) \cdot \left( Ri^\alpha_{m, \lambda, \theta} f(z) \right)''}{\left( Ri^\alpha_{m, \lambda, \theta} f(z) \right)'^2} < h(z), \quad z \in U, \tag{2.9}
\]
then
\[
\frac{Ri^\alpha_{m, \lambda, \theta} f(z)}{z \left( Ri^\alpha_{m, \lambda, \theta} f(z) \right)} < q(z), \quad z \in U,
\]
where \( q(z) = \frac{1}{nz \pi} \int_0^z h(t)t^{\frac{1}{2} - 1}dt \).

Proof. Let \( p(z) = \frac{Ri^\alpha_{m, \lambda, \theta} f(z)}{z(Ri^\alpha_{m, \lambda, \theta} f(z))}, \quad z \in U, \ p \in \mathcal{H}(0, n] \).

Differentiating, we obtain
\[
1 - \frac{Ri^\alpha_{m, \lambda, \theta} f(z) \cdot (Ri^\alpha_{m, \lambda, \theta} f(z))''}{\left( Ri^\alpha_{m, \lambda, \theta} f(z) \right)'^2} = p(z) + zp'(z), \quad z \in U, \text{ and (2.9) becomes}
\]
\[
p(z) + zp'(z) < h(z), \quad z \in U.
\]

Using Lemma 1.2, we have
\[
p(z) < q(z), \quad z \in U, \quad \text{i.e.} \quad \frac{Ri^\alpha_{m, \lambda, \theta} f(z)}{z \left( Ri^\alpha_{m, \lambda, \theta} f(z) \right)} < q(z) = \frac{1}{nz \pi} \int_0^z h(t)t^{\frac{1}{2} - 1}dt, \quad z \in U,
\]
and \( q \) is the best dominant.

Corollary 2.10 Let \( h(z) = \frac{1 + (2\beta - 1)z}{1 + z} \) be a convex function in \( U \), where \( 0 \leq \beta < 1 \). If \( \alpha, \lambda, \theta \geq 0 \), \( m, n \in \mathbb{N} \), \( f \in \mathcal{A}_m \) and satisfies the differential subordination
\[
1 - \frac{Ri^\alpha_{m, \lambda, \theta} f(z) \cdot \left( Ri^\alpha_{m, \lambda, \theta} f(z) \right)''}{\left( Ri^\alpha_{m, \lambda, \theta} f(z) \right)'^2} < h(z), \quad z \in U, \tag{2.10}
\]
then
\[
\frac{Ri^\alpha_{m, \lambda, \theta} f(z)}{z \left( Ri^\alpha_{m, \lambda, \theta} f(z) \right)} < q(z), \quad z \in U,
\]
where \( q \) is given by \( q(z) = (2\beta - 1) + \frac{2(1 - \beta)}{nz \pi} \int_0^z \frac{t^{\frac{1}{2} - 1}dt}{1 + t}, \quad z \in U \). The function \( q \) is convex and it is the best dominant.

Proof. Following the same steps as in the proof of Theorem 2.9 and considering \( p(z) = \frac{Ri^\alpha_{m, \lambda, \theta} f(z)}{z(Ri^\alpha_{m, \lambda, \theta} f(z))} \), the differential subordination (2.10) becomes
\[
p(z) + zp'(z) < h(z) = \frac{1 + (2\beta - 1)z}{1 + z}, \quad z \in U.
\]

By using Lemma 1.2 for \( \gamma = 1 \), we have \( p(z) < q(z) \), i.e.
\[
\frac{Ri^\alpha_{m, \lambda, \theta} f(z)}{z \left( Ri^\alpha_{m, \lambda, \theta} f(z) \right)} < q(z) = \frac{1}{nz \pi} \int_0^z h(t)t^{\frac{1}{2} - 1}dt = \frac{1}{nz \pi} \int_0^z \frac{1 + (2\beta - 1)t}{1 + t}t^{\frac{1}{2} - 1}dt = \frac{1}{nz \pi} \int_0^z \left[ (2\beta - 1) t^{\frac{1}{2} - 1} + 2(1 - \beta) \frac{t^{\frac{1}{2} - 1}}{1 + t} \right] dt
\]
\[
= (2\beta - 1) + \frac{2(1 - \beta)}{nz \pi} \int_0^z \frac{t^{\frac{1}{2} - 1}}{1 + t}dt, \quad z \in U.
\]

\begin{flushright}
\( \blacksquare \)
\end{flushright}
Example 2.1 Let \( h(z) = \frac{1 + z^2}{1 + z} \) a convex function in \( U \) with \( h(0) = 1 \) and \( \text{Re} \left( \frac{zh''(z)}{h'(z)} + 1 \right) > -\frac{1}{2} \).

Let \( f(z) = z + z^2, \ z \in U. \) For \( n = 1, \ m = 1, \ l = 2, \ \lambda = 1, \ \alpha = \frac{1}{4}, \) we obtain
\[
RI_{1,1,2}^\frac{\alpha}{2} f(z) = \frac{1}{2} R^1 f(z) + \frac{2}{3} I(1,1,2) f(z) = \frac{1}{2} f(z) + \frac{2}{3} z f'(z) = z + \frac{2}{3} z^2, \ z \in U.
\]

Then \( RI_{1,1,2}^\frac{\alpha}{2} f(z) \)' = 1 + \frac{10}{3} z \) and \( \left( RI_{1,1,2}^\frac{\alpha}{2} f(z) \right)'' = \frac{10}{3}, \)
\[
\frac{RI_{1,1,2}^\frac{\alpha}{2} f(z)}{z} = \frac{z + \frac{2}{3} z^2}{z (1 + \frac{\alpha}{2} z^2)} = \frac{3 + 5 z}{3 + 10 z},
\]
\[
1 - \frac{RI_{1,1,2}^\frac{\alpha}{2} f(z)}{\left( RI_{1,1,2}^\frac{\alpha}{2} f(z) \right)''} = 1 - \frac{(z + \frac{2}{3} z^2) \frac{10}{3}}{(1 + \frac{\alpha}{2} z^2)} = \frac{50 z^2 + 30 z + 9}{(3 + 10 z)^2}.
\]

We have \( q(z) = \frac{1}{2} \int_0^z \frac{1 - t}{3 + 10 t} dt = -1 + \frac{2 \ln(1 + z)}{z} \).

Using Theorem 2.9 we obtain
\[
\frac{50 z^2 + 30 z + 9}{(3 + 10 z)^2} < \frac{1 - z}{1 + z}, \quad z \in U,
\]
induce
\[
\frac{3 + 5 z}{3 + 10 z} < -1 + \frac{2 \ln(1 + z)}{z}, \quad z \in U.
\]

Theorem 2.11 Let \( g \) be a convex function such that \( g(0) = 0 \) and let \( h \) be the function \( h(z) = g(z) + nzg'(z), \ z \in U. \) If \( \alpha, \lambda, l \geq 0, m, n \in \mathbb{N}, \ f \in A_m \) and the differential subordination
\[
\left[ \left( RI_{m,\lambda,l}^\alpha f(z) \right)' \right]^2 + RI_{m,\lambda,l}^\alpha f(z) \cdot \left( RI_{m,\lambda,l}^\alpha f(z) \right)'' < h(z), \quad z \in U
\]
holds, then
\[
\frac{RI_{m,\lambda,l}^\alpha f(z) \cdot \left( RI_{m,\lambda,l}^\alpha f(z) \right)'}{z} < g(z), \quad z \in U.
\]

This result is sharp.

**Proof.** Let \( p(z) = \frac{RI_{m,\lambda,l}^\alpha f(z) \cdot (RI_{m,\lambda,l}^\alpha f(z))'}{z}. \) We deduce that \( p \in \mathcal{H}[0, n]. \)

Differentiating, we obtain
\[
\left[ \left( RI_{m,\lambda,l}^\alpha f(z) \right)' \right]^2 + RI_{m,\lambda,l}^\alpha f(z) \cdot \left( RI_{m,\lambda,l}^\alpha f(z) \right)'' = p(z) + zp'(z), \quad z \in U.
\]

Using the notation in (2.11), the differential subordination becomes
\[
p(z) + zp'(z) < h(z) = g(z) + nzg'(z).
\]

By using Lemma 1.1, we have
\[
p(z) < g(z), \quad z \in U, \quad \text{i.e.} \quad \frac{RI_{m,\lambda,l}^\alpha f(z) \cdot \left( RI_{m,\lambda,l}^\alpha f(z) \right)'}{z} < g(z), \quad z \in U,
\]
and this result is sharp. \( \blacksquare \)

Theorem 2.12 Let \( h \) be an holomorphic function which satisfies the inequality \( \text{Re} \left( 1 + \frac{zh''(z)}{h'(z)} \right) > -\frac{1}{2}, \)
\( z \in U, \) and \( h(0) = 0. \) If \( \alpha, \lambda, l \geq 0, m, n \in \mathbb{N}, \ f \in A_m \) and satisfies the differential subordination
\[
\left[ \left( RI_{m,\lambda,l}^\alpha f(z) \right)' \right]^2 + RI_{m,\lambda,l}^\alpha f(z) \cdot \left( RI_{m,\lambda,l}^\alpha f(z) \right)'' < h(z), \quad z \in U
\]
then
\[
\frac{RI_{m,\lambda,l}^\alpha f(z) \cdot \left( RI_{m,\lambda,l}^\alpha f(z) \right)'}{z} < q(z), \quad z \in U,
\]
where \( q(z) = \frac{1}{nz} \int_0^z h(t) t^{l-1} dt. \)
Proof. Let \( p(z) = \frac{RI_{m, \lambda, l}^\alpha f(z)}{z} \cdot (RI_{m, \lambda, l}^\alpha f(z))' \), \( z \in U \), and \( p \in H[0, n] \). Differentiating, we obtain
\[
\left[ (RI_{m, \lambda, l}^\alpha f(z))' \right]^2 + RI_{m, \lambda, l}^\alpha f(z) \cdot (RI_{m, \lambda, l}^\alpha f(z))'' = p(z) + zp'(z), \quad z \in U,
\]
(2.12) becomes
\[
p(z) + zp'(z) < h(z), \quad z \in U.
\]
Using Lemma 1.2, we have
\[
p(z) < q(z), \quad z \in U, \quad \text{i.e.} \quad \frac{RI_{m, \lambda, l}^\alpha f(z) \cdot (RI_{m, \lambda, l}^\alpha f(z))'}{z} < q(z) = \frac{1}{nz^\beta} \int_0^z h(t)t^{\frac{1}{n} - 1} dt, \quad z \in U,
\]
and \( q \) is the best dominant. \( \blacksquare \)

**Corollary 2.13** Let \( h(z) = \frac{1+(2\beta-1)z}{1+z} \) be a convex function in \( U \), where \( 0 \leq \beta < 1 \). If \( \alpha, \lambda, l \geq 0 \), \( m, n \in \mathbb{N} \), \( f \in \mathcal{A}_n \), and satisfies the differential subordination
\[
\left[ (RI_{m, \lambda, l}^\alpha f(z))' \right]^2 + RI_{m, \lambda, l}^\alpha f(z) \cdot (RI_{m, \lambda, l}^\alpha f(z))'' < h(z), \quad z \in U,
\]
(2.13)
then
\[
\frac{RI_{m, \lambda, l}^\alpha f(z) \cdot (RI_{m, \lambda, l}^\alpha f(z))'}{z} < q(z), \quad z \in U,
\]
where \( q \) is given by \( q(z) = (2\beta - 1) + \frac{2(1-\beta)}{nz^\beta} \int_0^z t^{\frac{1}{n} - 1} dt, \quad z \in U \). The function \( q \) is convex and it is the best dominant.

**Proof.** Following the same steps as in the proof of Theorem 2.12 and considering \( p(z) = \frac{RI_{m, \lambda, l}^\alpha f(z) \cdot (RI_{m, \lambda, l}^\alpha f(z))'}{z} \), the differential subordination (2.13) becomes
\[
p(z) + zp'(z) < h(z) = \frac{1 + (2\beta - 1)z}{1 + z}, \quad z \in U.
\]
By using Lemma 1.2 for \( \gamma = 1 \), we have \( p(z) < q(z) \), i.e.
\[
\frac{RI_{m, \lambda, l}^\alpha f(z) \cdot (RI_{m, \lambda, l}^\alpha f(z))'}{z} < q(z) = \frac{1}{nz^\beta} \int_0^z h(t)t^{\frac{1}{n} - 1} dt = \frac{1}{nz^\beta} \int_0^z \frac{1 + (2\beta - 1)t}{1 + t}t^{\frac{1}{n} - 1} dt = \frac{1}{nz^\beta} \int_0^z \left[ (2\beta - 1) t^{\frac{1}{n} - 1} + 2(1 - \beta) \frac{t^{\frac{1}{n} - 1}}{1 + t} \right] dt
\]
\[
= (2\beta - 1) + \frac{2(1 - \beta)}{nz^\beta} \int_0^z \frac{t^{\frac{1}{n} - 1}}{1 + t} dt, \quad z \in U.
\]
\( \blacksquare \)

**Example 2.2** Let \( h(z) = \frac{1 - z}{1 + z} \) a convex function in \( U \) with \( h(0) = 1 \) and \( \text{Re} \left( \frac{z^n h(z)}{h(z)} + 1 \right) > -\frac{1}{2} \).

Let \( f(z) = z + z^2 \), \( z \in U \). For \( n = 1 \), \( m = 1 \), \( l = 2 \), \( \lambda = 1 \), \( \alpha = \frac{1}{2} \), we obtain \( RI_{1,1,2}^\frac{1}{2} f(z) = \frac{1}{2} R^1 f(z) + \frac{1}{2} f(1, 1, 2) f(z) = \frac{1}{2} f(z) + \frac{1}{2} z f'(z) = z + \frac{1}{2} z^2 \), \( z \in U \). Then
\[
RI_{1,1,2}^\frac{1}{2} f(z) = 1 + \frac{10}{9} z, \quad \text{Re} \left( RI_{1,1,2}^\frac{1}{2} f(z) \right) = \frac{10}{9},
\]
\[
RI_{1,1,2}^\frac{1}{2} f(z) = \frac{z + \frac{1}{2} z^2 + 5z + 1}{z},
\]
\[
\left[ RI_{1,1,2}^\frac{1}{2} f(z) \right]' = \left[ RI_{1,1,2}^\frac{1}{2} f(z) \right]' = \frac{50}{9} z^2 + 5z + 1,
\]
\[
\text{We have} \quad q(z) = \frac{1}{z} \int_0^z 1 - t dt = -1 + \frac{2 \ln(1 + z)}{z}.
\]
Using Theorem 2.12 we obtain
\[
\frac{50}{3} z^2 + 10z + 1 < \frac{1 - z}{1 + z}, \quad z \in U,
\]
induce
\[
\frac{50}{9} z^2 + 5z + 1 < -1 + \frac{2 \ln(1 + z)}{z}, \quad z \in U.
\]

**Theorem 2.14** Let \( g \) be a convex function such that \( g(0) = 0 \) and let \( h \) be the function \( h(z) = g(z) + \frac{nz}{1 - \delta} g'(z) \), \( z \in U \). If \( \alpha, \lambda, l \geq 0, \delta \in (0, 1) \), \( m, n \in \mathbb{N} \), \( f \in \mathcal{A}_n \) and the differential subordination
\[
\left( \frac{z}{R_{m,\lambda,l} \alpha f(z)} \right)^\delta R_{m+1,\lambda,l} \alpha f(z) - \delta \left( \frac{R_{m,\lambda,l} \alpha f(z)}{R_{m+1,\lambda,l} \alpha f(z)} \right) < h(z), \quad z \in U
\]
holds, then
\[
R_{m+1,\lambda,l} \alpha f(z) \left( \frac{z}{R_{m,\lambda,l} \alpha f(z)} \right)^\delta < g(z), \quad z \in U.
\]
This result is sharp.

**Proof.** Let \( p(z) = \frac{R_{m+1,\lambda,l} \alpha f(z)}{z} \left( \frac{z}{R_{m,\lambda,l} \alpha f(z)} \right)^\delta \). We deduce that \( p \in \mathcal{H}[1, \infty) \).

Differentiating, we obtain
\[
\left( \frac{z}{R_{m,\lambda,l} \alpha f(z)} \right)^\delta R_{m+1,\lambda,l} \alpha f(z) - \delta \left( \frac{R_{m,\lambda,l} \alpha f(z)}{R_{m+1,\lambda,l} \alpha f(z)} \right) = p(z) + \frac{1}{1 - \delta} z p'(z), \quad z \in U.
\]
Using the notation in (2.14), the differential subordination becomes
\[
p(z) + \frac{1}{1 - \delta} z p'(z) < h(z) = g(z) + \frac{nz}{1 - \delta} g'(z).
\]
By using Lemma 1.1, we have
\[
p(z) < g(z), \quad z \in U, \text{ i.e. } \frac{R_{m+1,\lambda,l} \alpha f(z)}{z} \left( \frac{z}{R_{m,\lambda,l} \alpha f(z)} \right)^\delta < g(z), \quad z \in U,
\]
and this result is sharp. \( \blacksquare \)

**Theorem 2.15** Let \( h \) be an holomorphic function which satisfies the inequality \( \text{Re} \left( 1 + \frac{h'(z)}{h(z)} \right) > -\frac{1}{2} \), \( z \in U \), and \( h(0) = 1 \). If \( \alpha, \lambda, l \geq 0, \delta \in (0, 1) \), \( m, n \in \mathbb{N} \), \( f \in \mathcal{A}_n \) and satisfies the differential subordination
\[
\left( \frac{z}{R_{m,\lambda,l} \alpha f(z)} \right)^\delta R_{m+1,\lambda,l} \alpha f(z) - \delta \left( \frac{R_{m,\lambda,l} \alpha f(z)}{R_{m+1,\lambda,l} \alpha f(z)} \right) < h(z), \quad z \in U
\]
then
\[
R_{m+1,\lambda,l} \alpha f(z) \left( \frac{z}{R_{m,\lambda,l} \alpha f(z)} \right)^\delta < q(z), \quad z \in U,
\]
where \( q(z) = \frac{1 - \delta}{nz} \int_0^z h(t) \left( \frac{1 - \delta}{m} t \right)^{-1} dt \).

**Proof.** Let \( p(z) = \frac{R_{m+1,\lambda,l} \alpha f(z)}{z} \left( \frac{z}{R_{m,\lambda,l} \alpha f(z)} \right)^\delta \), \( z \in U, p \in \mathcal{H}[0, \infty) \).

Differentiating, we obtain
\[
p(z) + \frac{1}{1 - \delta} z p'(z) < h(z), \quad z \in U.
\]
Using Lemma 1.2, we have

\[ p(z) \prec q(z), \quad z \in U, \quad \text{i.e.} \quad \frac{RI_{m+\lambda}^\alpha f(z)}{z} \left( \frac{z}{RI_{m+\lambda}^\alpha f(z)} \right) \delta \prec q(z) = 1 - \frac{1 - \delta}{n} \int_0^z h(t) t^{-\alpha - 1} dt, \quad z \in U, \]

and \( q \) is the best dominant.
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1 Introduction

Denote by \( U \) the unit disc of the complex plane, \( U = \{ z \in \mathbb{C} : |z| < 1 \} \) and \( \mathcal{H}(U) \) the space of holomorphic functions in \( U. \)

Let \( \mathcal{A}_n = \{ f \in \mathcal{H}(U) : f(z) = z + a_n + z^{n+1} + \ldots, z \in U \} \) with \( \mathcal{A}_1 = \mathcal{A}. \) Denote by \( \mathcal{T} \) the subclass of \( \mathcal{A} \)

consisting the functions \( f \) of the form \( f(z) = z - \sum_{j=2}^{\infty} a_j z^j, \ a_j \geq 0, \ z \in U. \)

Definition 1.1 (Ali Oboudi [9]) For \( f \in \mathcal{A}, \lambda \geq 0 \) and \( n \in \mathbb{N}, \) the operator \( D^n_\lambda f \) is defined by \( D^n_\lambda : \mathcal{A} \to \mathcal{A}, \)

\[
D^n_\lambda f(z) = f(z) \quad D^n_\lambda f(z) = (1 - \lambda)f(z) + \lambda z f'(z) = D_\lambda f(z), \\
D^{n+1}_\lambda f(z) = (1 - \lambda) D^n_\lambda f(z) + \lambda (D^n_\lambda f(z))' = D_\lambda (D^n_\lambda f(z)), \ z \in U.
\]

Remark 1.1 If \( f \in \mathcal{A} \) and \( f(z) = z + \sum_{j=2}^{\infty} a_j z^j, \) then \( D^n_\lambda f(z) = z + \sum_{j=2}^{\infty} [1 + (j - 1)\lambda]^n a_j z^j, \ z \in U. \)

If \( f \in \mathcal{T} \) and \( f(z) = z - \sum_{j=2}^{\infty} a_j z^j, \) then \( D^n_\lambda f(z) = z - \sum_{j=2}^{\infty} [1 + (j - 1)\lambda]^n a_j z^j, \ z \in U. \)

Remark 1.2 For \( \lambda = 1 \) in the above definition we obtain the Sălăgean differential operator [14].

Definition 1.2 (Ruscheweyh [13]) For \( f \in \mathcal{A}, \ n \in \mathbb{N}, \) the operator \( R^n \) is defined by \( R^n : \mathcal{A} \to \mathcal{A}, \)

\[
R^n f(z) = f(z) \quad R^n f(z) = z f'(z), \\
(n + 1) R^{n+1} f(z) = z (R^n f(z))' + n R^n f(z), \ z \in U.
\]

Remark 1.3 If \( f \in \mathcal{A}, \) \( f(z) = z + \sum_{j=2}^{\infty} a_j z^j, \) then \( R^n f(z) = z + \sum_{j=2}^{\infty} \frac{(n+j-1)!}{n!} a_j z^j, \ z \in U. \)

If \( f \in \mathcal{T}, \) \( f(z) = z - \sum_{j=2}^{\infty} a_j z^j, \) then \( R^n f(z) = z - \sum_{j=2}^{\infty} \frac{(n+j-1)!}{(n-1)!} a_j z^j, \ z \in U. \)

Definition 1.3 [4] Let \( \gamma, \alpha \geq 0, \ n \in \mathbb{N}. \) Denote by \( RD^n_{\lambda, \alpha} \) the operator given by \( RD^n_{\lambda, \alpha} : \mathcal{A} \to \mathcal{A}, \)

\[
RD^n_{\lambda, \alpha} f(z) = (1 - \alpha)R^n f(z) + \alpha D^n f(z), \quad z \in U.
\]
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Remark 1.4 If \( f \in \mathcal{A} \), \( f(z) = z + \sum_{j=2}^{\infty} a_j z^j \), then
\[
RD_{\lambda,\alpha}^{n} f(z) = z + \sum_{j=2}^{\infty} \left\{ \alpha [1 + (j - 1) \lambda]^n + (1 - \alpha) \frac{(n+j-1)!}{n!(j-1)!} \right\} a_j z^j, \quad z \in U.
\]
This operator was studied also in [5], [7], [8], [10], [11].

If \( f \in \mathcal{T} \), \( f(z) = z - \sum_{j=2}^{\infty} a_j z^j \), then
\[
RD_{\lambda,\alpha}^{n} f(z) = z - \sum_{j=2}^{\infty} \left\{ \alpha [1 + (j - 1) \lambda]^n + (1 - \alpha) \frac{(n+j-1)!}{n!(j-1)!} \right\} a_j z^j, \quad z \in U.
\]

Remark 1.5 For \( \gamma = 0 \), \( RD_{\lambda,0}^{n} f(z) = R^n f(z) \), where \( z \in U \) and for \( \gamma = 1 \), \( RD_{\lambda,1}^{n} f(z) = D^n f(z) \), where \( z \in U \).
For \( \lambda = 1 \), we obtain \( RD_{1,\alpha}^{n} f(z) = L^n f(z) \) which was studied in [2], [3] and [6].

If \( f \) and \( g \) are analytic functions in \( U \), we say that \( f \) is subordinate to \( g \), written \( f \prec g \), if there is a function \( w \) analytic in \( U \), with \( w(0) = 0 \), \( |w(z)| < 1 \), for all \( z \in U \), such that \( f(z) = g(w(z)) \) for all \( z \in U \). If \( g \) is univalent, then \( f \prec g \) if and only if \( f(0) = g(0) \) and \( f(U) \subseteq g(U) \).

We follow the works of A. Abubaker and M. Darus [1].

Definition 1.4 Let \( 0 < \beta \leq 1, \alpha, \lambda \geq 0, n \in \mathbb{N}, \gamma \in \mathbb{C}\{0\} \). Then, the function \( f \in \mathcal{A} \) is said to be in the class \( S_{\lambda,\alpha}^{n,\beta} (\alpha, \gamma) \) if
\[
\left| \frac{1}{\gamma} \left( \frac{z \left( RD_{\lambda,\alpha}^{n} f(z) \right)'}{RD_{\lambda,\alpha}^{n} f(z)} - 1 \right) \right| < \beta, \quad z \in U.
\]
We define now the class \( T S_{\lambda,\alpha}^{n,\beta} (\alpha, \gamma) \) by
\[
T S_{\lambda,\alpha}^{n,\beta} (\alpha, \gamma) = S_{\lambda,\alpha}^{n,\beta} (\alpha, \gamma) \cap \mathcal{T}.
\]

2 Coefficient Inequality

Theorem 2.1 Let the function \( f \in \mathcal{T} \). Then \( f(z) \) is in the class \( T S_{\lambda,\alpha}^{n,\beta} (\alpha, \gamma) \) if and only if
\[
\sum_{j=2}^{\infty} (j - 1 + \beta |\gamma|) \left\{ \alpha [1 + (j - 1) \lambda]^n + (1 - \alpha) \frac{(n+j-1)!}{n!(j-1)!} \right\} a_j \leq \beta |\gamma|, \quad (2.1)
\]
where \( \gamma \in \mathbb{C}\{0\}, \lambda, \alpha \geq 0, n \in \mathbb{N}, z \in U \).

Proof. Let \( f(z) \in T S_{\lambda,\alpha}^{n,\beta} (\alpha, \gamma) \). Then, we have
\[
Re \left\{ \frac{z (RD_{\lambda,\alpha}^{n} f(z))'}{RD_{\lambda,\alpha}^{n} f(z)} - 1 \right\} > -\beta |\gamma|.
\]
\[
\frac{z (RD_{\lambda,\alpha}^{n} f(z))'}{RD_{\lambda,\alpha}^{n} f(z)} = \frac{z - \sum_{j=2}^{\infty} \left\{ \alpha [1 + (j - 1) \lambda]^n + (1 - \alpha) \frac{(n+j-1)!}{n!(j-1)!} \right\} a_j z^j}{z - \sum_{j=2}^{\infty} \left\{ \alpha [1 + (j - 1) \lambda]^n + (1 - \alpha) \frac{(n+j-1)!}{n!(j-1)!} \right\} a_j z^j}
\]
\[
Re \left\{ \frac{-\sum_{j=2}^{\infty} (j - 1) \left\{ \alpha [1 + (j - 1) \lambda]^n + (1 - \alpha) \frac{(n+j-1)!}{n!(j-1)!} \right\} a_j z^j}{z - \sum_{j=2}^{\infty} \left\{ \alpha [1 + (j - 1) \lambda]^n + (1 - \alpha) \frac{(n+j-1)!}{n!(j-1)!} \right\} a_j z^j} \right\} > -\beta |\gamma|
\]
By choosing the values of \( z \) on the real axis and letting \( z \to 1^- \) through real values, the above inequality immediately yields the required condition (2.1).

Conversely, by applying the hypothesis (2.1) and letting \( |z| = 1 \), we obtain
\[
\left| \frac{z (RD_{\lambda,\alpha}^{n} f(z))'}{RD_{\lambda,\alpha}^{n} f(z)} - 1 \right| = \frac{\sum_{j=2}^{\infty} (j - 1) \left\{ \alpha [1 + (j - 1) \lambda]^n + (1 - \alpha) \frac{(n+j-1)!}{n!(j-1)!} \right\} a_j z^j}{z - \sum_{j=2}^{\infty} \left\{ \alpha [1 + (j - 1) \lambda]^n + (1 - \alpha) \frac{(n+j-1)!}{n!(j-1)!} \right\} a_j z^j}
\]
\[
\leq \frac{\beta |\gamma| \left( 1 - \sum_{j=2}^{\infty} \left\{ \alpha [1 + (j - 1) \lambda]^n + (1 - \alpha) \frac{(n+j-1)!}{n!(j-1)!} \right\} a_j \right)}{1 - \sum_{j=2}^{\infty} \left\{ \alpha [1 + (j - 1) \lambda]^n + (1 - \alpha) \frac{(n+j-1)!}{n!(j-1)!} \right\} a_j} \leq \beta |\gamma|.
\]
Hence, by maximum modulus theorem, we have \( f \in TS^\alpha_{\lambda, \alpha} (\beta, \gamma) \), which evidently completes the proof of theorem.

Finally, the result is sharp with the extremal functions \( f_j \) be in the class \( TS^\alpha_{\lambda, \alpha} (\beta, \gamma) \) given by

\[
f_j(z) = z - \frac{\beta |\gamma|}{(j-1 + \beta|\gamma|) \left\{ \alpha [1 + (j-1) \lambda]^n + (1 - \alpha) \frac{(n+j-1)!}{n!(j-1)!} \right\}} z^j, \quad \text{for } j \geq 2. \tag{2.2}
\]

\[\blacksquare\]

**Corollary 2.2** Let the function \( f \in T \) be in the class \( TS^\alpha_{\lambda, \alpha} (\beta, \gamma) \). Then, we have

\[
a_j \leq \frac{\beta |\gamma|}{(j-1 + \beta|\gamma|) \left\{ \alpha [1 + (j-1) \lambda]^n + (1 - \alpha) \frac{(n+j-1)!}{n!(j-1)!} \right\}}, \quad \text{for } j \geq 2. \tag{2.3}
\]

The equality is attained for the functions \( f \) given by (2.2).

### 3 Growth and distortion theorems

**Theorem 3.1** Let the function \( f \in T \) be in the class \( TS^\alpha_{\lambda, \alpha} (\beta, \gamma) \). Then for \(|z| = r\), we have

\[
r - \frac{\beta |\gamma|}{(1 + \beta |\gamma|) \left\{ \alpha (1 + \lambda)^n + (1 - \alpha)(n+1) \right\}} r^2 \leq |f(z)| \leq r + \frac{\beta |\gamma|}{(1 + \beta |\gamma|) \left\{ \alpha (1 + \lambda)^n + (1 - \alpha)(n+1) \right\}} r^2.
\]

with equality for

\[
f(z) = z - \frac{\beta |\gamma|}{(1 + \beta |\gamma|) \left\{ \alpha (1 + \lambda)^n + (1 - \alpha)(n+1) \right\}} z^2.
\]

**Proof.** In view of Theorem 2.1, we have

\[
(1 + \beta |\gamma|) \left\{ \alpha (1 + \lambda)^n + (1 - \alpha)(n+1) \right\} \sum_{j=2}^{\infty} a_j \leq \sum_{j=2}^{\infty} (j-1 + \beta |\gamma|) \left\{ \alpha (1 + \lambda)^n + (1 - \alpha)(n+1) \right\} a_j \leq \beta |\gamma|.
\]

Hence

\[
|f(z)| \leq r + \sum_{j=2}^{\infty} a_j r^j \leq r + r^2 \sum_{j=2}^{\infty} a_j \leq r + \frac{\beta |\gamma|}{(1 + \beta |\gamma|) \left\{ \alpha (1 + \lambda)^n + (1 - \alpha)(n+1) \right\}} r^2
\]

and

\[
|f(z)| \geq r - \sum_{j=2}^{\infty} a_j r^j \geq r - r^2 \sum_{j=2}^{\infty} a_j \geq r - \frac{\beta |\gamma|}{(1 + \beta |\gamma|) \left\{ \alpha (1 + \lambda)^n + (1 - \alpha)(n+1) \right\}} r^2.
\]

This completes the proof. \[\blacksquare\]

**Theorem 3.2** Let the function \( f \in T \) be in the class \( TS^\alpha_{\lambda, \alpha} (\beta, \gamma) \). Then, for \(|z| = r\) we have

\[
r - \frac{2\beta |\gamma|}{(1 + \beta |\gamma|) \left\{ \alpha (1 + \lambda)^n + (1 - \alpha)(n+1) \right\}} r^2 \leq |f'(z)| \leq r + \frac{2\beta |\gamma|}{(1 + \beta |\gamma|) \left\{ \alpha (1 + \lambda)^n + (1 - \alpha)(n+1) \right\}} r^2
\]

with equality for

\[
f(z) = z - \frac{\beta |\gamma|}{(1 + \beta |\gamma|) \left\{ \alpha (1 + \lambda)^n + (1 - \alpha)(n+1) \right\}} z^2.
\]

**Proof.** We have

\[
|f'(z)| \leq r + \sum_{j=2}^{\infty} j a_j r^j \leq r + 2r^2 \sum_{j=2}^{\infty} a_j \leq r + \frac{2\beta |\gamma|}{(1 + \beta |\gamma|) \left\{ \alpha (1 + \lambda)^n + (1 - \alpha)(n+1) \right\}} r^2
\]

and

\[
|f'(z)| \geq r - \sum_{j=2}^{\infty} j a_j r^j \geq r - 2r^2 \sum_{j=2}^{\infty} a_j \geq r - \frac{2\beta |\gamma|}{(1 + \beta |\gamma|) \left\{ \alpha (1 + \lambda)^n + (1 - \alpha)(n+1) \right\}} r^2,
\]

which completes the proof. \[\blacksquare\]
4 Extreme points

The extreme points of the class \( T S_{\lambda, \alpha}^n (\beta, \gamma) \) will be now determined.

**Theorem 4.1** Let \( f_1 (z) = z \) and \( f_j (z) = z - \frac{\beta |\gamma|}{(j-1 + \beta |\gamma|) \{ \alpha [1 + (j-1) \lambda]^n + (1-\alpha) \frac{(n+j-1)!}{n!(j-1)!} \}} z^j \), \( j \geq 2 \).

Assume that \( f \) is analytic in \( U \). Then \( f \in T S_{\lambda, \alpha}^n (\beta, \gamma) \) if and only if it can be expressed in the form

\[
 f(z) = \sum_{j=1}^{\infty} \mu_j f_j(z),
\]

where \( \mu_j \geq 0 \) and \( \sum_{j=1}^{\infty} \mu_j = 1 \).

**Proof.** Suppose that \( f(z) = \sum_{j=1}^{\infty} \mu_j f_j(z) \) with \( \mu_j \geq 0 \) and \( \sum_{j=1}^{\infty} \mu_j = 1 \). Then

\[
 f(z) = \mu_1 z + \sum_{j=2}^{\infty} \mu_j \left( z - \frac{\beta |\gamma|}{(j-1 + \beta |\gamma|) \{ \alpha [1 + (j-1) \lambda]^n + (1-\alpha) \frac{(n+j-1)!}{n!(j-1)!} \}} z^j \right) =
\]

\[
 z - \sum_{j=2}^{\infty} \mu_j \frac{\beta |\gamma|}{(j-1 + \beta |\gamma|) \{ \alpha [1 + (j-1) \lambda]^n + (1-\alpha) \frac{(n+j-1)!}{n!(j-1)!} \}} z^j.
\]

Then

\[
 \sum_{j=2}^{\infty} \mu_j \frac{\beta |\gamma|}{(j-1 + \beta |\gamma|) \{ \alpha [1 + (j-1) \lambda]^n + (1-\alpha) \frac{(n+j-1)!}{n!(j-1)!} \}} = \sum_{j=2}^{\infty} \mu_j = \sum_{j=1}^{\infty} \mu_j - \mu_1 = 1 - \mu_1 \leq 1.
\]

Thus \( f \in T S_{\lambda, \alpha}^n (\beta, \gamma) \) by Theorem 2.1.

Conversely, suppose that \( f \in T S_{\lambda, \alpha}^n (\beta, \gamma) \). By using (2.3) we may set and

\[
 \mu_j = \frac{(j-1 + \beta |\gamma|) \{ \alpha [1 + (j-1) \lambda]^n + (1-\alpha) \frac{(n+j-1)!}{n!(j-1)!} \}}{\beta |\gamma|} a_j
\]

for \( j \geq 2 \) and \( \mu_1 = 1 - \sum_{j=2}^{\infty} \mu_j \).

Then

\[
 f(z) = z - \sum_{j=1}^{\infty} a_j z^j = z - \sum_{j=2}^{\infty} \mu_j \frac{\beta |\gamma|}{(j-1 + \beta |\gamma|) \{ \alpha [1 + (j-1) \lambda]^n + (1-\alpha) \frac{(n+j-1)!}{n!(j-1)!} \}} z^j =
\]

\[
 \mu_1 f_1(z) + \sum_{j=2}^{\infty} \mu_j f_j(z) = \sum_{j=1}^{\infty} \mu_j f_j(z),
\]

with \( \mu_j \geq 0 \) and \( \sum_{j=1}^{\infty} \mu_j = 1 \), which completes the proof. \( \blacksquare \)

**Corollary 4.2** The extreme points of \( T S_{\lambda, \alpha}^n (\beta, \gamma) \) are the functions \( f_1 (z) = z \) and

\[
 f_j (z) = \frac{\beta |\gamma|}{(j-1 + \beta |\gamma|) \{ \alpha [1 + (j-1) \lambda]^n + (1-\alpha) \frac{(n+j-1)!}{n!(j-1)!} \}} z^j, \text{ for } j \geq 2.
\]
5 Partial sums

We investigate in this section the partial sums of functions in the class $T_{S_{X,\alpha}}^n(\beta, \gamma)$. We shall obtain sharp lower bounds for the real part of its ratios. We shall follow similar works done by Silverman [15] and Khairnar and Moreen [12] about the partial sums of analytic functions. In what follows, we will use the well known result that for an analytic function $\omega$ in $U$, 

$$\text{Re} \left( \frac{1 + \omega(z)}{1 - \omega(z)} \right) > 0, \quad z \in U,$$

if and only if the inequality $|\omega(z)| < 1$ is satisfied.

**Theorem 5.1** Let $f(z) = z - \sum_{j=2}^{\infty} a_j z^j \in T_{S_{X,\alpha}}^n(\beta, \gamma)$ and define its partial sums by $f_1(z) = z$ and $f_m(z) = z - \sum_{j=2}^{m} a_j z^j, \ m \geq 2$. Then

$$\text{Re} \left( \frac{f(z)}{f_m(z)} \right) \geq 1 - \frac{1}{c_{m+1}}, \quad z \in U, \ m \in \mathbb{N}, \quad (5.1)$$

and

$$\text{Re} \left( \frac{f_m(z)}{f(z)} \right) \geq \frac{c_{m+1}}{1 + c_{m+1}}, \quad z \in U, \ m \in \mathbb{N}, \quad (5.2)$$

where

$$c_j = \frac{(j + \beta|\gamma|) \left\{ \alpha [1 + (j - 1)|\lambda|]^n + (1 - \alpha) \frac{\lambda^{j-1} \mu^n}{\mu^{(j-1)n}} \right\}}{\beta|\gamma|} \quad (5.3)$$

This estimates in (5.1) and (5.2) are sharp.

**Proof.** To prove (5.1), it suffices to show that

$$c_{m+1} \left( \frac{f(z)}{f_m(z)} - \frac{1}{1 + \frac{1}{c_{m+1}}} \right) < 1 + \frac{c_{m+1}}{1 - z}, \quad z \in U.$$

By the subordination property, we can write

$$\frac{1 - \sum_{j=2}^{m} a_j z^{j-1} - c_{m+1} \sum_{j=m+1}^{\infty} a_j z^{j-1}}{1 - \sum_{j=2}^{m} a_j z^{j-1}} = 1 + \omega(z) \quad (5.4)$$

for certain $\omega$ analytic in $U$ with $|\omega(z)| \leq 1$. Notice that $\omega(0) = 0$ and

$$|\omega(z)| \leq \frac{c_{m+1} \sum_{j=m+1}^{\infty} a_j}{2 - 2 \sum_{j=2}^{m} a_j - c_{m+1} \sum_{j=m+1}^{\infty} a_j}.$$ 

Now $|\omega(z)| \leq 1$ if and only if

$$\sum_{j=2}^{m} a_j + c_{m+1} \sum_{j=m+1}^{\infty} a_j \leq \sum_{j=2}^{\infty} c_j a_j \leq 1. \quad (5.5)$$

The above inequality holds because $c_j$ is a non-decreasing sequence. This completes the proof of (5.1). Finally, it is observed that equality in (5.1) is attained for the function given by (2.3) when $z = r e^{2\pi i}$ as $r \to 1^\circ$. Similarly, we take

$$(1 + c_{m+1}) \left( \frac{f_m(z)}{f(z)} - \frac{1}{1 + c_{m+1}} \right) = \frac{1 - \sum_{j=2}^{m} a_j z^{j-1} + c_{m+1} \sum_{j=m+1}^{\infty} a_j z^{j-1}}{1 - \sum_{j=2}^{m} a_j z^{j-1}} = 1 + \omega(z) \quad (5.6)$$

where

$$|\omega(z)| \leq \frac{(1 + c_{m+1}) \sum_{j=m+1}^{\infty} a_j}{2 - 2 \sum_{j=2}^{m} a_j + (1 - c_{m+1}) \sum_{j=m+1}^{\infty} a_j}.$$ 

Now $|\omega(z)| \leq 1$ if and only if

$$\sum_{j=2}^{m} a_j + c_{m+1} \sum_{j=m+1}^{\infty} a_j \leq \sum_{j=2}^{\infty} c_j a_j \leq 1. \quad (5.7)$$

This immediately leads to assertion (5.2) of Theorem 5.1. This completes the proof. ■

Using a similar method, we can prove the following theorem.
Theorem 5.2 If $f \in TS_{\lambda,\alpha}^n (\beta, \gamma)$ and define the partial sums by $f_1(z) = z$ and $f_m(z) = z - \sum_{j=2}^{m} a_j z^j$. Then
\[
\Re \left( \frac{f'(z)}{f_m(z)} \right) \geq 1 - \frac{m+1}{c_{m+1}}, \quad z \in U, \quad m \in \mathbb{N},
\]
and
\[
\Re \left( \frac{f_m'(z)}{f'(z)} \right) \geq \frac{c_{m+1}}{m+1 + c_{m+1}},
\]
where $c_j$ is given by (5.3). The result is sharp for every $m$, with extremal functions given by (2.2).
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ON THE \((r,s)\)-CONVEXITY AND SOME HADAMARD-TYPE INEQUALITIES

H. EMİN ÖZDEMİR, ⋆ERHAN SET, AND ⋆AHMET OCAK AKDEMİR

Abstract. In this paper, we define a new class of convex functions which is called \((r,s)\)-convex functions. We also prove some Hadamard’s type inequalities related to this new class of functions.

1. INTRODUCTION

Let \(f : I \subseteq \mathbb{R} \rightarrow \mathbb{R}\) be a convex function defined on the interval \(I\) of real numbers and \(a, b \in I\) with \(a < b\). Then, the following double inequality is well known in literature as Hermite-Hadamard inequality holds for convex functions:

\[
f \left( \frac{a+b}{2} \right) \leq \frac{1}{b-a} \int_{a}^{b} f(x) \, dx \leq \frac{f(a) + f(b)}{2}.
\]

In [1], Pearce et al. generalized this inequality to \(r\)-convex positive function \(f\) which is defined on an interval \([a, b]\), for all \(x, y \in [a, b]\) and \(\lambda \in [0, 1]\);

\[
f(\lambda x + (1-\lambda)y) \leq \begin{cases} 
(\lambda |f(x)|^r + (1-\lambda) |f(y)|^r)^{\frac{1}{r}} & \text{if } r \neq 0 \\
|f(x)|^\lambda |f(y)|^{1-\lambda} & \text{if } r = 0
\end{cases}.
\]

Obviously, one can see that \(0\)-convex functions are simply log-convex functions and \(1\)-convex functions are ordinary convex functions. Another inequality which well known in the literature as Minkowski Inequality is given as following;

Let \(p \geq 1\), \(0 < \int_{a}^{b} f(x)^p \, dx < \infty\), and \(0 < \int_{a}^{b} g(x)^p \, dx < \infty\). Then

\[
\left( \int_{a}^{b} (f(x) + g(x))^p \, dx \right)^{\frac{1}{p}} \leq \left( \int_{a}^{b} f(x)^p \, dx \right)^{\frac{1}{p}} + \left( \int_{a}^{b} g(x)^p \, dx \right)^{\frac{1}{p}}.
\]

Definition 1. [See [4]] A function \(f : I \rightarrow [0, \infty)\) is said to be log-convex or multiplicatively convex if \(\log f\) is convex, or, equivalently, if for all \(x, y \in I\) and \(t \in [0, 1]\) one has the inequality:

\[
f(tx + (1-t)y) \leq |f(x)|^t |f(y)|^{1-t}
\]

We note that a log-convex function is convex, but the converse may not necessarily be true.
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In [6], Gill et al. proved following inequality for \( r \)-convex functions.

**Theorem 1.** Suppose \( f \) is a positive \( r \)-convex function on \([a, b]\). Then

\[
\frac{1}{b - a} \int_a^b f(t) dt \leq L_r(f(a), f(b)).
\]

If \( f \) is a positive \( r \)-concave function, then the inequality is reversed.

For recent results on \( r \)-convexity see the papers [2], [5] and [6].

**Definition 2.** [See [3]] Let \( s \in (0, 1] \). A function \( f : [0, \infty) \to [0, \infty) \) is said to be \( s \)-convex in the second sense if

\[
f(tx + (1 - t)y) \leq t^s f(x) + (1 - t)^s f(y)
\]

for all \( x, y \in \mathbb{R}_+ \) and \( t \in [0, 1] \).

In [10], \( s \)-convexity introduced by Breckner as a generalization of convex functions. Also, Breckner proved the fact that the set valued map is \( s \)-convex only if the associated support function is \( s \)-convex function in [11]. Several properties of \( s \)-convexity in the first sense are discussed in the paper [3]. Obviously, \( s \)-convexity means just convexity when \( s = 1 \).

**Theorem 2.** [See [8]] Suppose that \( f : [0, \infty) \to [0, \infty) \) is an \( s \)-convex function in the second sense, where \( s \in (0, 1] \) and let \( a, b \in [0, \infty) \), \( a < b \). If \( f \in L_1 [0, 1] \), then the following inequalities hold:

\[
2^{s-1} f \left( \frac{a + b}{2} \right) \leq \frac{1}{b - a} \int_a^b f(x) \, dx \leq \frac{f(a) + f(b)}{s + 1}.
\]

The constant \( k = \frac{1}{s+1} \) is the best possible in the second inequality in (1.5). The above inequalities are sharp.

Some new Hermite-Hadamard type inequalities based on concave functions and \( s \)-convexity established by Kirmaci et al. in [9]. For related results see the papers [7], [8] and [9].

The main purpose of this paper is to give definition of \((r, s)\)-convexity and to prove some Hadamard-type inequalities for \((r, s)\)-convex functions.

2. MAIN RESULTS

**Definition 3.** A positive function \( f \) is \((r, s)\)-convex on \([a, b] \subset [0, \infty) \) if for all \( x, y \in [a, b] \), \( s \in (0, 1] \) and \( \lambda \in [0, 1] \)

\[
f(\lambda x + (1 - \lambda)y) \leq \begin{cases} 
\frac{(\lambda^s f^r(x) + (1 - \lambda)^s f^r(y))^{\frac{1}{r}}}{f^r(x)^{1-\lambda}(y)^r}, & \text{if } r \neq 0 \\
\left( f^r(x) f^{1-\lambda}(y) \right)^{\frac{1}{r}}, & \text{if } r = 0 
\end{cases}
\]

This definition of \((r, s)\)-convexity naturally complements the concept of \((r, s)\)-concave functions in which the inequality is reversed.

**Remark 1.** We have that \((0, s)\)-convex functions are simply \(\log\)-convex functions and \((1, 1)\)-convex functions are ordinary convex functions.

**Remark 2.** We have that \((r, 1)\)-convex functions are \(r\)-convex functions.

**Remark 3.** We have that \((1, s)\)-convex functions are \(s\)-convex functions.

Now, we will prove inequalities based on above definition.
Theorem 3. Let $f : [a, b] \subset [0, \infty) \to (0, \infty)$ be $(r, s)$-convex function on $[a, b]$ with $a < b$. Then the following inequality holds:

\begin{equation}
\frac{1}{b - a} \int_a^b f(x) dx \leq \left( \frac{r}{r + s} \right) [f^r(a) + f^r(b)]^{\frac{1}{r}}
\end{equation}

for $r, s \in (0, 1]$.

Proof. Since $f$ is $(r, s)$-convex function and $r > 0$, we can write

$$f(ta + (1 - t)b) \leq (t^r [f(a)]^r + (1 - t)^s [f(b)]^s)^{\frac{1}{r}}$$

for all $t \in [0, 1]$ and $s \in (0, 1]$. It is easy to observe that

$$\frac{1}{b - a} \int_a^b f(x) dx = \int_0^1 f(ta + (1 - t)b) dt$$

$$\leq \int_0^1 (t^r [f(a)]^r + (1 - t)^s [f(b)]^s)^{\frac{1}{r}} dt.$$

Using the inequality (1.1), we get

$$\int_0^1 (t^r [f(a)]^r + (1 - t)^s [f(b)]^s)^{\frac{1}{r}} dt \leq \left[ \left( \int_0^1 t^r f(a) dt \right)^r + \left( \int_0^1 (1 - t)^s f(b) dt \right)^r \right]^{\frac{1}{r}}$$

$$= \left[ \left( \frac{r}{r + s} \right)^r (f^r(a) + f^r(b)) \right]^{\frac{1}{r}}$$

$$= \left( \frac{r}{r + s} \right) [f^r(a) + f^r(b)]^{\frac{1}{r}}.$$

Thus

$$\frac{1}{b - a} \int_a^b f(x) dx \leq \left( \frac{r}{r + s} \right) [f^r(a) + f^r(b)]^{\frac{1}{r}}$$

which completes the proof.

Corollary 1. In Theorem 3, if we choose $(1, s)$-convex function on $[a, b]$ with $a < b$. Then, we have the following inequality;

$$\frac{1}{b - a} \int_a^b f(x) dx \leq \left( \frac{1}{s + 1} \right) [f(a) + f(b)].$$

Corollary 2. In Theorem 3, if we choose $(r, 1)$-convex function on $[a, b]$ with $a < b$. Then, we have the following inequality;

$$\frac{1}{b - a} \int_a^b f(x) dx \leq \left( \frac{r}{r + 1} \right) [f^r(a) + f^r(b)]^{\frac{1}{r}}.$$

Remark 4. In Theorem 3, if we choose $(1, 1)$-convex function on $[a, b] \subset [0, \infty)$ with $a < b$. Then, we have the right hand side of Hadamard’s inequality.
Theorem 4. Let \( f, g : [a, b] \subset [0, \infty) \to (0, \infty) \) be \((r_1, s)\)–convex and \((r_2, s)\)–convex function on \([a, b]\) with \(a < b\). Then the following inequality holds:

\[
\frac{1}{b - a} \int_a^b f(x)g(x)dx \leq \left( \frac{1}{s + 1} \right) \left( [f(a)]^{r_1} + [f(b)]^{r_1} \right)^{\frac{1}{r_1}} \left( [g(a)]^{r_2} + [g(b)]^{r_2} \right)^{\frac{1}{r_2}}
\]

for \(r_1 > 1\) and \(\frac{1}{r_1} + \frac{1}{r_2} = 1\).

Proof. Since \( f \) is \((r_1, s)\)–convex function and \( g \) is \((r_2, s)\)–convex function, we have

\[
f(ta + (1 - t)b) \leq (t^s [f(a)]^{r_1} + (1 - t)^s [f(b)]^{r_1})^{\frac{1}{r_1}}
\]

and

\[
g(ta + (1 - t)b) \leq (t^s [g(a)]^{r_2} + (1 - t)^s [g(b)]^{r_2})^{\frac{1}{r_2}}
\]

for all \( t \in [0, 1] \) and \( r_1, r_2, s \in (0, 1] \). Since \( f \) and \( g \) are non-negative functions, hence

\[
f(ta + (1 - t)b)g(ta + (1 - t)b)
\]

\[
\leq (t^s [f(a)]^{r_1} + (1 - t)^s [f(b)]^{r_1})^{\frac{1}{r_1}} (t^s [g(a)]^{r_2} + (1 - t)^s [g(b)]^{r_2})^{\frac{1}{r_2}}
\]

Integrating both sides of the above inequality over \([0, 1]\) with respect to \( t \), we obtain

\[
\int_0^1 \frac{1}{[f(ta + (1 - t)b)g(ta + (1 - t)b)] dt}
\]

\[
\leq \int_0^1 \left( t^s [f(a)]^{r_1} + (1 - t)^s [f(b)]^{r_1} \right)^{\frac{1}{r_1}} \left( t^s [g(a)]^{r_2} + (1 - t)^s [g(b)]^{r_2} \right)^{\frac{1}{r_2}} dt.
\]

By applying the Hölder’s inequality, we have

\[
\int_0^1 \left( t^s [f(a)]^{r_1} + (1 - t)^s [f(b)]^{r_1} \right)^{\frac{1}{r_1}} \left( t^s [g(a)]^{r_2} + (1 - t)^s [g(b)]^{r_2} \right)^{\frac{1}{r_2}} dt
\]

\[
\leq \left( \int_0^1 \left( t^s [f(a)]^{r_1} + (1 - t)^s [f(b)]^{r_1} dt \right)^{\frac{1}{r_1}} \right)^{r_1} \left( \int_0^1 \left( t^s [g(a)]^{r_2} + (1 - t)^s [g(b)]^{r_2} dt \right)^{\frac{1}{r_2}} \right)^{r_2}
\]

\[
= \left( \frac{1}{s + 1} \right) \left( [f(a)]^{r_1} + [f(b)]^{r_1} \right)^{\frac{1}{r_1}} \left( [g(a)]^{r_2} + [g(b)]^{r_2} \right)^{\frac{1}{r_2}}.
\]

By using the fact that

\[
\frac{1}{b - a} \int_a^b f(x)g(x)dx = \int_0^1 [f(ta + (1 - t)b)g(ta + (1 - t)b)] dt.
\]

We obtain the desired result. \( \square \)

Corollary 3. In Theorem 4, if we choose \( s = 1, r_1 = r_2 = 2 \) and \( f(x) = g(x) \), we have the following inequality:

\[
\frac{1}{b - a} \int_a^b f(x)^2 dx \leq \frac{[f(a)]^2 + [f(b)]^2}{2}.
\]
Corollary 4. In Theorem 4, if we choose $s = 1$ and $r_1 = r_2 = 2$, we have the following inequality:

$$\frac{1}{b-a} \int_a^b f(x)g(x)\,dx \leq \sqrt{\frac{\left[f(a)\right]^2 + \left[f(b)\right]^2}{2}} \sqrt{\frac{\left[g(a)\right]^2 + \left[g(b)\right]^2}{2}}.$$  

Theorem 5. Let $f : [a, b] \subseteq [0, \infty) \rightarrow (0, \infty)$ be a $(r, s)$-convex function on $[a, b]$ with $r, s \in (0, 1]$. If $f \in L_1[a, b]$, then one has the following inequalities:

$$(2.3) \quad 2^{s-1} f\left(\frac{a + b}{2}\right) \leq \frac{1}{b-a} \int_a^b f^r(x)\,dx \leq \frac{f^r(a) + f^r(b)}{s+1}.  $$

Proof. By the $(r, s)$-convexity of $f$, we have that

$$f\left(\frac{x+y}{2}\right) \leq \frac{1}{2^r} \left[f^r(x) + f^r(y)\right]$$

for all $x, y \in [a, b]$. If we take $x = ta + (1-t)b$ and $y = (1-t)a + tb$, we obtain

$$f\left(\frac{a + b}{2}\right) \leq \frac{1}{2^r} \left[f^r(ta + (1-t)b) + f^r((1-t)a + tb)\right]$$

for all $t \in [0, 1]$. Integrating the above inequality over $[0, 1]$ with respect to $t$, we get

$$(2.4) \quad f\left(\frac{a + b}{2}\right) \leq \frac{1}{2^r} \left[\int_0^1 f^r(ta + (1-t)b)\,dt + \int_0^1 f^r((1-t)a + tb)\,dt\right].$$

From the facts that

$$\int_0^1 f^r(ta + (1-t)b)\,dt = \frac{1}{b-a} \int_a^b f^r(x)\,dx$$

and

$$\int_0^1 f^r((1-t)a + tb)\,dt = \frac{1}{b-a} \int_a^b f^r(x)\,dx$$

we obtain the left hand side of the (2.3).

By the $(r, s)$-convexity of $f$, we also have that

$$(2.5) \quad f(ta + (1-t)b) + f(tb + (1-t)a) \leq t^s f^r(a) + (1-t)^s f^r(b) + t^s f^r(b) + (1-t)^s f^r(a)$$

for all $t \in [0, 1]$. Integrating the inequality (2.5) over $[0, 1]$ with respect to $t$, we get

$$\frac{1}{b-a} \int_a^b f^r(x)\,dx \leq \frac{f^r(a) + f^r(b)}{s+1},$$

which completes the proof.  

Remark 5. In Theorem 5, if we choose $r = 1$, we have the inequality (1.5).

Remark 6. In Theorem 5, if we choose $s = r = 1$, we have the Hadamard’s inequality.
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COMPACT COMPOSITION OPERATORS ON WEIGHTED HILBERT SPACES

WALEED AL-RAWASHDEH

Abstract. Let $\varphi$ be an analytic self-map of open unit disk $\mathbb{D}$. A composition operator is defined as $(C_\varphi f)(z) = f(\varphi(z))$, for $z \in \mathbb{D}$ and $f$ analytic on $\mathbb{D}$. Given an admissible weight $\omega$, the weighted Hilbert space $\mathcal{H}_\omega$ consists of all analytic functions $f$ such that $\|f\|_2^{\mathcal{H}_\omega} = |f(0)|^2 + \int_\mathbb{D} |f'(z)|^2 w(z)dA(z)$ is finite. In this paper, we study composition operators acting between weighted Bergman space $A^2_\alpha$ and the weighted Hilbert space $\mathcal{H}_\omega$. Using generalized Nevalinna counting functions associated with $\omega$, we characterize the boundedness and compactness of these composition operators.

1. Introduction

Let $\mathbb{D}$ be the unit disk $\{z \in \mathbb{D} : |z| < 1\}$ in the complex plane. Suppose $\varphi$ is an analytic function maps $\mathbb{D}$ into itself and $\psi$ is an analytic function on $\mathbb{D}$, the weighted composition operator $W_{\psi,\varphi}$ is defined on the space $H(\mathbb{D})$ of all analytic functions on $\mathbb{D}$ by

$$(W_{\psi,\varphi}f)(z) = \psi(z)C_\varphi f(z) = \psi(z)f(\varphi(z)),$$

for all $f \in H(\mathbb{D})$ and $z \in \mathbb{D}$. The composition operator $C_\varphi$ is a weighted composition operator with the weight function $\psi$ identically equal to 1. It is well known that the composition operator $C_\varphi f = f \circ \varphi$ defines a linear operator $C_\varphi$ which acts boundedly on various spaces of analytic or harmonic functions on $\mathbb{D}$. These operators have been studied on many spaces of analytic functions. During the past few decades much effort has been devoted to the study of these operators with the goal of explaining the operator-theoretic properties of $W_{\psi,\varphi}$ in terms of the function-theoretic properties of the induced maps $\varphi$ and $\psi$. We refer to the monographs by Cowen and MacCluer [1], Duren and Schuster [2], Hedenmalm, Korenblum, and Zhu [3], Shapiro [6], and Zhu ([9], [10]) for the overview of the field as of the early 1990s.

For $\alpha > -1$, we define the measure $dA_\alpha$ on $\mathbb{D}$ by

$$dA_\alpha(z) = (-\log |z|)^\alpha dA(z),$$

where $dA$ is the normalized Lebesgue measure on the unit disk $\mathbb{D}$. The weighted Bergman space $A^2_\alpha$ consists of all functions $f$ analytic on $\mathbb{D}$ that
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\( \| f \|_{A_2^\alpha}^2 = \int_D |f(z)|^2 dA_\alpha(z) < \infty \).

In this definition, the measure \( dA_\alpha \) can be replaced by the measure \( (1 - |z|^\alpha) dA(z) \) and this results an equivalent norm; see [5] for example. Shapiro [8] showed that \( f \in A_2^\alpha \) if and only if \( f' \in A_{\alpha+2}^2 \). In particular, he proved that

\[
\| f \|_{A_2^\alpha}^2 = |f(0)|^2 + \| f' \|_{A_{\alpha+2}^2}^2,
\]

this formula is just the Bergman space version of the Little-Paley identity.

The Hardy space \( H^2(D) \) consists of functions \( f \) analytic on \( D \) that satisfy

\[
\| f \| = \sup_{0 < r < 1} \int_{\partial D} |f(r\zeta)|^p d\sigma(\zeta) < \infty,
\]

where \( \sigma \) is the normalized Lebesgue measure on the boundary of the unit disk. In view of the Little-Payley identity, it is natural to define the Hardy space as \( A_{-1}^2 \).

Given a positive integrable function \( \omega \in C^2[0,1) \), we extend \( \omega \) on \( D \) by setting \( \omega(z) = w(|z|) \) for each \( z \in D \). Let \( \omega \) be the weight function such that \( \omega(z) dA(z) \) defines a finite measure on \( D \); that is, \( \omega \in L^1(D, dA) \). For such a weight \( \omega \), the weighted Hilbert space \( \mathcal{H}_\omega \) consists of all analytic functions \( f \) on \( D \) such that

\[
\| f \|_{\mathcal{H}_\omega}^2 = |f(0)|^2 + \| f' \|_{\omega}^2,
\]

where

\[
\| f' \|_{\omega}^2 = \int_D |f'(z)|^2 w(z) dA(z) < \infty.
\]

For example, consider the weighted Hilbert space \( \mathcal{H}_\alpha \) associated with the weight \( \omega_\alpha(r) = (1 - r^2)^\alpha \) where \( \alpha > -1 \). The weighted Hilbert space \( \mathcal{H}_1 \) is the Hardy space \( H^2 \). The Dirichlet space \( D_\alpha \) is \( \mathcal{H}_\alpha \) for \( 0 \leq \alpha < 1 \). The weight Bergman space \( A_0^2 \), where \( \alpha > -1 \), is the weighted Hilbert space \( \mathcal{H}_{\alpha+2} \).

Recently, Kelley and Lefèvre [4] characterized the compactness of composition operators acting on the weighted Hilbert space \( \mathcal{H}_\omega \) with the weight function \( \omega \) that satisfies the following conditions:

1. \( \omega \) is non-decreasing.
2. \( \omega(r)(1 - r)^{-(1+\delta)} \) is non-decreasing for some \( \delta > 0 \).
3. \( \lim_{r \to 1^-} \omega(r) = 0 \).
4. One of the two properties of convexity is fulfilled: \( \omega \) is convex and \( \lim_{r \to 1^-} \omega'(r) = 0 \); or \( \omega \) is concave.

In this paper, we consider the admissible weight \( \omega \) that only satisfies two conditions; namely we say \( \omega \) is admissible weight if it is convex and satisfies
\[ \lim_{r \to 1} \omega(r) = \lim_{r \to 1} \omega'(r) = 0. \] We characterize boundedness and compactness of composition operators act between weighted bergman space \( A^2_\alpha \) and the weighted Hilbert space \( H_\omega \). The results we obtain about composition operators will be given in terms of a generalized Nevalinna counting functions, which we define next.

The Nevalinna counting functions play an essential role in study of composition operators on weighted Hilbert spaces. The classical Nevalinna function of the inducing map \( \varphi \) is defined by

\[ N_\varphi(z) = \sum_{a \in \varphi^{-1}\{z\}} \log \left( \frac{1}{|a|} \right), \quad z \in \mathbb{D} \backslash \{\varphi(0)\}, \]

where as usual \( a \in \varphi^{-1}\{z\} \) is repeated according to the multiplicity of the zero of \( \varphi - z \) at \( a \). The Nevalinna counting function \( N_\varphi \) was first used by Shapiro in [8] to study composition operators on Hardy spaces \( H^2 \). In the same paper Shapiro also defined the generalized counting functions \( N_{\varphi, \gamma} \) for \( \gamma > 0 \) by

\[ N_{\varphi, \gamma}(z) = \sum_{a \in \varphi^{-1}\{z\}} \left( \log \left( \frac{1}{|a|} \right) \right)^\gamma, \quad z \in \mathbb{D} \backslash \{\varphi(0)\}, \]

and used them to study composition operators from a weighted Bergman space to itself. For more information about the Nevalinna counting functions; see [8], [6], and [1], for example. Kellay and Lefèvre [4] defined the generalized Nevalinna function associated to the admissible weight \( \omega \) by

\[ N_{\varphi, \omega}(z) = \sum_{a \in \varphi^{-1}\{z\}} \omega(a), \quad z \in \mathbb{D} \backslash \{\varphi(0)\}, \]

and used them to study composition operators from a weighted Hilbert space to itself. Note that if \( \omega(r) = (\log(1/r))^{\gamma} \), then \( N_{\varphi, \omega} \) is the generalized Nevalinna counting function \( N_{\varphi, \gamma} \).

The next lemma explains how the generalized Nevalinna counting function \( N_{\varphi, \omega} \) arise naturally in the study of composition operators on weighted Hilbert spaces, and its proof is a modification of that of (Theorem 2.32, [1]). This lemma is a generalization of the change of variables formula [8]. Shapiro’s formula is a special case of Stanton’s formula for integral means of analytic functions [7] that extends the Little-Paley identity. The utility of the change of variables formula in the study of composition operators on Hardy and Bergman spaces comes form Stanton’s formula.

**Lemma 1.1.** Let \( g \) and \( w \) be positive measurable functions, and \( \varphi \) is a nonconstant analytic self-map of \( \mathbb{D} \). Then

\[
\int_{\mathbb{D}} g(\varphi(z)) |\varphi'(z)|^2 \omega(z) dA(z) = \int_{\varphi(\mathbb{D})} g(\lambda) N_{\varphi, \omega}(\lambda) dA(\lambda).
\]
Proof. Suppose \( \phi \) is a nonconstant analytic self-map of \( \mathbb{D} \). Since \( \phi'(z) \) is not identically zero, \( \phi \) is locally univalent on \( \mathbb{D} \) except at the points at which the derivative equal to zero. Since the zeros of \( \phi \) at most countably many, we can find a countable collection of disjoint open sets \( \{ R_n \} \) such that the area of \( \mathbb{D} \setminus \bigcup R_n \) is zero, and such that \( \phi \) is univalent on each \( R_n \).

Let \( \psi_n \) be the inverse of \( \phi \) on \( R_n \). Then the usual change of variables applied on \( R_n \), with \( z = \psi_n(\lambda) \) and \( dA(\lambda) = |\phi'(z)|^2dA(z) \), gives

\[
\int_{R_n} g(\phi(z))|\phi'(z)|^2\omega(z)dA(z) = \int_{\phi(R_n)} g(\lambda)\omega(\psi_n(\lambda))dA(\lambda).
\]

Let \( \chi_n \) denotes the characteristic function of the set \( \phi(R_n) \). Since the zeros of \( \phi'(z) \) is countable, we have

\[
\int_{\mathbb{D}} g(\phi(z))|\phi'(z)|^2\omega(z)dA(z) = \sum_{n=1}^{\infty} \int_{\phi(R_n)} g(\lambda)\omega(\psi_n(\lambda))dA(\lambda)
\]

\[
= \int_{\phi(\mathbb{D})} g(\lambda) \left( \sum_{n=1}^{\infty} \chi_n(\lambda)\omega(\psi_n(\lambda)) \right) dA(\lambda)
\]

\[
= \int_{\phi(\mathbb{D})} g(\lambda) \left( \sum_{n=1}^{\infty} \omega(z_n(\lambda)) \right) dA(\lambda),
\]

where \( \{ z_n(\lambda) \} \) denotes the sequence of zeros of \( \phi(z) - \lambda \), repeated according to multiplicity. This completes the proof, since the sum in the last equation is \( N_{\phi,\omega}(\lambda) \).

Recall that an operator is said to be compact if it takes bounded sets to sets with compact closure. The following lemma characterizes the compactness of a composition operator, and its proof is just a modification of that of (Proposition 3.11, [1]). The proof is a standard technique of Montel’s Theorem and definition of a composition operator \( C_\phi \), so we omit the proof’s details.

**Lemma 1.2.** Let \( \omega \) be an admissible weight. Let \( \phi \) be an analytic self-map of \( \mathbb{D} \) and \( \phi(0) \neq 0 \). Then for every \( 0 < r < |\phi(0)| \) we have

\[
N_{\phi,\omega}(0) \leq \frac{1}{r^2} \int_{r\mathbb{D}} N_{\phi,\omega}(\zeta)dA(\zeta).
\]
2. Compactness of a composition operator

In this section we characterize the boundedness and compactness of a composition operator $C_\varphi$ mapping weighted Bergman space $A^2_\alpha$ into weighted Hilbert space $\mathcal{H}_\omega$, associated with the admissible weight $\omega$. The notation $A \approx B$ means that there are two positive constants $c_1$ and $c_2$ independent of $A$ and $B$ such that $c_1A \leq B \leq c_2A$.

**Theorem 2.1.** Let $\varphi$ be an analytic self-map of $\mathbb{D}$. Then $C_\varphi : A^2_\alpha \to \mathcal{H}_\omega$ is bounded if and only if

$$N_{\varphi,\omega}(\lambda) = O\left((-\log |\lambda|)^{2+\alpha}\right), \quad \text{as} \quad |\lambda| \to 1.$$

**Proof.** We first show that $N_{\varphi,\omega}$ satisfies the given growth condition. For $\lambda \in \mathbb{D}$, consider the test function

$$f_\lambda(z) = \frac{(1-|\lambda|^2)^{(2+\alpha)/2}}{(1-\lambda z)^{2+\alpha}}.$$

Let $\psi_\lambda(z)$ be the Möbius self-map of $\mathbb{D}$ that interchanges 0 and $\lambda$, that is

$$\psi_\lambda(z) = \frac{\lambda - z}{1 - \lambda z}.$$

It is well-known that $\|f_\lambda\|_{A^2_\alpha}^2 \approx 1$. Then we have

$$\|C_\varphi(f_\lambda)\|_{\mathcal{H}_\omega}^2 = \|f_\lambda(\varphi(0))\|^2 + \int_{\mathbb{D}} |f_\lambda(\varphi(z))|^2 |\varphi'(z)|^2 \omega(z) dA(z)$$

$$= \|f_\lambda(\varphi(0))\|^2 + \int_{\varphi(\mathbb{D})} |f_\lambda'(z)|^2 N_{\varphi,\omega}(z) dA(z)$$

$$= \|f_\lambda(\varphi(0))\|^2 + \int_{\varphi(\mathbb{D})} |f_\lambda'(z)|^2 N_{\varphi,\omega}(z) dA(z)$$

$$= \|f_\lambda(\varphi(0))\|^2 + (2+\alpha)^2 |\lambda|^2 (1-|\alpha|^2)^{2+\alpha} \int_{\mathbb{D}} N_{\varphi,\omega}(z) \frac{\psi_\lambda(z)}{|1 - \lambda \bar{z}|^{2+2\alpha}} dA(z)$$

Now for any $|z| \leq \frac{1}{2}$, we get

$$\|C_\varphi(f_\lambda)\|_{\mathcal{H}_\omega}^2 \geq \frac{(2+\alpha)^2 |\lambda|^2}{4^{1+\alpha}(1-|\lambda|^2)^{2+\alpha}} \int_{\mathbb{D}} N_{\varphi,\omega}(\psi_\lambda(z)) dA(\lambda)$$

$$\geq \frac{(2+\alpha)^2 |\lambda|^2}{4^{2+\alpha}(1-|\lambda|^2)^{2+\alpha}} N_{\varphi,\omega}(\lambda),$$
where the last inequality can be seen by using the sub-mean property Lemma 1.3. If $|\lambda|$ is sufficiently close to 1, we get for some positive constant $C$

$$N_{\varphi,\omega}(\lambda) \leq C(1 - |\lambda|^2)^{2+\alpha}||C_{\varphi}(f_{\lambda})||^2_{H_{\omega}}.$$ 

Since $||f_{\lambda}||^2_{A^2_{\alpha}} \approx 1$ and $(1 - |\lambda|^2)$ is comparable to $\log(1/|\lambda|)$, we get the desired growth condition.

For the converse, let $f \in A^2_{\alpha}$. Then, by the change of variables formula Lemma 1.1, we get

$$||C_{\varphi}(f)||^2_{H_{\omega}} = |f(\varphi(0))|^2 + \int_{D} |f'(\varphi(z))|^2 |\varphi'(z)|^2 \omega(z) dA(z)$$

By our hypothesis, there is a finite positive constant $C$ and $0 < r < 1$ such that

$$N_{\varphi,\omega}(z) \leq C \left( \log \left( \frac{1}{|z|} \right) \right)^{2+\alpha}, \quad \text{for} \quad z \in D \setminus rD.$$ 

Therefore, we get

$$||C_{\varphi}(f)||^2_{H_{\omega}} \leq C \int_{D \setminus rD} |f'(z)|^2 dA_{\alpha+2}(z)$$

By using the Closed Graph Theorem, we get the boundedness of $C_{\varphi}$. □

In the next theorem we are following operator-theoretic wisdom: If a “big-oh” condition determines when an operator is bounded, then the corresponding “little-oh” condition determines when it is compact.

**Theorem 2.2.** Let $\varphi$ be an analytic self-map of $D$. Then $C_{\varphi} : A^2_{\alpha} \to H_{\omega}$ is compact if and only if

$$N_{\varphi,\omega}(\lambda) = o\left( (-\log |\lambda|)^{2+\alpha} \right), \quad \text{as} \quad |\lambda| \to 1.$$ 

**Proof.** Suppose that $C_{\varphi}$ is compact and the given grow condition does not hold. Then there exists a sequence $\{\lambda_n\}$ in $D$ with $|\lambda_n| \to 1$ as $n \to \infty$ such that

$$N_{\varphi,\omega}(\lambda_n) \geq \beta (-\log |\lambda_n|)^{2+\alpha}, \quad \text{for some} \quad \beta > 0.$$ 

Now consider the function

$$f_n(z) = \frac{(1 - |\lambda_n|^2)^{(2+\alpha)/2}}{(1 - \lambda_n z)^{2+\alpha}}.$$ 

It is clear that $||f_n||_{A^2_{\alpha}} \approx 1$ and $\{f_n\}$ converges uniformly to 0 on compact subsets of $D$. So, by compactness of $C_{\varphi}$ and Lemma 1.2, we have

$$\lim_{n \to \infty} ||C_{\varphi}(f_n)||^2_{H_{\omega}} = 0.$$
On the other hand, using similar argument as that in the proof of Theorem 2.1, there are positive constants $C$ and $C_1$ such that
\[
\|C_\varphi(f_n)\|^2_{\mathcal{B}_\omega} \geq \int_{D} |f'_n(\varphi(z))|^2 |\varphi'(z)|^2 \omega(z) dA(z)
\]
\[
\geq C \frac{N_{\varphi, \omega}(\lambda_n)}{(1 - |\lambda_n|^2)^{2+\alpha}}
\]
\[
\geq CC_1 \frac{N_{\varphi, \omega}(\lambda_n)}{(- \log |\lambda_n|)^{2+\alpha}}
\]
\[
\geq CC_1 \beta.
\]
Which contradicts the compactness of $C_\varphi$, because $C$ and $C_1$ are constants independent of $n$.

For the converse, Let $\{f_n\}$ be a sequence in the unit ball of $A^2_n$ converges to 0 uniformly on compact subsets of $D$. Then Cauchy’s estimate gives $f_n'$ converges uniformly to 0 on compact subsets of $D$. Let $\epsilon > 0$, by our hypothesis there exists $\delta \in (0, 1)$ such that
\[
N_{\varphi, \omega}(z) \leq \epsilon (- \log |z|)^{2+\alpha}, \quad \text{for } \delta < |z| < 1.
\]
To end the proof, by Lemma 1.2, it is enough to show $\lim_{n \to \infty} \|C_\varphi(f_n)\|^2_{\mathcal{B}_\omega} = 0$.

\[
\|C_\varphi(f_n)\|^2_{\mathcal{B}_\omega} = |f_n(\varphi(0))|^2 + \int_{D} |f'_n(\varphi(z))|^2 |\varphi'(z)|^2 \omega(z) dA(z)
\]
\[
= |f_n(\varphi(0))|^2 + \int_{|z| \leq \delta} |f'_n(z)|^2 N_{\varphi, \omega}(z) dA(z) + \int_{|z| > \delta} |f'_n(z)|^2 N_{\varphi, \omega}(z) dA(z)
\]
\[
= |f_n(\varphi(0))|^2 + \int_{|z| \leq \delta} |f'_n(z)|^2 N_{\varphi, \omega}(z) dA(z) + \epsilon \int_{|z| > \delta} |f'_n(z)|^2 (- \log |z|)^{2+\alpha} dA(z)
\]
\[
= |f_n(\varphi(0))|^2 + \epsilon \int_{|z| \leq \delta} |f'_n(z)|^2 N_{\varphi, \omega}(z) dA(z) + \epsilon \|f_n\|^2_{\alpha}.
\]
Since $\epsilon > 0$ is arbitrary, $\{f_n\}$ and $\{f'_n\}$ converge to 0 uniformly on compact subsets of $D$, we can make the right hand side of the last inequality as small as we wish by choosing $n$ sufficiently large. This completes the proof. \qed
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A NEW DOUBLE CESÀRO SEQUENCE SPACE DEFINED BY
MODULUS FUNCTIONS

OĞUZ OĞUR

Abstract. The object of this paper is to introduce a new double Cesàro sequence spaces $Ces^{(2)}(F, p)$ defined by a double sequence of modulus functions. We study some topologic properties of this space and obtain some inclusion relations.

1. Introduction

As usual, $\mathbb{N}$, $\mathbb{R}$ and $\mathbb{R}^+$ denote the sets of positive integers, real numbers and nonnegative real numbers, respectively. A double sequence on a normed linear space $X$ is a function $x$ from $\mathbb{N} \times \mathbb{N}$ into $X$ and briefly denoted by $x = (x(i, j))$. Throughout this work, $w$ and $w^2$ denote the spaces of all single real sequences and double real sequences, respectively.

First of all, let us recall preliminary definitions and notations.

If for every $\varepsilon > 0$ there exists $n_\varepsilon \in \mathbb{N}$ such that $\|x_k,l - a\|_X < \varepsilon$ whenever $k, l > n_\varepsilon$ then a double sequence $\{x_k,l\}$ is said to be converge (in terms of Pringsheim) to $a \in X$ [10].

A double sequence $\{x_k,l\}$ is called a Cauchy sequence if and only if for every $\varepsilon > 0$ there exists $n_0 = n_0(\varepsilon)$ such that $|x_k,l - x_p,q| < \varepsilon$ for all $k, l, p, q \geq n_0$.

A double series is infinity sum $\sum_{k,l=1}^{\infty} x_k,l$ and its convergence implies the convergence by $\|\cdot\|_X$ of partial sums sequence $\{S_{n,m}\}$, where $S_{n,m} = \sum_{k=1}^{n} \sum_{l=1}^{m} x_k,l$(see [2],[3]).

If each double Cauchy sequence in $X$ converges an element of $X$ according to norm of $X$, then $X$ is said to be a double complete space. A normed double complete space is said to be a double Banach space [2].

Let $X$ be a linear space. A function $p : X \rightarrow \mathbb{R}$ is called paranorm, if

i) $p(0) = 0$,

ii) $p(x) \geq 0$ for all $x \in X$,

iii) $p(-x) = p(x)$ for all $x \in X$,

iv) $p(x + y) \leq p(x) + p(y)$ for all $x, y \in X$,

v) if $(\lambda_n)$ is a sequence of scalars with $\lambda_n \rightarrow \lambda$ as $n \rightarrow \infty$ and $(x_n)$ is a sequence of vectors with $p(x_n - x) \rightarrow 0$ as $n \rightarrow \infty$, then $p(\lambda_n x_n - \lambda x) \rightarrow 0$ as $n \rightarrow \infty$ (continuity of multiplication by scalars).

A paranorm $p$ for which $p(x) = 0$ implies $x = 0$ is called total [7].

A double sequence space $E$ is said to be solid (or normal) if $(y_{k,l}) \in E$ whenever $|y_{k,l}| \leq |x_{k,l}|$ for all $k, l \in \mathbb{N}$ and $(x_{k,l}) \in E$.
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A function $f : [0, \infty) \to [0, \infty)$ is said to be a modulus function if it satisfies the following:

1. $f(x) = 0$ if and only if $x = 0$;
2. $f(x + y) \leq f(x) + f(y)$ for all $x, y \in [0, \infty)$;
3. $f$ is increasing;
4. $f$ is continuous from right at $0$.

It follows that $f$ is continuous on $[0, \infty)$. The modulus function may be bounded or unbounded. For example, if we take $f(x) = x/(x + 1)$, then $f(x)$ is bounded. But, for $0 < p < 1$, $f(x) = x^p$ is not bounded [9].

By the condition 2), we have $f(nx) \leq n.f(x)$ for all $n \in \mathbb{N}$ and so $f(x) \leq f(nx^{1/p}) \leq nf \left( \frac{x}{n} \right)$, hence

$$\frac{1}{n}f(x) \leq f \left( \frac{x}{n} \right) \quad \text{for all } n \in \mathbb{N}.$$ 

The FK-spaces $L(f)$, introduced by Ruckle in [11], is in the form

$$L(f) = \left\{ x \in w : \sum_{k=1}^{\infty} f \left( |x_k| \right) < \infty \right\}$$

where $f$ is a modulus function. This space is closely related to the space $\ell_1$ which is an $L(f)$ space with $f(x) = x$ for all real $x \geq 0$. Later on, this space was investigated by many authors (see [1, 4, 5, 8, 13]).

For $1 \leq p < \infty$, the Cesàro sequence space is defined by

$$Ces_p = \left\{ x \in w : \sum_{j=1}^{\infty} \left( \frac{1}{j} \sum_{i=1}^{j} |x(i)| \right)^p \right\},$$

equipped with norm

$$\|x\| = \left( \sum_{j=1}^{\infty} \left( \frac{1}{j} \sum_{i=1}^{j} |x(i)| \right)^p \right)^{\frac{1}{p}}.$$

This space was first introduced by Shiue [14]. It is very useful in the theory of matrix operators and others [6]. Sanhan and Suantai introduced and studied a generalized Cesàro sequence space $Ces(p)$, where $p = (p_j)$ is a bounded sequence of positive real numbers (see [12]).

Finally, Bala [1] introduced the space $Ces(f, p)$ using a modulus function $f$ as follows;

$$Ces(f, p) = \left\{ x \in w : \sum_{j=1}^{\infty} \left[ f \left( \frac{1}{j} \sum_{i=1}^{j} |x(i)| \right) \right]^{p_j} \right\}$$

where $p = (p_j)$ is a bounded sequence of positive real numbers.

In this work, we introduce double sequence spaces $Ces^{(2)}(f, p)$ as follows;

Let $p = (p_{n,m})$ be a bounded double sequence of positive real numbers and $F = (f_{n,m})$ be a double sequence of modulus functions. The space $Ces^{(2)}(f, p)$ is defined by

$$Ces^{(2)}(F, p) = \left\{ x \in w : \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left[ f_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} |x_{i,j}| \right) \right]^{p_{n,m}} \right\}.$$
If \( f_{n,m}(x) = x \), \( p_{n,m} = p \) (\( 1 \leq p < \infty \)) for all \( n, m \in \mathbb{N} \), then the space \( \text{Ces}^{(2)}(F, p) \) reduced to double Cesaro sequence space.

The following inequality will be used throughout this paper. Let \( (p_{n,m}) \) be a bounded double sequence of strictly positive real numbers and denote \( H = \sup_{n,m} p_{n,m} \). For any complex \( a_{n,m} \) and \( b_{n,m} \) we have

\[
|a_{n,m} + b_{n,m}|^{p_{n,m}} \leq D \left( |a_{n,m}|^{p_{n,m}} + |b_{n,m}|^{p_{n,m}} \right)
\]

where \( D = \max \left( 1, 2^{H-1} \right) \). Also, for any complex \( \lambda \),

\[
|\lambda|^{p_{n,m}} \leq \max \left( 1, |\lambda|^H \right).
\]

### 2. MAIN RESULTS

**Theorem 1.** The double sequence space \( \text{Ces}^{(2)}(F, p) \) is a linear space over the complex field \( \mathbb{C} \).

**Proof.** Let \( x, y \in \text{Ces}^{(2)}(F, p) \) and \( \lambda, \beta \in \mathbb{C} \). Then there exist integers \( M_\lambda, N_\beta \) such that \( |\lambda| \leq M_\lambda \) and \( |\beta| \leq N_\beta \). Hence we have

\[
\sum_{n=1}^\infty \sum_{m=1}^\infty \left[ f_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} |\lambda x_{i,j} + \beta y_{i,j}| \right) \right]^{p_{n,m}} \\
\leq \sum_{n=1}^\infty \sum_{m=1}^\infty \left[ f_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} |\lambda x_{i,j}| \right) + f_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} |\beta y_{i,j}| \right) \right]^{p_{n,m}} \\
\leq \sum_{n=1}^\infty \sum_{m=1}^\infty \left[ M_\lambda f_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} |x_{i,j}| \right) + N_\beta f_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} |y_{i,j}| \right) \right]^{p_{n,m}} \\
\leq D \sum_{n=1}^\infty \sum_{m=1}^\infty \left[ M_\lambda f_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} |x_{i,j}| \right) \right]^{p_{n,m}} \\
+ D \sum_{n=1}^\infty \sum_{m=1}^\infty \left[ N_\beta f_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} |y_{i,j}| \right) \right]^{p_{n,m}} \\
\leq D \max \left( 1, M_\lambda^{H-1} \right) \sum_{n=1}^\infty \sum_{m=1}^\infty \left[ M_\lambda f_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} |x_{i,j}| \right) \right]^{p_{n,m}} \\
+ D \max \left( 1, N_\beta^{H-1} \right) \sum_{n=1}^\infty \sum_{m=1}^\infty \left[ N_\beta f_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} |y_{i,j}| \right) \right]^{p_{n,m}}
\]

where \( D = \max \left( 1, 2^{H-1} \right) \). This shows that \( \lambda x + \beta y \in \text{Ces}^{(2)}(F, p) \) and so \( \text{Ces}^{(2)}(F, p) \) is a linear space.

**Theorem 2.** The double sequence space \( \text{Ces}^{(2)}(F, p) \) is paranormed space with the paranorm

\[
g(x) = \left( \sum_{n=1}^\infty \sum_{m=1}^\infty \left[ f_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} |x_{i,j}| \right) \right]^{p_{n,m}} \right)^{\frac{1}{p}}
\]
where $H = \sup_{n,m} p_{n,m} < \infty$ and $M = \max (1, H)$.

Proof. It is clear that $g(x) = g(-x)$ and $g(0) = 0$. For any $x, y \in Ces^{(2)}(F,p)$,

$$g(x + y) = \left( \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left[ f_{n,m} \left( \frac{1}{n.m} \sum_{i,j=1}^{n.m} |x_{i,j} + y_{i,j}| \right) \right] ^{p_{n,m}} \right)^{\frac{1}{p}}$$

$$\leq \left( \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left[ f_{n,m} \left( \frac{1}{n.m} \sum_{i,j=1}^{n.m} |x_{i,j}| \right) + f_{n,m} \left( \frac{1}{n.m} \sum_{i,j=1}^{n.m} |y_{i,j}| \right) \right] ^{p_{n,m}} \right)^{\frac{1}{p}}$$

$$\leq g(x) + g(y).$$

For the continuity of scalar multiplication suppose that $\{ \lambda^{(s)} \}$ is sequence of scalar such that $|\lambda^{(s)} - \lambda| \to 0$ and $g(x^{(s)} - x) \to 0$ as $s \to \infty$. We shall show that $g(\lambda^{(s)} x^{(s)} - \lambda x) \to 0$ as $s \to \infty$.

$$g(\lambda^{(s)} x^{(s)} - \lambda x) = \left( \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left[ f_{n,m} \left( \frac{1}{n.m} \sum_{i,j=1}^{n.m} |\lambda^{(s)} x^{(s)}_{i,j} - \lambda x_{i,j}| \right) \right] ^{p_{n,m}} \right)^{\frac{1}{p}}$$

$$= \left( \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left[ f_{n,m} \left( \frac{1}{n.m} \sum_{i,j=1}^{n.m} |\lambda^{(s)} x^{(s)}_{i,j} + \lambda^{(s)} x_{i,j} - \lambda^{(s)} x_{i,j} - \lambda x_{i,j}| \right) \right] ^{p_{n,m}} \right)^{\frac{1}{p}}$$

$$\leq \left( \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left[ f_{n,m} \left( \frac{1}{n.m} \sum_{i,j=1}^{n.m} |\lambda^{(s)} x_{i,j} - \lambda x_{i,j}| \right) \right] ^{p_{n,m}} \right)^{\frac{1}{p}}$$

$$+ \left( \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left[ f_{n,m} \left( \frac{1}{n.m} \sum_{i,j=1}^{n.m} |\lambda^{(s)} x_{i,j} - \lambda x_{i,j}| \right) \right] ^{p_{n,m}} \right)^{\frac{1}{p}}$$

$$\leq (K)^{\frac{1}{p}} \left( \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left[ f_{n,m} \left( \frac{1}{n.m} \sum_{i,j=1}^{n.m} |x^{(s)}_{i,j} - x_{i,j}| \right) \right] ^{p_{n,m}} \right)^{\frac{1}{p}}$$

$$+ \left( \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left[ f_{n,m} \left( \frac{1}{n.m} \sum_{i,j=1}^{n.m} |\lambda^{(s)} - \lambda| \sum_{i,j=1}^{n.m} |x_{i,j}| \right) \right] ^{p_{n,m}} \right)^{\frac{1}{p}}$$

where $K = 1 + \max \left( 1, \sup \lambda^{(s)} \right)$. We must show that

$$\left( \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left[ f_{n,m} \left( \frac{1}{n.m} \sum_{i,j=1}^{n.m} |\lambda^{(s)} - \lambda| \sum_{i,j=1}^{n.m} |x_{i,j}| \right) \right] ^{p_{n,m}} \right)^{\frac{1}{p}} \to 0$$
as \( s \to \infty \). For all \( s \in \mathbb{N} \) there exists \( T > 0 \) such that \( |\lambda(s) - \lambda| < T \). Taking \( \varepsilon > 0 \), since \( x \in Ces^{(2)}(F, p) \), then there exist \( n_0, m_0 \in \mathbb{N} \) such that

\[
\sum_{n=n_0}^{\infty} \sum_{m=m_0}^{\infty} \left[ f_{n,m} \left( \frac{\lambda(s) - \lambda}{n.m} \sum_{i,j=1}^{n.m} |x_{i,j}| \right) \right]^{p_{n,m}} + \sum_{n=1}^{n_0} \sum_{m=m_0+1}^{\infty} \left[ f_{n,m} \left( \frac{\lambda(s) - \lambda}{n.m} \sum_{i,j=1}^{n,m} |x_{i,j}| \right) \right]^{p_{n,m}}
\]

\[
\leq \sum_{n=n_0+1}^{\infty} \sum_{m=m_0}^{\infty} \left[ f_{n,m} \left( \frac{T}{n.m} \sum_{i,j=1}^{n,m} |x_{i,j}| \right) \right]^{p_{n,m}} + \sum_{n=1}^{n_0} \sum_{m=m_0+1}^{\infty} \left[ f_{n,m} \left( \frac{T}{n.m} \sum_{i,j=1}^{n,m} |x_{i,j}| \right) \right]^{p_{n,m}}
\]

\[
< \frac{\varepsilon}{2}
\]

for all \( s \in \mathbb{N} \). Also, we have

\[
\sum_{n=1}^{n_0} \sum_{m=1}^{m_0} \left[ f_{n,m} \left( \frac{\lambda(s) - \lambda}{n.m} \sum_{i,j=1}^{n,m} |x_{i,j}| \right) \right]^{p_{n,m}} < \frac{\varepsilon}{2}
\]

as \( s \to \infty \). Consequently,

\[
\sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left[ f_{n,m} \left( \frac{\lambda(s) - \lambda}{n.m} \sum_{i,j=1}^{n,m} |x_{i,j}| \right) \right]^{p_{n,m}} \to 0
\]

as \( s \to \infty \). Since

\[ g(\lambda(s)x(s) - \lambda x) \leq (K)^\frac{m}{p} g(x(s) - x) + \left( \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left[ f_{n,m} \left( \frac{\lambda(s) - \lambda}{n.m} \sum_{i,j=1}^{n,m} |x_{i,j}| \right) \right]^{p_{n,m}} \right)^{\frac{1}{p}} \]

we get \( g(\lambda(s)x(s) - \lambda x) \to 0 \) as \( s \to \infty \). \( \square \)

**Theorem 3.** The double sequence spaces \( Ces^{(2)}(F, p) \) is complete with respect to its paranorm.

**Proof.** Let \( \{x(s)\} \) be a double Cauchy sequence in \( Ces^{(2)}(F, p) \) such that \( x(s) = \{x_{k,l}(s)\}_{k,l=1}^{\infty} \) for all \( s \in \mathbb{N} \). Then we have

\[
\left( \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left[ f_{n,m} \left( \frac{1}{n.m} \sum_{i,j=1}^{n,m} |x_{i,j}^{(s)} - x_{i,j}^{(t)}| \right) \right]^{p_{n,m}} \right)^{\frac{1}{p}} \to 0
\]

as \( s, t \to \infty \). Hence for each fixed \( i, j \in \mathbb{N} \), \( |x_{i,j}^{(s)} - x_{i,j}^{(t)}| \to 0 \) as \( s, t \to \infty \) and so \( \{x(s)\} \) is a Cauchy sequence in \( \mathbb{C} \) for each fixed \( i, j \in \mathbb{N} \).
Then, there exists \(x_{i,j} \in \mathbb{C}\) such that \(x^{(s)}_{i,j} \to x_{i,j}\) as \(s \to \infty\) and let define \(x = (x_{i,j})\). From (1), we have that for \(\varepsilon > 0\) there exists \(N \in \mathbb{N}\) such that

\[
\sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left| f_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} \left| x_{i,j}^{(s)} - x_{i,j}^{(t)} \right| \right) \right|^{p_{n,m}} < \varepsilon^{M}
\]

for \(s, t > N\) and so by taking \(t \to \infty\) we have

\[
\sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left| f_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} \left| x_{i,j}^{(s)} - x_{i,j} \right| \right) \right|^{p_{n,m}} < \varepsilon^{M}
\]

for all \(s \geq N\). Thus we get \(g(x(s) - x) \to 0\) for all \(s \geq N\). Finally we must show that \(x \in \text{Ces}^{(2)}(F, p)\). By definition of a modulus function, for all \(s \geq N\) we get

\[
\left( \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left| f_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} \left| x_{i,j} \right| \right) \right|^{p_{n,m}} \right)^{\frac{1}{p_{n,m}}} \leq \varepsilon + g(x^{(s)}),
\]

which implies that \(x \in \text{Ces}^{(2)}(F, p)\). Then \(\text{Ces}^{(2)}(F, p)\) is complete. \(\square\)

**Theorem 4.** Let \(F = (f_{n,m})\) and \(H = (h_{n,m})\) be two modulus functions. Then

(i) \(\lim \sup \frac{f_{n,m}(t)}{h_{n,m}(t)} < \infty\) for all \(n, m \in \mathbb{N}\) implies \(\text{Ces}^{(2)}(H, p) \subset \text{Ces}^{(2)}(F, p)\),

(ii) \(\text{Ces}^{(2)}(H, p) \cap \text{Ces}^{(2)}(F, p) \subset \text{Ces}^{(2)}(F + H, p)\).

**Proof.** (i) By the hypothesis there exists \(K > 0\) such that \(f_{n,m}(t) \leq K h_{n,m}(t)\) for all \(n, m \in \mathbb{N}\). Let \(x \in \text{Ces}^{(2)}(H, p)\), then we have

\[
\sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left| f_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} \left| x_{i,j} \right| \right) \right|^{p_{n,m}} \leq \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left| K h_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} \left| x_{i,j} \right| \right) \right|^{p_{n,m}}
\]

\[
= C^{H} \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left| h_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} \left| x_{i,j} \right| \right) \right|^{p_{n,m}} < \infty,
\]

where \(C = \max (1, K)\). Hence we get \(x \in \text{Ces}^{(2)}(F, p)\).
(ii) Let \( x \in Ces^{(2)}(H, p) \cap Ces^{(2)}(F, p) \). Hence we have
\[
\sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left[ f_{n,m} + h_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} |x_{i,j}| \right) \right]^{p_{n,m}} \\
= \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left[ f_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} |x_{i,j}| \right) \right] + h_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} |x_{i,j}| \right)^{p_{n,m}} \\
\leq D \left\{ \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left[ f_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} |x_{i,j}| \right) \right]^{p_{n,m}} + \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left[ h_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} |x_{i,j}| \right) \right]^{p_{n,m}} \right\},
\]
where \( D = \max (1, 2^{H-1}) \). Therefore we get \( x \in Ces^{(2)}(F+H, p) \) and this completes the proof. \( \square \)

**Corollary 1.** The space \( Ces^{(2)}(F, p) \) is solid.

**Proof.** Suppose that \( x \in Ces^{(2)}(F, p) \) and \( |y_{i,j}| \leq |x_{i,j}| \) for all \( i, j \in \mathbb{N} \). Then, by the monotony of the modulus function we have
\[
\sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left[ f_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} |y_{i,j}| \right) \right]^{p_{n,m}} \leq \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left[ f_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} |x_{i,j}| \right) \right]^{p_{n,m}} < \infty.
\]
This implies that \( y \in Ces^{(2)}(F, p) \) and so \( Ces^{(2)}(F, p) \) is solid. \( \square \)

**Theorem 5.** Let \((p_{n,m})\) and \((q_{n,m})\) be bounded double sequences of positive real numbers such that \( 0 < p_{n,m} \leq q_{n,m} < \infty \) for all \( n, m \in \mathbb{N} \). Then for any modulus \( F = (f_{n,m}), Ces^{(2)}(F, p) \subset Ces^{(2)}(F, q) \).

**Proof.** Let \( x \in Ces^{(2)}(F, p) \). Then we have
\[
\sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left[ f_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} |x_{i,j}| \right) \right]^{p_{n,m}} < \infty.
\]
Hence there exists \( N \in \mathbb{N} \) such that \( f_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} |x_{i,j}| \right) \leq 1 \) for all \( n, m \geq N \). Since \( 0 < p_{n,m} \leq q_{n,m} \), we get
\[
\sum_{n=N}^{\infty} \sum_{m=N}^{\infty} \left[ f_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} |x_{i,j}| \right) \right]^{q_{n,m}} \leq \sum_{n=N}^{\infty} \sum_{m=N}^{\infty} \left[ f_{n,m} \left( \frac{1}{n,m} \sum_{i,j=1}^{n,m} |x_{i,j}| \right) \right]^{p_{n,m}} < \infty
\]
and so \( x \in Ces^{(2)}(F, q) \). \( \square \)
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Let $f \in C^p([-1,1])$, $p \geq 0$ and let $L$ be a linear right fractional differential operator such that $L(f) \geq 0$ throughout $[-1,0]$. We can find a sequence of polynomials $Q_n$ of degree $\leq n$ such that $L(Q_n) \geq 0$ over $[-1,0]$, furthermore $f$ is approximated uniformly by $Q_n$. The degree of this restricted approximations is given by an inequalities using the modulus of continuity of $f^{(p)}$.

2010 AMS Mathematics Subject Classification : 26A33, 41A10, 41A17, 41A25, 41A29.

Keywords and Phrases: Monotone Approximation, right Caputo fractional derivative, right fractional linear differential operator, modulus of continuity.

1 Introduction

The topic of monotone approximation started in [5] has become a major trend in approximation theory. A typical problem in this subject is: given a positive integer $k$, approximate a given function whose $k$th derivative is $\geq 0$ by polynomials having this property.

In [2] the authors replaced the $k$th derivative with a linear differential operator of order $k$. We mention this motivating result.

Theorem 1 Let $h,k,p$ be integers, $0 \leq h \leq k \leq p$ and let $f$ be a real function, $f^{(p)}$ continuous in $[-1,1]$ with modulus of continuity $\omega_1(f^{(p)},x)$ there. Let $a_j(x)$, $j = h,h+1,\ldots,k$ be real functions, defined and bounded on $[-1,1]$ and assume $a_h(x)$ is either $\geq$ some number $\alpha > 0$ or $\leq$ some number $\beta < 0$ throughout $[-1,1]$. Consider the operator

$$L = \sum_{j=h}^{k} a_j(x) \left[ \frac{d^j}{dx^j} \right]$$

(1)
and suppose, throughout $[-1, 1]$,

$$L(f) \geq 0. \tag{2}$$

Then, for every integer $n \geq 1$, there is a real polynomial $Q_n(x)$ of degree $\leq n$ such that

$$L(Q_n) \geq 0 \text{ throughout } [-1, 1] \tag{3}$$

and

$$\max_{-1 \leq x \leq 1} |f(x) - Q_n(x)| \leq C n^{k-p} \omega_1 \left( f^{(p)}, \frac{1}{n} \right), \tag{4}$$

where $C$ is independent of $n$ or $f$.

In this article we extend Theorem 1 to the right fractional level. Now $L$ is a linear right Caputo fractional differential operator. Here the monotonicity property is only true on the critical interval $[-1, 0]$. Quantitative uniform approximation remains true on all of $[-1, 1]$.

To the best of our knowledge this is the first time right fractional monotone approximation is introduced.

We need and make

**Definition 2** ([3]) Let $\alpha > 0$ and $[\alpha] = m$, ($[\cdot]$ ceiling of the number). Consider $f \in C^m([-1, 1])$. We define the right Caputo fractional derivative of $f$ of order $\alpha$ as follows:

$$(D^{\alpha}_{1-} f)(x) = \frac{(-1)^m}{\Gamma(m-\alpha)} \int_x^1 (t-x)^{m-\alpha-1} f^{(m)}(t) \, dt, \tag{5}$$

for any $x \in [-1, 1]$, where $\Gamma$ is the gamma function.

We set

$$D^0_{1-} f(x) = f(x), \quad D^m_{1-} f(x) = (-1)^m f^{(m)}(x), \quad \forall \ x \in [-1, 1]. \tag{6}$$

## 2 Main Result

We present

**Theorem 3** Let $h, k, p$ be integers, $h$ is even, $0 \leq h \leq k \leq p$ and let $f$ be a real function, $f^{(p)}$ continuous in $[-1, 1]$ with modulus of continuity $\omega_1 \left( f^{(p)}, \delta \right)$, $\delta > 0$, there. Let $\alpha_j(x), j = h, h+1, ..., k$ be real functions, defined and bounded on $[-1, 1]$ and assume for $x \in [-1, 0]$ that $\alpha_h(x)$ is either $\geq$ some number $\alpha > 0$ or $\leq$ some number $\beta < 0$. Let the real numbers $\alpha_0 = 0 < \alpha_1 < 1 < \alpha_2 < 2 < ... < \alpha_p < p$. Here $D^{\alpha_j}_{1-} f$ stands for the right Caputo fractional derivative of
f of order $\alpha_j$ anchored at 1. Consider the linear right fractional differential operator

$$L := \sum_{j=h}^{k} \alpha_j \left( D_{1-}^{\alpha_j} \right)$$

and suppose, throughout $[-1,0]$,

$$L(f) \geq 0. \quad (8)$$

Then, for any $n \in \mathbb{N}$, there exists a real polynomial $Q_n(x)$ of degree $\leq n$ such that

$$L(Q_n) \geq 0 \quad \text{throughout} \quad [-1,0], \quad (9)$$

and

$$\max_{-1 \leq x \leq 1} |f(x) - Q_n(x)| \leq C n^{k-p} \omega_1 \left( f^{(p)}, \frac{1}{n} \right), \quad (10)$$

where $C$ is independent of $n$ or $f$.

**Proof.** Let $n \in \mathbb{N}$. By a theorem of Trigub [6, 7], given a real function $g$, with $g^{(p)}$ continuous in $[-1,1]$, there exists a real polynomial $q_n(x)$ of degree $\leq n$ such that

$$\max_{-1 \leq x \leq 1} \left| g^{(j)}(x) - q_n^{(j)}(x) \right| \leq R_p n^{j-p} \omega_1 \left( g^{(p)}, \frac{1}{n} \right), \quad (11)$$

for $j = 0, 1, ..., p$, where $R_p$ is independent of $n$ or $g$.

Here $h, k, p \in \mathbb{Z}_+$, $0 \leq h \leq k \leq p$.

Let $\alpha_j > 0$, $j = 1, ..., p$, such that $0 < \alpha_1 < 1 < \alpha_2 < 2 < \alpha_3 < 3 < ... < \alpha_p < p$. That is $[\alpha_j] = j$, $j = 1, ..., p$.

We consider the right Caputo fractional derivatives

$$\left( D_{1-}^{\alpha_j} g \right)(x) = \frac{(-1)^j}{\Gamma(j - \alpha_j)} \int_{x}^{1} (t-x)^{j-\alpha_j-1} g^{(j)}(t) \, dt, \quad (12)$$

$$\left( D_{1-}^{\alpha_j} q_n \right)(x) = \frac{(-1)^j}{\Gamma(j - \alpha_j)} \int_{x}^{1} (t-x)^{j-\alpha_j-1} q_n^{(j)}(t) \, dt, \quad (13)$$

and

$$\left( D_{1-}^{\alpha_j} q_n \right)(x) = (-1)^j q_n^{(j)}(x); \quad j = 1, ..., p,$$

where $\Gamma$ is the gamma function

$$\Gamma(v) = \int_{0}^{\infty} e^{-t} t^{v-1} dt, \quad v > 0. \quad (14)$$
We notice that
\[
\frac{1}{\Gamma(j - \alpha_j)} \left| \int_x^1 (t - x)^{j-\alpha_j-1} g^{(j)}(t) \, dt - \int_x^1 (t - x)^{j-\alpha_j-1} q_n^{(j)}(t) \, dt \right| = (15)
\]
\[
\frac{1}{\Gamma(j - \alpha_j)} \left| \int_x^1 (t - x)^{j-\alpha_j-1} \left( g^{(j)}(t) - q_n^{(j)}(t) \right) \, dt \right| \leq (16)
\]
\[
\frac{1}{\Gamma(j - \alpha_j)} \left( \int_x^1 (t - x)^{j-\alpha_j-1} \, dt \right) R_p n^{j-p} \omega_1 \left( g^{(p)}, \frac{1}{n} \right) = (17)
\]
\[
\frac{1}{\Gamma(j - \alpha_j)} \frac{(1-x)^{j-\alpha_j}}{(j - \alpha_j)} R_p n^{j-p} \omega_1 \left( g^{(p)}, \frac{1}{n} \right) \leq (18)
\]
\[
\max_{-1 \leq x \leq 1} \left| \left( D_{1-}^{\alpha_j} g \right)(x) - \left( D_{1-}^{\alpha_j} q_n \right)(x) \right| \leq \frac{2^{j-\alpha_j}}{\Gamma(j - \alpha_j + 1)} R_p n^{j-p} \omega_1 \left( g^{(p)}, \frac{1}{n} \right), (19)
\]
\[
j = 0, 1, \ldots, p.
\]
Above we set \( D_{1-}^{\alpha} g(x) = g(x), \ D_{1-}^{\alpha} q_n(x) = q_n(x), \ \forall \ x \in [-1,1], \) and \( \alpha_0 = 0, \) i.e. \( [\alpha_0] = 0. \)

Put
\[
s_j \equiv \sup_{-1 \leq x \leq 1} \left| \alpha_{h-1}^{-1}(x) \alpha_j(x) \right|, \ j = h, \ldots, k, (20)
\]
and
\[
\eta_n := R_p \omega_1 \left( f^{(p)}, \frac{1}{n} \right) \left( \sum_{j=h}^{k} s_j \frac{2^{j-\alpha_j}}{\Gamma(j - \alpha_j + 1)} n^{j-p} \right). (21)
\]

I. Suppose, throughout \([-1,0], \alpha_h(x) \geq \alpha > 0. \) Let \( Q_n(x), \ x \in [-1,1], \) be a real polynomial of degree \( \leq n \) so that
\[
\max_{-1 \leq x \leq 1} \left| \left( D_{1-}^{\alpha_j} f(x) + \eta_n (h!)^{-1} x^h \right) - \left( D_{1-}^{\alpha_j} Q_n(x) \right) \right| \leq \frac{2^{j-\alpha_j}}{\Gamma(j - \alpha_j + 1)} R_p n^{j-p} \omega_1 \left( f^{(p)}, \frac{1}{n} \right), (22)
\]
\( j = 0, 1, \ldots, p. \)

In particular \((j = 0)\) holds

\[
\max_{-1 \leq x \leq 1} \left| f(x) + \eta_n (h!)^{-1} x^{h} - Q_n(x) \right| \leq R_p n^{-p} \omega_1 \left( f^{(p)}, \frac{1}{n} \right), \tag{23}
\]

and

\[
\max_{-1 \leq x \leq 1} \left| f(x) - Q_n(x) \right| \leq \eta_n (h!)^{-1} + R_p n^{-p} \omega_1 \left( f^{(p)}, \frac{1}{n} \right) =
\[
(h!)^{-1} R_p \omega_1 \left( f^{(p)}, \frac{1}{n} \right) \left( \sum_{j=h}^{k} s_j \frac{2^{j-\alpha_j}}{\Gamma(j - \alpha_j + 1)} n^{-j} \right)
\]

\[
+ R_p n^{-p} \omega_1 \left( f^{(p)}, \frac{1}{n} \right) \leq \tag{24}
\]

\[
R_p \omega_1 \left( f^{(p)}, \frac{1}{n} \right) n^{k-p} \left( 1 + (h!)^{-1} \sum_{j=h}^{k} s_j \frac{2^{j-\alpha_j}}{\Gamma(j - \alpha_j + 1)} \right). \tag{25}
\]

That is

\[
\max_{-1 \leq x \leq 1} \left| f(x) - Q_n(x) \right| \leq \tag{26}
\]

\[
R_p \left( 1 + (h!)^{-1} \sum_{j=h}^{k} s_j \frac{2^{j-\alpha_j}}{\Gamma(j - \alpha_j + 1)} \right) n^{k-p} \omega_1 \left( f^{(p)}, \frac{1}{n} \right),
\]

proving (10).

Here

\[
L = \sum_{j=h}^{k} \alpha_j (x) \left[ D^\alpha_{-} \right],
\]

and suppose, throughout \([-1, 0], L f \geq 0.\)

So over \([-1, 0], \) we get

\[
\alpha_h^{-1} (x) L(Q_n(x)) = \alpha_h^{-1} (x) L(f(x)) + \eta_n \frac{(1-x)^{h-\alpha_h}}{\Gamma(h - \alpha_h + 1)} + \tag{27}
\]

\[
\sum_{j=h}^{k} \alpha_h^{-1} (x) \alpha_j (x) \left[ D^\alpha_{-} Q_n(x) - D^\alpha_{-} f(x) - \frac{\eta_n}{h!} D^\alpha_{-} x^{h} \right] \geq 22
\]

\[
\eta_n \frac{(1-x)^{h-\alpha_h}}{\Gamma(h - \alpha_h + 1)} - \left( \sum_{j=h}^{k} s_j \frac{2^{j-\alpha_j}}{\Gamma(j - \alpha_j + 1)} n^{-j} \right) R_p \omega_1 \left( f^{(p)}, \frac{1}{n} \right) =
\]

\[
\eta_n \frac{(1-x)^{h-\alpha_h}}{\Gamma(h - \alpha_h + 1)} - \eta_n = \eta_n \left[ \frac{(1-x)^{h-\alpha_h}}{\Gamma(h - \alpha_h + 1)} - 1 \right] = \tag{28}
\]
\[ \eta_n \left[ \frac{(1-x)^{h-\alpha_h} - \Gamma (h - \alpha_h + 1)}{\Gamma (h - \alpha_h + 1)} \right] \geq \eta_n \left[ \frac{1 - \Gamma (h - \alpha_h + 1)}{\Gamma (h - \alpha_h + 1)} \right] \geq 0. \]  \tag{29} \]

Explanation: We know \( \Gamma (1) = 1, \Gamma (2) = 1, \) and \( \Gamma \) is convex and positive on \((0, \infty)\). Here \( 0 \leq h - \alpha_h < 1 \) and \( 1 \leq h - \alpha_h + 1 < 2 \). Thus \( \Gamma (h - \alpha_h + 1) \leq 1 \) and

\[ 1 - \Gamma (h - \alpha_h + 1) \geq 0. \]  \tag{30} \]

Hence

\[ L( Q_n (x)) \geq 0, x \in [-1,0]. \]  \tag{31} \]

II. Suppose, throughout \([-1,0]\), \( \alpha_h (x) \leq \beta < 0 \). In this case let \( Q_n (x) \), \( x \in [-1,1] \), be a real polynomial of degree \( \leq n \) such that

\[ \max_{-1 \leq x \leq 1} \left| D_{-1}^{\alpha_h} \left( f (x) - \eta_n (h!)^{-1} x^h \right) - \left( D_{-1}^{\alpha_h} Q_n \right) (x) \right| \leq \frac{2^{j-\alpha_j}}{\Gamma (j - \alpha_j + 1)} R_p n^{j-p} \omega_1 \left( f^{(p)}, \frac{1}{n} \right), \]  \tag{32} \]

\( j = 0, 1, ..., p \).

In particular holds \( (j = 0) \)

\[ \max_{-1 \leq x \leq 1} \left| f (x) - \eta_n (h!)^{-1} x^h \right| - Q_n (x) \leq R_p n^{-p} \omega_1 \left( f^{(p)}, \frac{1}{n} \right), \]  \tag{33} \]

and

\[ \max_{-1 \leq x \leq 1} |f (x) - Q_n (x)| \leq \eta_n (h!)^{-1} + R_p n^{-p} \omega_1 \left( f^{(p)}, \frac{1}{n} \right) \] (as before)

\[ \leq R_p \omega_1 \left( f^{(p)}, \frac{1}{n} \right) n^{k-p} \left( 1 + (h!)^{-1} \sum_{j=h}^{k} s_j \frac{2^{j-\alpha_j}}{\Gamma (j - \alpha_j + 1)} \right). \]  \tag{34} \]

That is

\[ \max_{-1 \leq x \leq 1} |f (x) - Q_n (x)| \leq \]

\[ R_p \left( 1 + (h!)^{-1} \sum_{j=h}^{k} s_j \frac{2^{j-\alpha_j}}{\Gamma (j - \alpha_j + 1)} \right) n^{k-p} \omega_1 \left( f^{(p)}, \frac{1}{n} \right), \]  \tag{35} \]

reproving (10).

Again suppose, throughout \([-1,0]\), \( Lf \geq 0 \).

Also if \(-1 \leq x \leq 0\), then

\[ \alpha_h^{-1} (x) L( Q_n (x)) = \alpha_h^{-1} (x) L (f (x)) - \eta_n \frac{(1-x)^{h-\alpha_h}}{\Gamma (h - \alpha_h + 1)} + \]  \tag{36} \]
\[
\sum_{j=h}^{k} \alpha_{h}^{-1}(x) \alpha_{j}(x) \left[ D_{1}^{\alpha_{j}} Q_{n}(x) - D_{1}^{\alpha_{j}} f(x) + \frac{\eta_{n}}{h!} (D_{1}^{\alpha_{j}} x^{h}) \right]^{(32)} \leq
\]

\[
-\eta_{n} \frac{(1-x)^{h-\alpha_{h}}}{\Gamma(h-\alpha_{h}+1)} + \left( \sum_{j=h}^{k} \frac{s_{j}}{\Gamma(j-\alpha_{j}+1)} \eta_{n}^{j-p} \right) R_{p} \omega_{1} \left( \frac{f^{(p)}}{n} \right) =
\]

\[
\eta_{n} - \eta_{n} \frac{(1-x)^{h-\alpha_{h}}}{\Gamma(h-\alpha_{h}+1)} = \eta_{n} \left( 1 - \frac{(1-x)^{h-\alpha_{h}}}{\Gamma(h-\alpha_{h}+1)} \right) =
\]

\[
\eta_{n} \left( \frac{(h-\alpha_{h}+1) - (1-x)^{h-\alpha_{h}}}{\Gamma(h-\alpha_{h}+1)} \right) \leq \eta_{n} \left( 1 - \frac{(1-x)^{h-\alpha_{h}}}{\Gamma(h-\alpha_{h}+1)} \right) \leq 0, \quad (37)
\]

and hence again

\[
L(Q_{n}(x)) \geq 0, \quad \forall x \in [-1,0]. \quad (38)
\]

**Remark 4** Based on [1], here we have that \(D_{1}^{\alpha_{j}} f\) are continuous functions, \(j = 0, 1, ..., p\). Suppose that \(\alpha_{h}(x), ..., \alpha_{k}(x)\) are continuous functions in \([-1,1]\), and \(L(f) \geq 0\) on \([-1,0]\) is replaced by \(L(f) > 0\) on \([-1,0]\). Disregard the assumption made in the Theorem 3 on \(\alpha_{h}(x)\). For \(n \in \mathbb{N}\), let \(Q_{n}(x) = q_{n}(x)\) of (19) for \(g = f\). Then \(Q_{n}(x)\) converges to \(f\) at the Jackson rate [4, p. 18, Theorem VIII] and at the same time, since \(L(Q_{n})\) converges uniformly to \(L(f)\) on \([-1,1]\), \(L(Q_{n}) > 0\) on \([-1,0]\) for all \(n\) sufficiently large.
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1 Introduction
Let $\mathcal{H}(U)$ be the class of analytic function in the open unit disc of the complex plane $U = \{z \in \mathbb{C} : |z| < 1\}$. Let $\mathcal{H}(a,n)$ be the subclass of $\mathcal{H}(U)$ consisting of functions of the form $f(z) = a + az^{n+1} + \ldots$

Let $\mathcal{A}_n = \{f \in \mathcal{H}(U) : f(z) = z + az^{n+1} + \ldots, z \in U\}$ and $\mathcal{A} = A_1$.

Denote by $K = \left\{ f \in \mathcal{A} : \text{Re} \left( \frac{zf''(z)}{f'(z)} \right) + 1 > 0, z \in U \right\}$, the class of normalized convex functions in $U$.

Let the functions $f$ and $g$ be analytic in $U$. We say that the function $f$ is subordinate to $g$, written $f \prec g$, if there exists a Schwarz function $w$, analytic in $U$, with $w(0) = 0$ and $|w(z)| < 1$, for all $z \in U$, such that $f(z) = g(w(z))$, for all $z \in U$. In particular, if the function $g$ is univalent in $U$, the above subordination is equivalent to $f(0) = g(0)$ and $f(U) \subset g(U)$.

Let $\psi : \mathbb{C}^3 \times U \rightarrow \mathbb{C}$ and $h$ be an univalent function in $U$. If $p$ is analytic in $U$ and satisfies the second order differential subordination

$$\psi(p(z),zp'(z),z^2p''(z);z) \prec h(z), \quad z \in U, \quad (1.1)$$

then $p$ is called a solution of the differential subordination. The univalent function $q$ is called a dominant of the solutions of the differential subordination, or more simply a dominant, if $p \prec q$ for all $p$ satisfying (1.1). A dominant $\tilde{q}$ that satisfies $\tilde{q} \prec q$ for all dominants $q$ of (1.1) is said to be the best dominant of (1.1). The best dominant is unique up to a rotation of $U$.

Let $\psi : \mathbb{C}^2 \times U \rightarrow \mathbb{C}$ and $h$ analytic in $U$. If $p$ and $\psi(p(z),zp'(z),z^2p''(z);z)$ are univalent and if $p$ satisfies the second order differential superordination

$$h(z) \prec \psi(p(z),zp'(z),z^2p''(z);z), \quad z \in U, \quad (1.2)$$

then $p$ is a solution of the differential superordination (1.2) (if $f$ is subordinate to $F$, then $F$ is called to be superordinate to $f$). An analytic function $q$ is called a subordinant if $q \prec p$ for all $p$
satisfying (1.2). An univalent subordinant $\bar{q}$ that satisfies $q < \bar{q}$ for all subordinants $q$ of (1.2) is said to be the best subordinant.

Miller and Mocanu [17] obtained conditions $h$, $q$ and $\psi$ for which the following implication holds

$$h(z) < \psi(p(z), zp'(z), z^2p''(z); z) \Rightarrow q(z) < p(z).$$

For two functions $f(z) = z + \sum_{j=2}^{\infty} a_j z^j$ and $g(z) = z + \sum_{j=2}^{\infty} b_j z^j$ analytic in the open unit disc $U$, the Hadamard product (or convolution product) of $f(z)$ and $g(z)$, written as $(f \ast g)(z)$, is defined by

$$f(z) \ast g(z) = (f \ast g)(z) = z + \sum_{j=2}^{\infty} a_j b_j z^j.$$

**Definition 1.1** ([Al Oboudi [7]]) For $f \in A$, $\lambda \geq 0$ and $n \in \mathbb{N}$, the operator $D^n_{\lambda}$ is defined by $D^n_{\lambda} : A \rightarrow A$,

$$D^n_{\lambda} f(z) = f(z)$$

$$D^1_{\lambda} f(z) = (1 - \lambda) f(z) + \lambda z f'(z) = D_{\lambda} f(z)$$

$$\ldots$$

$$D^n_{\lambda} f(z) = (1 - \lambda) D^{n-1}_{\lambda} f(z) + \lambda z (D^n_{\lambda} f(z))' = D_{\lambda} (D^{n-1}_{\lambda} f(z)),$$ for $z \in U$.

**Remark 1.1** If $f \in A$ and $f(z) = z + \sum_{j=2}^{\infty} a_j z^j$, then $D^n_{\lambda} f(z) = z + \sum_{j=2}^{\infty} [1 + (j - 1) \lambda]^{m} a_j z^j$, for $z \in U$.

**Remark 1.2** For $\lambda = 1$ in the above definition we obtain the Sălăgean differential operator [20].

**Definition 1.2** ([Ruscheweyh [19]]) For $f \in A$ and $n \in \mathbb{N}$, the operator $R^n$ is defined by $R^n : A \rightarrow A$,

$$R^n f(z) = f(z)$$

$$R^1 f(z) = zf'(z)$$

$$\ldots$$

$$(n + 1) R^{n+1} f(z) = z (R^n f(z))' + n R^n f(z), \quad z \in U.$$

**Remark 1.3** If $f \in A$, $f(z) = z + \sum_{j=2}^{\infty} a_j z^j$, then $R^n f(z) = z + \sum_{j=2}^{\infty} \frac{(n+j-1)!}{(j-1)!} a_j z^j$ for $z \in U$.

The purpose of this paper is to derive the several subordination and superordination results involving a differential operator. Furthermore, we studied the results of M. Darus, K. Al-Saqs [15], Shammugam, Ramachandran, Darus and Sivasubramanian [21], R.W. Ibrahim, M. Darus [16].

In order to prove our subordination and superordination results, we make use of the following known results.

**Definition 1.3** [18] Denote by $Q$ the set of all functions $f$ that are analytic and injective on $U \setminus E(f)$, where $E(f) = \{ \zeta \in \partial U : \lim_{z \to \zeta} f(z) = \infty \}$, and are such that $f'(\zeta) \neq 0$ for $\zeta \in \partial U \setminus E(f)$.

**Lemma 1.1** [18] Let the function $q$ be univalent in the unit disc $U$ and $\theta$ and $\phi$ be analytic in a domain $D$ containing $q(U)$ with $\phi(w) \neq 0$ when $w \in q(U)$. Set $Q(z) = zq'(z)\phi(q(z))$ and $h(z) = \theta(q(z)) + Q(z)$. Suppose that

1. $Q$ is starlike univalent in $U$ and
2. $\text{Re}\left(\frac{zh'(z)}{Q(z)}\right) > 0$ for $z \in U$.

If $p$ is analytic with $p(0) = q(0)$, $p(U) \subseteq D$ and

$$\theta(p(z)) +zp'(z)\phi(p(z)) < \theta(q(z)) +zq'(z)\phi(q(z)),$$

then $p(z) \prec q(z)$ and $q$ is the best dominant.
Lemma 1.2 \([14]\) Let the function \(q\) be convex univalent in the open unit disc \(U\) and \(\nu\) and \(\phi\) be analytic in a domain \(D\) containing \(q(U)\). Suppose that

1. \(\Re \left( \frac{\nu'(q(z))}{\phi(q(z))} \right) > 0\) for \(z \in U\) and

2. \(\psi(z) = \frac{zq'(z)}{q(z)} \phi(q(z))\) is starlike univalent in \(U\).

If \(p(z) \in \mathcal{H}[q(0), 1] \cap Q\), with \(p(U) \subseteq D\) and \(\nu(p(z)) + zp'(z) \phi(p(z))\) is univalent in \(U\) and

\[\nu(q(z)) + zq'(z) \phi(q(z)) < \nu(p(z)) + zp'(z) \phi(p(z)),\]

then \(q(z) \prec p(z)\) and \(q\) is the best subordinant.

2 Main results

Definition 2.1 Let \(\lambda \geq 0\) and \(m, n \in \mathbb{N}\). Denote by \(DR_{\lambda}^{m,n} : A \to A\) the operator given by the Hadamard product of the generalized Sălăgean operator \(D_{\lambda}^m\) and the Ruscheweyh operator \(R^n\),

\[DR_{\lambda}^{m,n} f(z) = (D_{\lambda}^m * R^n) f(z),\]

for any \(z \in U\) and each nonnegative integers \(m, n\).

Remark 2.1 If \(f \in A\) and \(f(z) = z + \sum_{j=2}^{\infty} a_j z^j\), then

\[DR_{\lambda}^{m,n} f(z) = z + \sum_{j=2}^{\infty} [1 + (j - 1) \lambda]^{\lambda} (n+j-1)! a_j^2 z^j,\]

for \(z \in U\).

This operator was studied in \([12]\).

Remark 2.2 For \(\lambda = 1, m = n\), we obtain the Hadamard product \(SR^n\) \([1]\) of the Sălăgean operator \(S^n\) and Ruscheweyh derivative \(R^n\), which was studied in \([2]\), \([3]\).

Remark 2.3 For \(m = n\) we obtain the Hadamard product \(DR_{\lambda}^n\) \([4]\) of the generalized Sălăgean operator \(D_{\lambda}^n\) and Ruscheweyh derivative \(R^n\), which was studied in \([5]\), \([6]\), \([8]\), \([9]\), \([10]\), \([11]\).

Using simple computation one obtains the next result.

Proposition 2.1 \([12]\) For \(m, n \in \mathbb{N}\) and \(\lambda \geq 0\) we have

\[z \left( DR_{\lambda}^{m,n} f(z) \right)' = (n + 1) DR_{\lambda}^{m,n+1} f(z) - n DR_{\lambda}^{m,n} f(z).\]  

(2.1)

We begin with the following

Theorem 2.2 Let \(z \left( \frac{DR_{\lambda}^{m,n} f(z)}{DR_{\lambda}^{m,n+1} f(z)} \right)' \in \mathcal{H}(U), \ z \in U, \ f \in A, \ m, n \in \mathbb{N}, \ \lambda \geq 0\) and let the function \(q(z)\) be convex and univalent in \(U\) such that \(q(0) = 1\). Assume that

\[\Re \left( 1 + \frac{\alpha}{\beta} q(z) - \frac{zq'(z)}{q(z)} + \frac{zq''(z)}{q'(z)} \right) > 0, \ \ z \in U,\]

(2.2)

for \(\alpha, \beta \in \mathbb{C}, \beta \neq 0, \ z \in U, \) and

\[\psi_{\lambda}^{m,n}(\alpha, \beta; z) := \beta (n + 1) \frac{\left( DR_{\lambda}^{m,n+1} f(z) \right)'}{\left( DR_{\lambda}^{m,n} f(z) \right)'} + (\alpha - \beta) z \left( \frac{DR_{\lambda}^{m,n} f(z)}{DR_{\lambda}^{m,n+1} f(z)} \right)' - \beta n.\]

(2.3)

If \(q\) satisfies the following subordination

\[\psi_{\lambda}^{m,n}(\alpha, \beta, \mu; z) \prec \alpha q(z) + \frac{\beta zq'(z)}{q(z)},\]

(2.4)
for, $\alpha, \beta \in \mathbb{C}$, $\beta \neq 0$ then

$$\frac{DR_{\lambda}^{m+1,n}f(z)}{DR_{\lambda}^{m,n}f(z)} < q(z), \quad z \in U,$$

and $q$ is the best dominant.

**Proof.** Our aim is to apply Lemma 1.1. Let the function $p(z) = \frac{z(DR_{\lambda}^{m,n}f(z))'}{(DR_{\lambda}^{m,n}f(z))'}$, $z \in U$, $z \neq 0$, $f \in A$. The function $p$ is analytic in $U$ and $p(0) = 1$.

Differentiating this function, with respect to $z$, we get

$$zp'(z) = \frac{z(DR_{\lambda}^{m,n}f(z))'}{(DR_{\lambda}^{m,n}f(z))'} + \frac{z^2(DR_{\lambda}^{m,n}f(z))''}{(DR_{\lambda}^{m,n}f(z))'} - \left[ \frac{z(DR_{\lambda}^{m,n}f(z))'}{(DR_{\lambda}^{m,n}f(z))'} \right]^2.$$

By using (2.1), we obtain

$$zp'(z) = (n+1) \frac{(DR_{\lambda}^{m,n+1}f(z))'}{(DR_{\lambda}^{m,n}f(z))'} - \frac{z(DR_{\lambda}^{m,n}f(z))'}{(DR_{\lambda}^{m,n}f(z))'} - n$$

(2.6)

By setting $\theta(w) := \alpha w$ and $\phi(w) := \frac{\beta}{w}$, $\alpha, \beta \in \mathbb{C}$, $\beta \neq 0$ it can be easily verified that $\theta$ is analytic in $\mathbb{C}$, $\phi$ is analytic in $\mathbb{C}\setminus\{0\}$ and that $\phi(w) \neq 0$, $w \in \mathbb{C}\setminus\{0\}$.

Also, by letting $Q(z) = zq'(z)\phi(q(z)) = \beta zq'(z)$, we find that $Q(z)$ is starlike univalent in $U$.

Let $h(z) = \theta(q(z)) + Q(z) = \alpha q(z) + \beta zq'(z)$, $z \in U$.

If we derive the function $Q(z)$, with respect to $z$, perform calculations, we have

$$\text{Re} \left( \frac{zh'(z)}{q(z)} \right) = \text{Re} \left( 1 + \frac{\alpha}{\beta}q(z) - \frac{zq'(z)}{q(z)} - \frac{zq''(z)}{q(z)} \right) > 0.$$

By using (2.6), we obtain

$$\alpha p(z) + \beta zp'(z) = \alpha \frac{z(DR_{\lambda}^{m,n}f(z))'}{(DR_{\lambda}^{m,n}f(z))'} + \beta \left[ (n+1) \frac{(DR_{\lambda}^{m,n+1}f(z))'}{(DR_{\lambda}^{m,n}f(z))'} - \frac{z(DR_{\lambda}^{m,n}f(z))'}{(DR_{\lambda}^{m,n}f(z))'} - n \right] =$$

$$\beta (n+1) \frac{(DR_{\lambda}^{m,n+1}f(z))'}{(DR_{\lambda}^{m,n}f(z))'} + (\alpha - \beta) \frac{z(DR_{\lambda}^{m,n}f(z))'}{(DR_{\lambda}^{m,n}f(z))'} - \beta n.$$

By using (2.4), we have

$$\alpha p(z) + \beta zp'(z) < \alpha q(z) + \beta zq'(z).$$

Therefore, the conditions of Lemma 1.1 are met, so we have $p(z) < q(z)$, $z \in U$, i.e.

$$\frac{z(DR_{\lambda}^{m,n}f(z))'}{(DR_{\lambda}^{m,n}f(z))'} < q(z), \quad z \in U,$$

and $\frac{1+A}{1+Bz}$ is the best dominant.

**Corollary 2.3** Let $q(z) = \frac{1+A}{1+Bz}$, $-1 \leq B < A \leq 1$, $m, n \in \mathbb{N}, \lambda \geq 0$, $z \in U$. Assume that (2.2) holds. If $f \in A$ and

$$\psi_{\lambda}^{m,n}(\alpha, \beta; z) = \frac{1+A}{1+Bz} + \beta \frac{(A-B)}{(1+Az)(1+Bz)},$$

for $\alpha, \beta \in \mathbb{C}$, $\beta \neq 0$, $-1 \leq B < A \leq 1$, where $\psi_{\lambda}^{m,n}$ is defined in (2.3), then

$$\frac{z(DR_{\lambda}^{m,n}f(z))'}{(DR_{\lambda}^{m,n}f(z))'} < \frac{1+A}{1+Bz}$$

and $\frac{1+A}{1+Bz}$ is the best dominant.

**Proof.** For $q(z) = \frac{1+A}{1+Bz}$, $-1 \leq B < A \leq 1$, in Theorem 2.2 we get the corollary. ■
Corollary 2.4 Let \( q(z) = \frac{1+z}{1-z}, m, n \in \mathbb{N}, \lambda \geq 0, z \in U \). Assume that (2.2) holds. If \( f \in \mathcal{A} \) and
\[
\psi^{m,n}_{\lambda}(\alpha, \beta; z) \prec \alpha \frac{1+z}{1-z} + \beta \frac{2z}{1-z^2},
\]
for \( \alpha, \beta \in \mathbb{C}, \beta \neq 0 \), where \( \psi^{m,n}_{\lambda} \) is defined in (2.3), then
\[
\frac{z(DR_{\lambda}^{m,n}f(z))'}{DR_{\lambda}^{m,n}f(z)} \prec \frac{1+z}{1-z},
\]
and \( \frac{1+z}{1-z} \) is the best dominant.

Proof. Corollary follows by using Theorem 2.2 for \( q(z) = \frac{1+z}{1-z} \).

Theorem 2.5 Let \( q \) be convex and univalent in \( U \), such that \( q(0) = 1, m, n \in \mathbb{N}, \lambda \geq 0 \). Assume that
\[
\text{Re} \left( \frac{\alpha}{\beta} q(z) \right) > 0, \text{ for } \alpha, \beta \in \mathbb{C}, \mu \neq 0, z \in U. \tag{2.7}
\]
If \( f \in \mathcal{A}, \frac{z(DR_{\lambda}^{m,n}f(z))'}{DR_{\lambda}^{m,n}f(z)} \in \mathcal{H}[q(0), 1] \cap Q \) and \( \psi^{m,n}_{\lambda}(\alpha, \beta; z) \) is univalent in \( U \), where \( \psi^{m,n}_{\lambda}(\alpha, \beta; z) \) is as defined in (2.3), then
\[
\alpha q(z) + \beta \frac{zq'(z)}{p(z)} \prec \psi^{m,n}_{\lambda}(\alpha, \beta; z), \quad z \in U, \tag{2.8}
\]
implies
\[
q(z) \prec \frac{z(DR_{\lambda}^{m,n}f(z))'}{DR_{\lambda}^{m,n}f(z)}, \quad z \in U, \tag{2.9}
\]
and \( q \) is the best subordinant.

Proof. Let the function \( p \) be defined by \( p(z) := \frac{z(DR_{\lambda}^{m,n}f(z))'}{DR_{\lambda}^{m,n}f(z)}, z \in U, z \neq 0, f \in \mathcal{A} \).

By setting \( \nu(w) := \alpha w \) and \( \phi(w) := \frac{\beta}{w} \) it can be easily verified that \( \nu \) is analytic in \( \mathbb{C} \), \( \phi \) is analytic in \( \mathbb{C}\setminus\{0\} \) and that \( \phi(w) \neq 0, w \in \mathbb{C}\setminus\{0\} \).

Since \( q \) is convex and univalent function, it follows that \( \text{Re} \left( \frac{\nu'(q(z))}{\phi'(q(z))} \right) = \text{Re} \left( \frac{\alpha}{\beta} q(z) \right) > 0, \) for \( \alpha, \beta \in \mathbb{C}, \beta \neq 0 \).

By using (2.8) we obtain
\[
\alpha q(z) + \beta \frac{zq'(z)}{q(z)} \prec \alpha p(z) + \beta \frac{zp'(z)}{p(z)}.
\]

Using Lemma 1.2, we have
\[
q(z) \prec p(z) = \frac{z(DR_{\lambda}^{m,n}f(z))'}{DR_{\lambda}^{m,n}f(z)}, \quad z \in U,
\]
and \( q \) is the best subordinant.
Corollary 2.6 Let \( q(z) = \frac{1 + A z}{1 + B z}, \ -1 \leq B < A \leq 1, \ m, n \in \mathbb{N}, \ \lambda \geq 0. \) Assume that (2.7) holds. If \( f \in \mathcal{A}, \frac{z'(DR_m^m f(z))'}{QR_m^m f(z)} \in \mathcal{H}[q(0), 1] \cap Q \) and
\[
\alpha \frac{1 + A z}{1 + B z} + \beta \frac{(A - B) z}{(1 + A z)(1 + B z)} < \psi_{\lambda}^{m,n}(\alpha, \beta; z),
\]
for \( \alpha, \beta \in \mathbb{C}, \ \beta \neq 0, \ -1 \leq B < A \leq 1, \) where \( \psi_{\lambda}^{m,n} \) is defined in (2.3), then
\[
\frac{1 + A z}{1 + B z} < \frac{z'(DR_m^m f(z))'}{DR_m^m f(z)}
\]
and \( \frac{1 + A z}{1 + B z} \) is the best subordinant.

Proof. For \( q(z) = \frac{1 + A z}{1 + B z}, \ -1 \leq B < A \leq 1 \) in Theorem 2.5 we get the corollary. \( \blacksquare \)

Corollary 2.7 Let \( q(z) = \frac{1 + z}{1 - z}, \ m, n \in \mathbb{N}, \ \lambda \geq 0. \) Assume that (2.7) holds. If \( f \in \mathcal{A}, \frac{z'(DR_m^m f(z))'}{QR_m^m f(z)} \in \mathcal{H}[q(0), 1] \cap Q \) and
\[
\alpha \frac{1 + z}{1 - z} + \beta \frac{2z}{1 - z^2} < \psi_{\lambda}^{m,n}(\alpha, \beta; z),
\]
for \( \alpha, \beta \in \mathbb{C}, \ \beta \neq 0, \) where \( \psi_{\lambda}^{m,n} \) is defined in (2.3), then
\[
\frac{1 + z}{1 - z} < \frac{z'(DR_m^m f(z))'}{DR_m^m f(z)}
\]
and \( \frac{1 + z}{1 - z} \) is the best subordinant.

Proof. Corollary follows by using Theorem 2.5 for \( q(z) = \frac{1 + z}{1 - z}. \) \( \blacksquare \)

Combining Theorem 2.2 and Theorem 2.5, we state the following sandwich theorem.

Theorem 2.8 Let \( q_1 \) and \( q_2 \) be analytic and univalent in \( U \) such that \( q_1(z) \neq 0 \) and \( q_2(z) \neq 0, \) for all \( z \in U, \) with \( zq_1'(z) \) and \( zq_2'(z) \) being starlike univalent. Suppose that \( q_1 \) satisfies (2.2) and \( q_2 \) satisfies (2.7). If \( f \in \mathcal{A}, \frac{z'(DR_m^m f(z))'}{QR_m^m f(z)} \in \mathcal{H}[q(0), 1] \cap Q \) and \( \psi_{\lambda}^{m,n}(\alpha, \beta; z) \) is as defined in (2.3) univalent in \( U, \) then
\[
\alpha q_1(z) + \frac{\beta zq_1'(z)}{q_1(z)} < \psi_{\lambda}^{m,n}(\alpha, \beta; z) < \alpha q_2(z) + \frac{\beta zq_2'(z)}{q_2(z)},
\]
for \( \alpha, \beta \in \mathbb{C}, \ \beta \neq 0, \) implies
\[
q_1(z) < \frac{z'(DR_m^m f(z))'}{DR_m^m f(z)} < q_2(z),
\]
and \( q_1 \) and \( q_2 \) are respectively the best subordinant and the best dominant.

For \( q_1(z) = \frac{1 + A_1 z}{1 + B_1 z}, \ q_2(z) = \frac{1 + A_2 z}{1 + B_2 z}, \) where \( -1 \leq B_2 < B_1 < A_1 < A_2 \leq 1, \) we have the following corollary.
Corollary 2.9 Let \( m, n \in \mathbb{N}, \lambda \geq 0 \). Assume that (2.2) and (2.7) hold for \( q_1(z) = \frac{1+Az}{1+Bz} \) and \( q_2(z) = \frac{1+A_2z}{1+B_2z} \), respectively. If \( f \in A, \frac{z(D_{\lambda}^{m,n}f(z))'}{DR_{\lambda}^{m,n}f(z)} \in \mathcal{H}[q(0), 1] \cap Q \) and

\[
\left. \begin{array}{c}
\frac{\alpha}{1+Az} + \beta \frac{(A_1 - B_1)z}{(1+A_1z)(1+B_1z)} \prec \psi_{\lambda}^{m,n}(\alpha, \beta; z) \\
\frac{\alpha}{1+B_2z} + \beta \frac{(A_2 - B_2)z}{(1+A_2z)(1+B_2z)},
\end{array} \right.
\]

for \( \alpha, \beta \in \mathbb{C}, \beta \neq 0, -1 \leq B_2 \leq B_1 < A_1 \leq A_2 \leq 1 \), where \( \psi_{\lambda}^{m,n} \) is defined in (2.3), then

\[
\frac{1+Az}{1+B_2z} \prec \frac{z(D_{\lambda}^{m,n}f(z))'}{DR_{\lambda}^{m,n}f(z)} \prec \frac{1+A_2z}{1+B_2z},
\]

hence \( \frac{1+Az}{1+B_2z} \) and \( \frac{1+A_2z}{1+B_2z} \) are the best subordinant and the best dominant, respectively.
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1 Introduction

A variety of problems arising in optimization, economics, finance, networking, transportation, structural analysis and elasticity can be studied in the framework of Equilibrium problems. The theory of equilibrium problems provides productive and innovative techniques to investigate a wide range of such problems. Blum and Oettli [1] and Noor and Oettli [2] has shown that variational inequalities and mathematical programming problems can be seen as a special case of the abstract equilibrium problems.

There are a many numerical methods including the projection technique and its variant forms, Weiner-Hopf equations, the auxiliary principle technique and resolvent equations method for solving variational inequalities. However, it is known that projection, Weiner-Hopf equations, and proximal and resolvent equations techniques cannot be extended and generalized to suggest and analyze similar iterative methods for solving uniformly regular invex equilibrium problems and variational-like inequalities due to the presence of function \( \eta (.,.) \). To overcome this shortcoming, one may use auxiliary principle technique. Several interesting generalizations and extensions of classical convexity have been studied and investigated in recent years. Hanson [3] introduced the invex functions as a generalization of convex functions. Later, subsequent works inspired from Hanson’s result have greatly found the role
and applications of invexity in non-linear optimization and other branches of pure and applied sciences. The basic properties and role of preinvex functions in optimization, equilibrium problems and variational inequalities was studied by Noor [2,4,5] and Wier and Mond [8]. Motivated from the above and recent work of Noor et al. [47], we use the auxiliary principle technique which is mainly due to Glowinski et al. [12] to propose and analyze a new predictor-corrector type method for solving the uniformly regular invex equilibrium problems. We also study the convergence of this new method under some suitable conditions.

2 Preliminaries

Let \( \langle ., . \rangle \) and \( \| . \| \) denote the inner product and norm respectively in a real Hilbert space \( H \). In the sequel let \( f : K \to H \) and \( \eta ( , . ) : K \times K \to H \) be a continuous function, where \( K \) is a nonempty closed convex set in \( H \). Now, we recall some basic definitions and concepts of non-smooth analysis, for details see [48,49].

**Definition 1.** The proximal normal cone denoted by \( N^p_K(u) \) of the set \( K \) at \( u \) is defined by

\[
N^p_K(u) = \{ \xi \in H : u \in P_K[u + \alpha \xi] \}
\]

where \( \alpha > 0 \) is a constant and \( P_K[\cdot] \) is the projection of \( H \) onto the set \( K \) and defined as

\[
P_K[u] = \{ u^* \in K : d_K = \| v - u^* \| \}
\]

Here \( d_K(\cdot) \) is the usual distance function to the subset \( K \), and defined as

\[
d_K(u) = \inf_{v \in K} \| v - u \|.
\]

The proximal normal cone has the following characterization.

**Lemma 1.** Let \( K \) be a closed subset in \( H \). Then \( \xi \in N^p_K(u) \) if and only if there exists a constant such that

\[
\langle \xi, v - u \rangle \leq \alpha \| v - u \|^2, \forall v \in K.
\]

**Definition 2.** The Clarke normal cone, denoted by \( N^c_K(u) \) is defined as

\[
N^c_K(u) = \overline{\text{co}}[N^p_K(u)], \quad \forall u \in K
\]

where \( \overline{\text{co}} \) means the closure of the convex hull. Clearly \( N^p_K(u) \subset N^c_K(u) \), but the converse is not true. Note that \( N^c_K(u) \) is always closed and convex, whereas \( N^p_K(u) \) is convex but may not be closed, see [49].

Poliquin et al. [49] and Clarke et al. [48] have introduced and studied a new class of nonconvex sets, which are also called uniformly prox-regular sets. This class of uniformly prox-regular sets has played an important role in many nonconvex
applications such as optimization, dynamical systems and differential inclusion. In particular, we have

**Definition 3.** For a given \( r \in (0, \infty) \), a subset \( K_r \) is said to be uniformly \( r \)-proximal regular if and only if for each \( u \in K_r \) and all proximal normal vectors \( 0 \neq \xi \in N_P^r(u) \),

\[
\left\langle \frac{\xi}{\|\xi\|}, \eta(v, u) \right\rangle \leq \frac{1}{2r} \|\eta(v, u)\|^2, \quad \forall v \in K_r.
\]

The class of uniformly prox-regular sets contains the class of convex sets, \( p \)-convex sets, \( C^{1,1} \) submanifolds (possibly with boundary) of \( H \), the images under a \( C^{1,1} \) diffeomorphism of convex sets and many other nonconvex sets, see [48,49]. It is clear simple to note that if \( r = \infty \) then uniformly \( r \)-proximal regular set \( K_r \) reduces to convex set. This observation plays a key role in this work. It is known that if \( K \) is a uniformly \( r \)-prox-regular set, then the proximal normal cone \( N_P^r(u) \) is closed as a set-valued mapping. Thus, we have \( N_P^r(u) = N_K^r(u) \). From now onward the set \( K_r \) is considered to be uniformly proximal regular invex set. For a given continuous bifunction \( F(\cdot, \cdot) : K_r \times K_r \to H \), consider the problem of finding \( u \in K_r \) such that

\[
F(u, v) + \left( \frac{k}{2r} \right) \|\eta(v, u)\|^2 \geq 0, \quad \forall v \in K_r,
\]

where \( k \) is a positive constant. By letting \( \lambda = \frac{k}{2r} \) such that \( \lambda = 0 \) for \( r = \infty \), then the above problem becomes

\[
F(u, v) + \lambda \|\eta(v, u)\|^2 \geq 0, \quad \forall v \in K_r.
\]

(2.1)

This type of problem is called uniformly regular invex equilibrium problem. Note that for \( \eta(v, u) = v - u \), then the uniformly regular invex equilibrium problem reduces to uniformly regular equilibrium problem introduced and studied by Noor [26, 3 - 5] and Noor and Noor [30] and for \( r = \infty \) uniformly regular invex equilibrium problem reduces to classical equilibrium problem introduced and studied by Blum and Oettli [1] and Noor and Oettli [2]. If \( F(u, v) = \langle Tu, \eta(v, u) \rangle \), where \( T : H \to H \) is a nonlinear continuous operator, then problem (2.1) is equivalent to finding \( u \in K_r \) such that

\[
\left\langle Tu + \lambda \|\eta(v, u)\|^2, \eta(v, u) \right\rangle \geq 0, \quad \forall v \in K_r.
\]

(2.2)

which is a variant form of varitainol-like inequality problem. Note that for \( r = \infty \) problem (2.2) reduces to varitainol-like inequality problem studied by various authors in recent years, see Noor [19] and Yang and Chen [43]. If \( \eta(v, u) = v - u \) and \( r = \infty \) uniformly \( r \)-proximal regular set reduces to convex set \( K_r \) and problem (2.2) is equivalent to finding \( u \in K \) such that

\[
\langle Tu, v - u \rangle \geq 0, \quad \forall \ v \in K.
\]

(2.3)

which is known as the classical variational inequality introduced and studied by Stampacchia [40]. For the recent applications, numerical methods and formulation of variational inequalities, variational-like inequalities and equilibrium problems, see [1-51] and the references therein.

**Definition 4.** The function \( F(\cdot, \cdot) : K \times K \to H \) is said to be:
(i). \( \eta \)-pseudomonotone

\[ F(u, v) \geq 0 \implies -F(v, u) \geq 0, \quad \forall u, v \in K. \]

(ii). partially relaxed strongly \( \eta \)-monotone, if there exist a constant \( \alpha > 0 \) such that

\[ F(u, v) + F(v, z) \leq \alpha \| \eta(z, u) \|^2, \quad \forall u, v, z \in K, \]

Note that for \( z = u, \eta(z, u) = 0, \forall u \in K \), thus partially relaxed strongly monotonicity reduces to

\[ F(u, v) + F(v, u) \leq 0, \quad \forall u, v, \in K, \]

which is known as the \( \eta \)-monotonicity of \( F(., .) \). It is obvious that \( \eta \)-monotonicity implies \( \eta \)-pseudomonotonicity, but the converse is not true.

3 Iterative methods and convergence analysis

In this section, we introduce some iterative scheme for solving the uniformly regular invex equilibrium problem (2.1) by using the auxiliary principle technique, which is due to Glowinski et al. [12].

For a given \( u \in K_r \), consider the auxiliary uniformly regular invex equilibrium problem of finding \( w \in K_r \) such that

\[ \rho F(u, v) + \rho \lambda \| \eta(v, u) \|^2 + \langle E'(w) - E'(w_n), \eta(v, u_{n+1}) \rangle \geq 0, \quad \forall v \in K_r, \quad (3.1) \]

where \( \rho \) is a positive constant and \( E'(u) \) is the differential of a strongly preinvex function \( E \) at \( u \in K \). From the strong preinvexity of the differentiable function \( E(u) \), it follows that problem (3.1) has a unique solution. Note that if \( w = u \), then \( w \) is a solution of uniformly regular invex equilibrium problem (2.1). This observation leads us to propose and analyze the following iterative scheme for solving the uniformly regular invex equilibrium problem (2.1).

**Algorithm 1.** Given \( u_0 \in H \), calculate \( u_{n+1} \) from the following iterative scheme

\[ \rho F(w_n, v) + \rho \lambda \| \eta(v, w_n) \|^2 + \langle E'(w_{n+1}) - E'(w_n), \eta(v, u_{n+1}) \rangle \geq 0, \quad \forall v \in K_r \quad (3.2) \]

\[ \mu F(u_n, v) + \mu \lambda \| \eta(v, u_n) \|^2 + \langle E'(w_n) - E'(u_n), \eta(v, w_n) \rangle \geq 0, \quad \forall v \in K_r \quad (3.3) \]

where \( \rho, \mu \) are both positive constants.

If \( F(u, v) = \langle Tu, \eta(v, u) \rangle \), then we have

**Algorithm 2.** Given \( u_0 \in H \), calculate \( u_{n+1} \) through iterative scheme

\[ \langle \rho T w_n + \rho \lambda \| \eta(v, w_n) \|^2 + E'(u_{n+1}) - E'(w_n), \eta(v, u_{n+1}) \rangle \geq 0, \quad \forall v \in K_r \]
\[
\left\langle \mu Tu_n + \mu \lambda \|\eta(v, u_n)\|^2 + E'(w_n) - E'(u_n), \eta(v, u_n) \right\rangle \geq 0, \ \forall v \in K_r
\]
where \(\rho, \mu\) are both positive constants.

When \(r = +\infty\), then \(\lambda = 0\), so the uniformly regular invex equilibrium problem reduces to equilibrium problem, i.e.

\[
F(u, v) \geq 0, \ \forall v \in K
\]
and the uniformly prox-regular set \(K\) becomes convex set \(K\). Thus, we have

**Algorithm 3** [47]. For \(u_0 \in H\) we calculate \(u_{n+1}\) through the following iterative scheme

\[
\rho F(w_n, v) + \left\langle E'(u_{n+1}) - E'(w_n), v - u_{n+1} \right\rangle \geq 0, \ \forall v \in K
\]

\[
\mu F(u_n, v) + \left\langle E'(w_n) - E'(u_n), v - w_n \right\rangle \geq 0, \ \forall v \in K
\]
where \(\rho, \mu\) are both positive constants.

Now if, \(F(u, v) = (Tu, v)\), then we have

**Algorithm 4** [47]. For \(u_0 \in H\) we calculate \(u_{n+1}\) through the following iterative scheme

\[
\left\langle \rho Tw_n + E'(u_{n+1}) - E'(w_n), v - u_{n+1} \right\rangle \geq 0, \ \forall v \in K
\]

\[
\left\langle \mu Tu_n + E'(w_n) - E'(u_n), v - w_n \right\rangle \geq 0, \ \forall v \in K
\]
where \(\rho, \mu\) are both positive constants.

We now study the convergence criteria of Algorithm 1. For this purpose, we need the following condition.

**Assumption 1** [47]. \(\forall u, v, z \in K\), the function \(\eta(\ldots)\) satisfies the following condition

\[
\eta(u, v) = \eta(u, z) + \eta(z, v).
\]

Assumption has been used to study the existence of a solution of a variational-like inequalities. Note that \(\eta(u, v) = 0\) if and only if \(u = v\), \(\forall u, v \in K\).

**Theorem 1.** Suppose the function \(F(\ldots)\) is partially relaxed strongly \(\eta\)-monotone with constant \(\alpha > 0\) and suppose \(E(u)\) be a strongly preinvex function with \(\beta > 0\). If \(0 < \rho < \frac{\beta}{\alpha + \lambda}, 0 < \mu < \frac{\beta}{\alpha + \lambda}\) and the above assumption holds, then the approximate solution obtained from Algorithm 1 converges to a solution \(u \in K\) of the uniform regular invex equilibrium problem (2.1).

**Proof** Let \(u \in K_r\) be a solution of (2.1), see [1,19]. Then

\[
\rho F(u, v) + \rho \lambda \|\eta(v, u)\|^2 \geq 0, \ \forall v \in K_r
\]

(3.5)

\[
\mu F(u, v) + \mu \lambda \|\eta(v, u)\|^2 \geq 0, \ \forall v \in K_r
\]

(3.6)
where $\rho$ and $\mu$ are both positive constants. Taking $v = u_{n+1}$ in (3.5) and $v = u$ in (3.2), we have

$$
\rho F(u, u_{n+1}) + \rho \lambda \|\eta(u_{n+1}, u)\|^2 \geq 0, \quad \forall v \in K_r, \quad (3.7)
$$

$$
\rho F(w_n, u) + \rho \lambda \|\eta(u, w_n)\|^2 + \left( E'(u_{n+1}) - E'(w_n), \eta(u, u_{n+1}) \right) \geq 0, \quad \forall v \in K_r. \quad (3.8)
$$

Now we consider the generalized Bergman function as

$$
B(u, z) = E(u) - E(z) - \left( E'(z), \eta(u, z) \right) \geq \beta \|\eta(u, z)\|^2,
$$

where we have used the fact that the function $E(u)$ is strongly preinvex.

Combining (3.7) – (3.9) and (3.4), we have

$$
B(u, w_n) - B(u, u_{n+1}) = E(u_{n+1}) - E(w_n) - \left( E'(w_n), \eta(u, w_n) \right) + \left( E'(u_{n+1}), \eta(u, u_{n+1}) \right)
$$

$$
= E(u_{n+1}) - E(w_n) - \left( E'(w_n) - E'(u_{n+1}), \eta(u, u_{n+1}) \right) - \left( E'(w_n), \eta(u_{n+1}, w_n) \right)
$$

$$
\geq \beta \|\eta(u_{n+1}, w_n)\|^2 + \left( E'(u_{n+1}) - E'(w_n), \eta(u, u_{n+1}) \right) - \rho \{ F(u, u_{n+1}) + F(w_n, u) \} - \rho \lambda \left\{ \|\eta(u_{n+1}, u)\|^2 + \|\eta(u, w_n)\|^2 \right\}
$$

$$
\geq \{ \beta - \rho(\alpha + \lambda) \} \|\eta(u_{n+1}, w_n)\|^2.
$$

since $F(\cdot, \cdot)$ is partially relaxed strongly monotone with a constant $\alpha > 0$.

In a similar way, we have

$$
B(u, u_n) - B(u, w_n) \geq \beta \|\eta(u, w_n)\|^2 - \mu \{ F(u, w_n) + F(u_n, u) \} - \mu \lambda \left\{ \|\eta(u, w_n)\|^2 + \|\eta(u, u_n)\|^2 \right\}
$$

$$
\geq \{ \beta - \mu(\alpha + \lambda) \} \|\eta(u, w_n)\|^2.
$$

since $F(\cdot, \cdot)$ is partially relaxed strongly monotone with a constant $\alpha > 0$.

If $u_{n+1} = w_n = u_n$, then clearly $u_n$ is a solution of (2.1). Otherwise, for $0 < \rho < \frac{\beta}{\alpha + \lambda}$ and $0 < \mu < \frac{\beta}{\alpha + \lambda}$, the sequences $B(u, w_n) - B(u, u_{n+1})$ and $B(u, u_n) - B(u, w_n)$ are nonnegative and we must have

$$
\lim_{n \to \infty}(\|\eta(u_{n+1}, w_n)\|) = 0 \quad \text{and} \quad \lim_{n \to \infty}(\|\eta(u_n, w_n)\|) = 0.
$$

Thus

$$
\lim_{n \to \infty}\|\eta(u_{n+1}, u_n)\| = \lim_{n \to \infty}(\|\eta(u_{n+1}, w_n)\|) + \lim_{n \to \infty}(\|\eta(u_n, w_n)\|) = 0.
$$
It follows that the sequence \( \{ u_n \} \) is bounded. Let \( \bar{u} \) be a cluster point of the subsequence \( \{ u_{n_j} \} \), and let \( \{ u_{n_j} \} \) be a subsequence converging towards \( \bar{u} \). Now using the technique of Zhu and Marcotte [46], it can be shown that the entire sequence \( \{ u_n \} \) converges to the cluster point \( \bar{u} \) satisfying the uniformly regular invex equilibrium problem (2.1).
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ON SOME ZWEIER I-CONVERGENT DIFFERENCE SEQUENCE SPACES

KULDIP RAJ AND SURUCHI PANDOH

ABSTRACT. In the present paper we introduce some Zweier ideal convergent difference sequence spaces defined by a sequence of Orlicz functions. We study some topological properties and inclusion relations between these spaces. We also make an effort to study these sequence spaces over $n$-normed spaces.

1. Introduction and Preliminaries

An ideal convergence is a generalization of statistical convergence. The ideal convergence plays a vital role not only in pure mathematics but also in other branches of science especially in computer science, information theory, biological science, dynamical systems, geographic information systems, and motion planning in robotics. Kostyrko et al. [14] introduced the notion of $I$-convergence based on the structure of admissible ideal $I$ of subsets of natural number $\mathbb{N}$. For more details about ideal convergence see ([10], [15], [24], [27]).

Let $X$ be a non empty set. Then a family of sets $I \subseteq 2^X$ (Power set of $X$) is said to be an ideal if $I$ is additive, that is, $A, B \in I \Rightarrow A \cup B \in I$ and $A \in I, B \subseteq A \Rightarrow B \in I$.

A non empty family of sets $\mathcal{E}(I) \subseteq 2^X$ is said to be filter on $X$ if and only if $\Phi \in \mathcal{E}(I)$, for $A, B \in \mathcal{E}(I)$ we have $A \cap B \in \mathcal{E}(I)$ and for each $A \in \mathcal{E}(I)$ and $A \subseteq B$ implies $B \in \mathcal{E}(I)$.

An ideal $I \subseteq 2^X$ is called non-trivial if $I \neq 2^X$.

A non-trivial ideal $I$ is called admissible if $\{\{x\} : x \in X\} \subseteq I$. A non-trivial ideal $I$ is maximal if there cannot exists any non-trivial ideal $J \neq I$ containing $I$ as a subset.

A subset $A$ of $\mathbb{N}$ is said to have asymptotic density $\delta(A)$ if $\delta(A) = \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \chi_A(k)$ exists, where $\chi_A$ is the characteristic function of $A$.

If we take $I = I_f = \{A \subseteq \mathbb{N} : A$ is a finite subset $\}$, then $I_f$ is a non trivial admissible ideal of $\mathbb{N}$ and the corresponding convergence coincide with the usual convergence.

If we take $I = I_\delta = \{A \subseteq \mathbb{N} : \delta(A) = 0\}$ where $\delta(A)$ denotes the asymptotic density of the set $A$, then $I_\delta$ is a non trivial admissible ideal of $\mathbb{N}$ and the corresponding convergence coincide with the statistical convergence.

Recently, some new sequence spaces by mean of the matrix domain have been discussed by Malkowsky [17] and many others. Sengonul [25] defined the sequence $y = (y_i)$ which is frequently used as the $Z^p$-transformation of the sequence $x = (x_i)$, that is,

$$y_i = px_i + (1-p)x_{i-1}$$

where $x_{-1} = 0$, $1 < p < \infty$ and $Z^p$ denotes the matrix $Z^p = (z_{ik})$ defined by

$$z_{ik} = \begin{cases} p, & (i = k); \\ 1-p, & (i-i = k)(i, k \in \mathbb{N}); \\ 0, & \text{otherwise}. \end{cases}$$
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It is shown by Lindenstrauss and Tzafriri [16] that every Orlicz sequence space $\mathcal{S}$ and $\mathcal{Z}_0$ as follows:

$$Z = \{ x = (x_k) \in w : Z^p x \in c \}$$

and

$$Z_0 = \{ x = (x_k) \in w : Z^p x \in c_0 \},$$

where $w$ denotes the space of all real or complex sequences $x = (x_k)$.

By $l_\infty$, $c$, $c_0$ we denote the classes of all bounded, convergent and null sequence spaces. The notion of difference sequence spaces was introduced by Kizmaz [12] who studied the difference sequence spaces $l_\infty(\Delta)$, $c(\Delta)$ and $c_0(\Delta)$. The notion was further generalized by Et and Çolak [3] by introducing the spaces $l_\infty(\Delta^n)$, $c(\Delta^n)$ and $c_0(\Delta^n)$. Let $n$ be a nonnegative integer, then for $j = c, c_0$ and $l_\infty$, we have sequence spaces

$$j(\Delta^n) = \{ x = (x_k) \in w : (\Delta^n x_k) \in j \},$$

where $\Delta^n x = (\Delta^n x_k) = (\Delta^{n-1} x_k - \Delta^{n-1} x_{k+1})$ and $\Delta^0 x_k = x_k$ for all $k \in \mathbb{N}$, which is equivalent to the following binomial representation

$$\Delta^n x_k = \sum_{v=0}^{n} (-1)^v \binom{n}{v} x_{k+v}.$$

Taking $n = 1$, we get the spaces studied by Et and Çolak [3]. For more details about sequence spaces see ([19], [21], [22]) and references therein.

Let $X$ be a linear metric space. A function $p : X \rightarrow \mathbb{R}$ is called paranorm, if

1. $p(x) \geq 0$ for all $x \in X$,
2. $p(-x) = p(x)$ for all $x \in X$,
3. $p(x + y) \leq p(x) + p(y)$ for all $x, y \in X$,
4. if $(\lambda_n)$ is a sequence of scalars with $\lambda_n \rightarrow \lambda$ as $n \rightarrow \infty$ and $(x_n)$ is a sequence of vectors with $p(x_n - x) \rightarrow 0$ as $n \rightarrow \infty$, then $p(\lambda_n x_n - \lambda x) \rightarrow 0$ as $n \rightarrow \infty$.

A paranorm $p$ for which $p(x) = 0$ implies $x = 0$ is called total paranorm and the pair $(X, p)$ is called a total paranormed space. It is well known that the metric of any linear metric space is given by some total paranorm (see [28], Theorem 10.4.2, pp. 183).

An Orlicz function $M : [0, \infty) \rightarrow [0, \infty)$ is a continuous, non-decreasing and convex such that $M(0) = 0$, $M(x) > 0$ for $x > 0$. Lindenstrauss and Tzafriri [16] used the idea of Orlicz function to define the following sequence space. Orlicz sequence space is defined as

$$\ell_M = \{ x \in w : \sum_{k=1}^{\infty} M\left(\frac{|x_k|}{\rho}\right) < \infty, \text{ for some } \rho > 0 \}.$$ 

The space $\ell_M$ is a Banach space with the norm

$$\|x\| = \inf \left\{ \rho > 0 : \sum_{k=1}^{\infty} M\left(\frac{|x_k|}{\rho}\right) \leq 1 \right\}.$$

It is shown by Lindenstrauss and Tzafriri [16] that every Orlicz sequence space $\ell_M$ contains a subspace isomorphic to $\ell_p(p \geq 1)$ which is an Orlicz sequence space with $M(t) = t^p$ for $1 \leq p < \infty$. An Orlicz function $M$ satisfies $\Delta_2$–condition if and only if for any constant $L > 1$ there exists a constant $K(L)$ such that $M(Lu) \leq K(L)M(u)$ for all values of $u \geq 0$. Later on, Orlicz sequence spaces were investigated by Parashar and Chaudhary [20], Esi [4], Tripathy et al. [26], Bhardwaj and Singh [1], Et [2], Esi and Et [5] and many others. Also if $M$ is an Orlicz function, then we may write $M(\lambda x) \leq \lambda M(x)$ for all $\lambda$ with $0 < \lambda < 1$. 
Definition 1.1. A sequence \((x_k) \in w\) is said to be I-convergent to a number \(L\) if for every \(\epsilon > 0\), the set \(\{k \in \mathbb{N} : |x_k - L| \geq \epsilon\} \in I\). In this case we write \(I - \lim x_k = L\).

Definition 1.2. A sequence \((x_k) \in w\) is said to be I-null if \(L = 0\). In this case we write \(I - \lim x_k = 0\).

Definition 1.3. A sequence \((x_k) \in w\) is said to be I-Cauchy if for every \(\epsilon > 0\), there exist a number \(m = m(\epsilon)\) such that \(\{k \in \mathbb{N} : |x_k - x_m| \geq \epsilon\} \in I\).

Definition 1.4. A sequence \((x_k) \in w\) is said to be I-bounded if there exist \(M > 0\) such that \(\{k \in \mathbb{N} : |x_k| \geq M\} \in I\).

Definition 1.5. A sequence space \(E\) is said to be solid (or normal) if \((\alpha_k x_k) \in E\) whenever \((x_k) \in E\) and for all sequence \((\alpha_k)\) of scalars with \(|\alpha_k| < 1\) for all \(k \in \mathbb{N}\).

Definition 1.6. A sequence space \(E\) is said to be symmetric if \((x_k) \in E\) implies \((x_{\pi(k)}) \in E\), where \(\pi\) is a permutation of \(\mathbb{N}\).

Definition 1.7. A sequence space \(E\) is said to be sequence algebra if \((x_k y_k) \in E\) whenever \((x_k), (y_k) \in E\).

Definition 1.8. A sequence space \(E\) is said to be convergence free if \((y_k) \in E\) whenever \((x_k) \in E\) and \(x_k = 0\) implies \(y_k = 0\).

Definition 1.9. Let \(K = \{k_1 < k_2 < \ldots\} \subset \mathbb{N}\) and let \(E\) be a sequence space. A \(K\)-step space of \(E\) is a sequence space \(\lambda^E_K = \{(x_{k_n}) \in w : (x_k) \in E\}\).

Definition 1.10. A canonical preimage of a sequence \((x_{k_n}) \in \lambda^E_K\) is a sequence \((y_k) \in w\) defined by
\[
y_k = \begin{cases} x_k, & \text{if } k \in K \\ 0, & \text{otherwise.} \end{cases}
\]

A canonical preimage of a step space \(\lambda^E_K\) is a set of canonical preimages of all the elements in \(\lambda^E_K\), that is, \(y\) is in the canonical preimage of \(\lambda^E_K\) if and only if \(y\) is a canonical preimage of some \(x \in \lambda^E_K\).

Definition 1.11. A sequence space \(E\) is said to be monotone if it contain the canonical preimages of its step spaces.

Throughout the article \(Z^I, Z^I_0, Z^I_{\infty}, m^I_Z\) and \(m^I_Z_0\) represents Zweier I-convergent, Zweier I-null, Zweier bounded I-convergent and Zweier bounded I-null sequence spaces, respectively.

Lemma 1.12. The sequence space \(E\) is solid implies that \(E\) is monotone (See [13]).

Let \(\mathcal{M} = (M_n)\) be a sequence of Orlicz functions, \(u = (u_n)\) be a sequence of strictly positive real numbers and \(p = (p_n)\) be a bounded sequence of positive real numbers. In the present paper we define the following sequence spaces:
If we take \( (Z, \Delta^r, p, u) \) \( \Rightarrow \) \( M \) \( \Rightarrow \) \( n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(Z^p(\Delta^r x))_n - L|}{\rho} \right]^{p_n} \geq \epsilon \) for some \( L \in \mathbb{C} \).

\[ Z^f(M, \Delta^r, p, u) = \left\{ x = (x_k) : n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(Z^p(\Delta^r x))_n - L|}{\rho} \right]^{p_n} \geq \epsilon \} \in I \right\} \]

Also, \( m^f(M, \Delta^r, p, u) = Z^f(M, \Delta^r, p, u) \cap Z^f_0(M, \Delta^r, p, u) \) and \( m^f_0(M, \Delta^r, p, u) = Z^f_0(M, \Delta^r, p, u) \cap Z^f_0(M, \Delta^r, p, u) \).

If we take \( (p_k) = 1 \) for all \( k \), then we have

\[ Z^f(M, \Delta^r, p, u) = Z^f(M, \Delta^r, u), \quad Z^f_0(M, \Delta^r, p, u) = Z^f_0(M, \Delta^r, u), \quad Z^f_\infty(M, \Delta^r, p, u) = Z^f_\infty(M, \Delta^r, u), \quad m^f_0(M, \Delta^r, p, u) = m^f_0(M, \Delta^r, u) \cap Z^f_\infty(M, \Delta^r, u) \] and \( m^f_0(M, \Delta^r, p, u) = Z^f_0(M, \Delta^r, u) \cap Z^f_\infty(M, \Delta^r, u) \).

If we take \( (u_k) = 1 \) for all \( k \), then we have

\[ Z^f(M, \Delta^r, p, u) = Z^f(M, \Delta^r, p), \quad Z^f_0(M, \Delta^r, p, u) = Z^f_0(M, \Delta^r, p), \quad Z^f_\infty(M, \Delta^r, p, u) = Z^f_\infty(M, \Delta^r, p), \quad m^f_0(M, \Delta^r, p, u) = Z^f_0(M, \Delta^r, p) \cap Z^f_\infty(M, \Delta^r, p) \] and \( m^f_0(M, \Delta^r, p, u) = Z^f_0(M, \Delta^r, p) \cap Z^f_\infty(M, \Delta^r, p) \).

If we take \( (M_n) = M = (p_n) = 1 \) and \( r = 0 \), then we get the sequence spaces defined by Hazarika et al. [11].

The main purpose of this paper is to introduce the sequence spaces \( Z^f(M, \Delta^r, p, u) \), \( Z^f_0(M, \Delta^r, p, u) \) and \( Z^f_\infty(M, \Delta^r, p, u) \). We study some topological properties and inclusion relations between these sequence spaces. An effort is made to study these sequence spaces over \( n \)-normed spaces in the section third of this paper.

2. Main Results

**Theorem 2.1.** Let \( M = (M_n) \) be a sequence of Orlicz functions, \( u = (u_n) \) be a sequence of strictly positive real numbers and \( p = (p_n) \) be a bounded sequence of positive real numbers. Then the spaces \( Z^f(M, \Delta^r, p, u) \), \( Z^f_0(M, \Delta^r, p, u) \) and \( Z^f_\infty(M, \Delta^r, p, u) \) are linear over the complex field \( \mathbb{C} \).

**Proof.** We shall prove the result for the space \( Z^f(M, \Delta^r, p, u) \). Let \( x = (x_k), y = (y_k) \in Z^f(M, \Delta^r, p, u) \) and \( \alpha, \beta \) be scalars. Then there exist positive numbers \( \rho_1 \) and \( \rho_2 \) such that

\[ \begin{align*}
\left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(Z^p(\Delta^r x))_n - L_1|}{\rho_1} \right]^{p_n} \geq \epsilon \right\} \in I \text{ for some } L_1 \in \mathbb{C}.
\end{align*} \]

and

\[ \begin{align*}
\left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(Z^p(\Delta^r y))_n - L_2|}{\rho_2} \right]^{p_n} \geq \epsilon \right\} \in I \text{ for some } L_2 \in \mathbb{C}.
\end{align*} \]
that is,\[
A_1 = \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(Z^p(\Delta^r x))_n|}{\rho_1} \right]^{p_n} \geq \frac{\epsilon}{2} \right\} \in I.
\]
\[
A_2 = \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(Z^p(\Delta^r y))_n|}{\rho_2} \right]^{p_n} \geq \frac{\epsilon}{2} \right\} \in I.
\]
Let \( \rho_3 = \max\{2|\alpha|\rho_1, 2|\beta|\rho_2\} \). Since \( M = (M_n) \) is a nondecreasing and convex function, we have
\[
M_n \left[ \frac{|(\alpha u_n(Z^p(\Delta^r x))_n + \beta u_n(Z^p(\Delta^r y))_n) - (\alpha L_1 + \beta L_2)|}{\rho_3} \right]^{p_n}
\leq M_n \left[ \frac{\alpha |u_n(Z^p(\Delta^r x))_n|}{\rho_3} - \frac{\beta |u_n(Z^p(\Delta^r y))_n|}{\rho_3} \right]^{p_n}
\leq M_n \left[ \frac{|u_n(Z^p(\Delta^r x))_n|}{\rho_1} \right]^{p_n} + M_n \left[ \frac{|u_n(Z^p(\Delta^r y))_n|}{\rho_2} \right]^{p_n}.
\]
Now from equations (2.1) and (2.2), we have
\[
\left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|(\alpha u_n(Z^p(\Delta^r x))_n + \beta u_n(Z^p(\Delta^r y))_n) - (\alpha L_1 + \beta L_2)|}{\rho_3} \right]^{p_n} \geq \epsilon \right\}
\subset A_1 \cup A_2 \in I.
\]
Therefore, \( \alpha x + \beta y \in Z^I(M, \Delta^r, p, u) \). Hence \( Z^I(M, \Delta^r, p, u) \) is a linear space. Similarly, we can prove that \( Z^I_0(M, \Delta^r, p, u) \) and \( Z^I_{\infty}(M, \Delta^r, p, u) \) are linear spaces. \( \square \)

**Theorem 2.2.** The spaces \( m^I_Z(M, \Delta^r, p, u) \) and \( m^I_{Z_0}(M, \Delta^r, p, u) \) are paranormed spaces, with the paranorm \( g \) defined by
\[
g(x) = \inf \left\{ \rho^{\frac{p_n}{p}} : \sup_n M_n \left[ \frac{|u_n(Z^p(\Delta^r x))_n|}{\rho} \right]^{\frac{p_n}{p}} \leq 1, \text{ for some } \rho > 0 \right\},
\]
where \( H = \max\{1, \sup_n p_n\} \).

**Proof.** Clearly \( g(-x) = g(x) \) and \( g(0) = 0 \). Let \( x = (x_k) \) and \( y = (y_k) \in m^I_Z(M, \Delta^r, p, u) \). Now for \( \rho_1, \rho_2 > 0 \) we denote
\[
A_3 = \left\{ \rho_1 : \sup_n M_n \left[ \frac{|u_n(Z^p(\Delta^r x))_n|}{\rho_1} \right]^{p_n} \leq 1 \right\}
\]
and
\[
A_4 = \left\{ \rho_2 : \sup_n M_n \left[ \frac{|u_n(Z^p(\Delta^r y))_n|}{\rho_2} \right]^{p_n} \leq 1 \right\}.
\]
If \( \rho = \rho_1 + \rho_2 \). Then by using Minkowski’s inequality, we obtain
\[
M_n \left[ \frac{|u_n(Z^p(\Delta^r (x + y)))_n|}{\rho} \right]^{p_n} \leq \frac{\rho_1}{\rho_1 + \rho_2} M_n \left[ \frac{|u_n(Z^p(\Delta^r x))_n|}{\rho_1} \right]^{p_n} + \frac{\rho_2}{\rho_1 + \rho_2} M_n \left[ \frac{|u_n(Z^p(\Delta^r y))_n|}{\rho_2} \right]^{p_n}.
\]
Therefore,
\[
\sup_n M_n \left[ \frac{|u_n(Z^p(\Delta^r(x+y)))_n|}{\rho} \right]^{p_n} \leq 1
\]
and
\[
g(x+y) = \inf \left\{ (\rho_1 + \rho_2)^{\frac{p_n}{p}} : M_n \left[ \frac{|u_n(Z^p(\Delta^r(x+y)))_n|}{\rho} \right]^{p_n} \leq 1, \rho_1 \in A_3, \rho_2 \in A_4 \right\}
\leq \inf \left\{ (\rho_1)^{\frac{p_n}{p}} : M_n \left[ \frac{|u_n(Z^p(\Delta^r(x)))_n|}{\rho_1} \right]^{p_n} \leq 1, \rho_1 \in A_3 \right\}
+ \inf \left\{ (\rho_2)^{\frac{p_n}{p}} : M_n \left[ \frac{|u_n(Z^p(\Delta^r y))_n|}{\rho_2} \right]^{p_n} \leq 1, \rho_2 \in A_4 \right\}
= g(x) + g(y).
\]
Let \( t^m \to L \) and let \( g(\Delta^r x^m - \Delta^r x) \to 0 \) as \( m \to \infty \). To prove that \( g(t^m \Delta^r x^m - L \Delta^r x) \to 0 \) as \( m \to \infty \). We put
\[
A_5 = \left\{ \rho_m > 0 : \sup_n M_n \left[ \frac{|u_n(Z^p(\Delta^r x^m))_n|}{\rho_m} \right]^{p_n} \leq 1 \right\}
\]
and
\[
A_6 = \left\{ \rho_s > 0 : \sup_n M_n \left[ \frac{|u_n(Z^p(\Delta^r x^m - x))_n|}{\rho_s} \right]^{p_n} \leq 1 \right\}
\]
by the continuity of \( \mathcal{M} = (M_n) \), we observe that
\[
M_n \left[ \frac{|u_n(Z^p(t^m \Delta^r x^m - L \Delta^r x))_n|}{|t^m - L| \rho_m + |L| \rho_s} \right]^{p_n} \leq M_n \left[ \frac{|u_n(Z^p(t^m \Delta^r x^m - L \Delta^r x)_n|)}{|t^m - L| \rho_m + |L| \rho_s} \right]^{p_n}
+ M_n \left[ \frac{|u_n(Z^p(L \Delta^r x^m - L \Delta^r x)_n|)}{|t^m - L| \rho_m + |L| \rho_s} \right]^{p_n}
\leq \frac{|t^m - L| \rho_m}{|t^m - L| \rho_m + |L| \rho_s} M_n \left[ \frac{|u_n(Z^p(\Delta^r x^m))_n|}{\rho_m} \right]^{p_n}
+ \frac{|L| \rho_s}{|t^m - L| \rho_m + |L| \rho_s} M_n \left[ \frac{|u_n(Z^p(\Delta^r x^m - \Delta^r x))_n|}{\rho_s} \right]^{p_n}.
\]
From the above inequality it follows that
\[
\sup_n M_n \left[ \frac{|u_n(Z^p(t^m \Delta^r x^m - L \Delta^r x)_n|)}{|t^m - L| \rho_m + |L| \rho_s} \right]^{p_n} \leq 1
\]
and consequently
\[
(2.3) \quad g(t^m \Delta^r x^m - L \Delta^r x) = \inf \left\{ \frac{|t^m - L| \rho_m + |L| \rho_s}^{\frac{p_n}{p}} : \rho_m \in A_5, \rho_s \in A_6 \right\}
\leq \frac{|t^m - L| \rho_m}{|t^m - L| \rho_m + |L| \rho_s} \inf \left\{ (\rho_m)^{\frac{p_n}{p}} : \rho_m \in A_5 \right\}
+ \frac{|L| \rho_s}{|t^m - L| \rho_m + |L| \rho_s} \inf \left\{ (\rho_s)^{\frac{p_n}{p}} : \rho_s \in A_6 \right\}
\leq \max\{1, \frac{|t^m - L| \rho_m}{|t^m - L| \rho_m + |L| \rho_s} \} g(\Delta^r x^m) + \max\{1, \frac{|L| \rho_s}{|t^m - L| \rho_m + |L| \rho_s} \} g(\Delta^r x^m - \Delta^r x).
It is obvious that \( g(\Delta^r x^m) \leq g(\Delta^r x) + g(\Delta^r x^m - \Delta^r x) \), for all \( m \in \mathbb{N} \). Clearly, the right hand side of the relation (2.3) tends to 0 as \( m \to \infty \) and the result follows. This completes the proof.

\[ \square \]

**Theorem 2.3.** Let \( M_1 \) and \( M_2 \) be Orlicz functions satisfying \( \Delta_2 \)-condition. Then

(i) \( W(M_2, \Delta^r, p, u) \subseteq W(M_1 \circ M_2, \Delta^r, p, u) \).

(ii) \( W(M_1, \Delta^r, p, u) \cap W(M_2, \Delta^r, p, u) = W(M_1 + M_2, \Delta^r, p, u) \) for \( W = Z^I, Z_0^I, Z_\infty^I \).

**Proof.** (i) Let \( x = (x_k) \in Z^I(M_2, \Delta^r, p, u) \). Let \( \epsilon > 0 \), be given. For some \( \rho > 0 \), we have

\[
\left\{ x = (x_k) : \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_2 \left[ \frac{|u_n(Z^p(\Delta^r x))_n - L|}{\rho} \right]^{p_n} \geq \epsilon \right\} \right\} \subseteq I.
\]

Let \( \epsilon > 0 \) and choose \( 0 < \delta < 1 \) such that \( M_1(t) \leq \epsilon \) for \( 0 \leq t \leq \delta \). We define

\[
y_n = M_2 \left[ \frac{|u_n(Z^p(\Delta^r x))_n - L|}{\rho} \right]^{p_n}
\]

and consider

\[
\lim_{n \in \mathbb{N}, 0 \leq y_n \leq \delta} [M_1(y_n)]^{p_n} = \lim_{n \in \mathbb{N}, y_n \leq \delta} [M_1(y_n)]^{p_n} + \lim_{n \in \mathbb{N}, y_n > \delta} [M_1(y_n)]^{p_n}.
\]

We have

\[
\lim_{n \in \mathbb{N}, y_n \leq \delta} [M_1(y_n)]^{p_n} \leq [M_1(2)]^G + \lim_{n \in \mathbb{N}, y_n \leq \delta} [(y_n)]^{p_n}, \quad G = \sup_n p_n.
\]

For second summation (i.e. \( y_n > \delta \)), we have \( y_n < \frac{\rho}{\delta} < 1 + \frac{\rho}{\delta} \). Since \( M_1 \) is nondecreasing and convex, it follows that

\[
M_1(y_n) < M_1 \left( 1 + \frac{y_n}{\delta} \right) \leq \frac{1}{2} M_1(2) + \frac{1}{2} M_1 \left( \frac{2y_n}{\delta} \right).
\]

Since \( M_1 \) satisfies the \( \Delta_2 \)-condition, we can write

\[
M_1(y_n) < \frac{1}{2} K \frac{y_n}{\delta} M_1(2) + \frac{1}{2} K \frac{y_n}{\delta} M_1(2) = K \frac{y_n}{\delta} M_1(2).
\]

We get the following estimates:

\[
\lim_{n \in \mathbb{N}, y_n > \delta} [M_1(y_n)]^{p_n} \leq \max \{ 1, (K \delta M(2))^{\epsilon} \} + \lim_{n \in \mathbb{N}, y_n > \delta} [y_n]^{p_n}.
\]

From equations (2.4), (2.5) and (2.6), it follows that

\[
\left\{ x = (x_k) : \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_1 \left[ \frac{|u_n(Z^p(\Delta^r x))_n - L|}{\rho} \right]^{p_n} \geq \epsilon \right\} \right\} \subseteq I.
\]

Hence \( Z^I(M_2, \Delta^r, p, u) \subseteq Z^I(M_1 \circ M_2, \Delta^r, p, u) \).

(ii) Let \( x = (x_k) \in Z^I(M_1, \Delta^r, p, u) \cap Z^I(M_2, \Delta^r, p, u) \). Let \( \epsilon > 0 \), be given. Then there exists \( \rho > 0 \) such that

\[
\left\{ x = (x_k) : \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_1 \left[ \frac{|u_n(Z^p(\Delta^r x))_n - L|}{\rho} \right]^{p_n} \geq \epsilon \right\} \right\} \subseteq I
\]

and

\[
\left\{ x = (x_k) : \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_2 \left[ \frac{|u_n(Z^p(\Delta^r x))_n - L|}{\rho} \right]^{p_n} \geq \epsilon \right\} \right\} \subseteq I.
\]
The rest of the proof follows from the following relations:

\[
\begin{align*}
&\left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} (M_1 + M_2) \left[ \frac{|u_n(Z^p(\Delta^r x))_n - L|}{\rho} \right]^{p_n} \geq \epsilon \right\} \\
&\subseteq \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_1 \left[ \frac{|u_n(Z^p(\Delta^r x))_n - L|}{\rho} \right]^{p_n} \geq \epsilon \right\} \\
&\cup \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_2 \left[ \frac{|u_n(Z^p(\Delta^r x))_n - L|}{\rho} \right]^{p_n} \geq \epsilon \right\}
\end{align*}
\]

Taking \( M_2(x) = x \) and \( M_1(x) = M(x) \) for all \( x \in [0, \infty) \), we have the following result. \( \square \)

**Corollary 2.4.** \( W \subseteq W(\mathcal{M}, \Delta^r, p, u) \), where \( W = Z^l, Z^l_0 \).

**Theorem 2.5.** The spaces \( Z^l_0(\mathcal{M}, \Delta^r, p, u) \) and \( m^l_{Z_0}(\mathcal{M}, \Delta^r, p, u) \) are solid and monotone.

**Proof.** We shall prove the result for \( Z^l_0(\mathcal{M}, \Delta^r, p, u) \). For \( m^l_{Z_0}(\mathcal{M}, \Delta^r, p, u) \), the result can be proved similarly. Let \( x = (x_k) \in Z^l_0(\mathcal{M}, \Delta^r, p, u) \), then there exists \( \rho > 0 \) such that

\[(2.7) \quad \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(Z^p(\Delta^r x))_n|}{\rho} \right]^{p_n} \geq \epsilon \right\} \in I.\]

Let \( (\alpha_k) \) be a sequence scalar with \( |\alpha_k| \leq 1 \) for all \( k \in \mathbb{N} \). Then the result follows from (2.7) and the following inequality

\[
M_n \left[ \frac{\alpha_k u_n(Z^p(\Delta^r x))_n}{\rho} \right]^{p_n} \leq |\alpha_k| M_n \left[ \frac{|u_n(Z^p(\Delta^r x))_n|}{\rho} \right]^{p_n} \leq M_n \left[ \frac{|u_n(Z^p(\Delta^r x))_n|}{\rho} \right]^{p_n}
\]

for all \( n \in \mathbb{N} \). The space \( Z^l_0(\mathcal{M}, \Delta^r, p, u) \) is monotone follows from the Lemma (1.12). \( \square \)

**Theorem 2.6.** The spaces \( Z^l(\mathcal{M}, \Delta^r, p, u) \) and \( m^l_{Z}(\mathcal{M}, \Delta^r, p, u) \) are neither monotone nor solid in general.

**Proof.** The proof of this result follows from the following example. Let \( I = I_f, M_n(x) = x \) for all \( x \in [0, \infty) \), \( p = (p_n) = 1, u = (u_n) = 1 \), for all \( n \) and \( r = 0 \). Consider the \( K \)-step space \( T_k \) of \( T \) defined as follows.

Let \( (x_k) \in T \) and \( (y_k) \in T \) be such that

\[
y_k = \begin{cases} 
    x_k, & \text{if } k \text{ is odd,} \\
    0, & \text{otherwise.}
\end{cases}
\]

Consider the sequence \( (x_k) \) defined by \( x_k = \frac{1}{2} \) for all \( k \in \mathbb{N} \). Then \( (x_k) \in Z^l(\mathcal{M}, \Delta^r, p, u) \) but its \( K \)-step space preimage does not belongs to \( Z^l(\mathcal{M}, \Delta^r, p, u) \). Thus \( Z^l(\mathcal{M}, \Delta^r, p, u) \) are not monotone. Hence, \( Z^l(\mathcal{M}, \Delta^r, p, u) \) is not solid by Lemma (1.12). \( \square \)

**Theorem 2.7.** The spaces \( Z^l(\mathcal{M}, \Delta^r, p, u) \) and \( Z^l_0(\mathcal{M}, \Delta^r, p, u) \) are sequence algebra.

**Proof.** We prove that \( Z^l_0(\mathcal{M}, \Delta^r, p, u) \) is sequence algebra. For the space \( Z^l(\mathcal{M}, \Delta^r, p, u) \), the result can be proved similarly. Let \( x = (x_k), y = (y_k) \in Z^l_0(\mathcal{M}, \Delta^r, p, u) \). Then

\[
\left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(Z^p(\Delta^r x))_n|}{\rho_1} \right]^{p_n} \geq \epsilon \right\} \in I, \text{ for some } \rho_1 > 0.
\]
and
\[ \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(Z^p(\Delta^r y))_n|}{\rho} \right]^{\rho_n} \geq \epsilon \right\} \in I, \text{ for some } \rho_2 > 0. \]

Let \( \rho = \rho_1 \rho_2 > 0 \). Then we can show that
\[ \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n((Z^p(\Delta^r x)y))_n|}{\rho} \right]^{\rho_n} \geq \epsilon \right\} \in I. \]

Thus, \( (x_k y_k) \in Z^I_0(\mathcal{M}, \Delta^r, p, u) \). Hence \( Z^I_0(\mathcal{M}, \Delta^r, p, u) \) is sequence algebra.

**Theorem 2.8.** Let \( \mathcal{M} = (M_k) \) be a sequence of Orlicz functions. Then \( Z^I_0(\mathcal{M}, \Delta^r, p, u) \subset Z^I(\mathcal{M}, \Delta^r, p, u) \subset Z^I_0(\mathcal{M}, \Delta^r, p, u) \) and the inclusions are proper.

**Proof.** Let \( x = (x_k) \in Z^I(\mathcal{M}, \Delta^r, p, u) \). Then there exists \( L \in \mathbb{C} \) and \( \rho > 0 \) such that
\[ \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(Z^p(\Delta^r x)_n - L)|}{\rho} \right]^{\rho_n} \geq \epsilon \right\} \in I. \]

We have
\[ M_n \left[ \frac{|u_n(Z^p(\Delta^r x)_n)|}{2\rho} \right]^{\rho_n} \leq \frac{1}{2} M_n \left[ \frac{|u_n(Z^p(\Delta^r x)_n - L)|}{\rho} \right]^{\rho_n} + M_n \frac{1}{2} \left[ \frac{|L|}{\rho} \right]^{\rho_n}. \]

Taking supremum over \( n \) on both sides we get \( x = (x_k) \in Z^I_0(\mathcal{M}, \Delta^r, p, u) \). The inclusion \( Z^I_0(\mathcal{M}, \Delta^r, p, u) \subset Z^I(\mathcal{M}, \Delta^r, p, u) \) is obvious. The inclusion is proper follows from the following example.

Let \( I = I_d, M_n(x) = x^2 \) for all \( x \in [0, \infty), u = (u_n) = 1, p = (p_n) = 1 \) and \( r = 0 \) for all \( n \in \mathbb{N} \).

(a) Consider the sequence \( (x_k) \) defined by \( x_k = 1 \) for all \( k \in \mathbb{N} \). Then \( (x_k) \in Z^I(\mathcal{M}, \Delta^r, p, u) \) but \( (x_k) \notin Z^I_0(\mathcal{M}, \Delta^r, p, u) \).

(b) Consider the sequence \( (y_k) \) defined as
\[ y_k = \begin{cases} 2, & \text{if } k \text{ is even} \medskip \vspace{1em} 0, & \text{otherwise}. \end{cases} \]

Then \( (y_k) \in Z^I_0(\mathcal{M}, \Delta^r, p, u) \) but \( (y_k) \notin Z^I(\mathcal{M}, \Delta^r, p, u) \).

**Theorem 2.9.** The spaces \( Z^I(\mathcal{M}, \Delta^r, p, u) \) and \( Z^I_0(\mathcal{M}, \Delta^r, p, u) \) are not convergence free in general.

**Proof.** The proof of this result follows from the following example. Let \( I = I_f, M_n(x) = x^2 \) for all \( x \in [0, \infty), u = (u_n) = 1, p = (p_n) = 1 \) and \( r = 0 \) for all \( n \in \mathbb{N} \).

Consider the sequence \( (x_k) \) and \( (y_k) \) defined by \( x_k = \frac{1}{k^r} \) and \( y_k = k^2 \) for all \( k \in \mathbb{N} \). Then \( (x_k) \) belongs to \( Z^I(\mathcal{M}, \Delta^r, p, u) \) and \( Z^I_0(\mathcal{M}, \Delta^r, p, u) \), but \( (y_k) \) does not belongs to both \( Z^I(\mathcal{M}, \Delta^r, p, u) \) and \( Z^I_0(\mathcal{M}, \Delta^r, p, u) \). Hence, the spaces are not convergence free.

**Theorem 2.10.** \( m^{I^*}_Z(\mathcal{M}, \Delta^r, p, u) \) is a closed subspace of \( l^\infty(\mathcal{M}, \Delta^r, p, u) \).

**Proof.** Let \( (x^{(i)}_k) \) be a Cauchy sequence in \( m^{I^*}_Z(\mathcal{M}, \Delta^r, p, u) \) such that \( x^{(i)} \to x \). We show that \( x \in m^{I^*}_Z(\mathcal{M}, \Delta^r, p, u) \). Since \( (x^{(i)}_k) \in m^{I^*}_Z(\mathcal{M}, \Delta^r, p, u) \), then there exists \( a_i \) such that
\[ \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(Z^p(\Delta^r x^{(i)}_k)_n - a_i)|}{\rho} \right]^{\rho_n} \geq \epsilon \right\} \in I. \]

We need to show that
(a) \( (a_i) \) converges to \( a \).
(ii) If \( U = \left\{ x = (x_k) : n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(Z^p(\Delta^r x)_n - L_n)|}{\rho} \right]^{p_n} \geq \epsilon \right\} \), then \( U^c \in I \).

(i) Since \( (x_k^{(i)}) \) be a Cauchy sequence in \( m_x^f(\mathcal{M}, \Delta^r, p, u) \), then for a given \( \epsilon > 0 \), there exists \( k_0 \in \mathbb{N} \) such that

\[
\sup_n M_n \left[ \frac{|u_n((Z^p(\Delta^r x^{(i)})_n - (Z^p(\Delta^r x^{(j)})_n))|}{\rho} \right]^{p_n} < \frac{\epsilon}{3} \text{ for all } i, j \geq k_0.
\]

For a given \( \epsilon > 0 \), we have

\[
B_{ij} = \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(Z^p(\Delta^r x^{(i)})_n - (Z^p(\Delta^r x^{(j)})_n))|}{\rho} \right]^{p_n} < \frac{\epsilon}{3} \right\}
\]

\[
B_i = \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(Z^p(\Delta^r x^{(i)}) - a_i)|}{\rho} \right]^{p_n} < \frac{\epsilon}{3} \right\}
\]

\[
B_j = \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(Z^p(\Delta^r x^{(j)}) - a_j)|}{\rho} \right]^{p_n} < \frac{\epsilon}{3} \right\}
\]

Then \( B_{ij}, B_i, B_j \in I \). Let \( B^c = B_{ij}^c \cup B_i^c \cup B_j^c \), where

\[
B = \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(a_i - a_j)|}{\rho} \right]^{p_n} < \epsilon \right\}
\]

Then \( B^c \in I \). We choose \( n_0 \in B^c \), then for each \( i, j \geq n_0 \) we have

\[
\left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(a_i - a_j)|}{\rho} \right]^{p_n} < \epsilon \right\}
\]

\[
\sup_{n} M_n \left[ \frac{|u_n(Z^p(\Delta^r x^{(i)}) - a_i)|}{\rho} \right]^{p_n} < \frac{\epsilon}{3}
\]

\[
\cap \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(Z^p(\Delta^r x^{(j)}) - a_j)|}{\rho} \right]^{p_n} < \frac{\epsilon}{3} \right\}
\]

Then \( (a_i) \) is a Cauchy sequence of scalars in \( \mathbb{C} \) and so there exists a scalar \( a \in \mathbb{C} \) such that \( a_i \to a \) as \( i \to \infty \).

(ii) Let \( 0 < \delta < 1 \) be given. We show that if

\[
U = \left\{ x = (x_k) : n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(Z^p(\Delta^r x - a)|}{\rho} \right]^{p_n} < \delta \right\}
\]

then \( U^c \in I \).

Since \( x^{(i)} \to x \), then there exists \( q_0 \in \mathbb{N} \) such that

\[
(2.8) \quad P = \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(Z^p(\Delta^r x^{(q_0)}) - (Z^p(\Delta^r x))_n)|}{\rho} \right]^{p_n} < \left( \frac{\delta}{3D} \right)^H \right\}
\]

which implies that \( P^c \in I \). The number \( q_0 \) can be so chosen that together with (2.8),
we have
\[
Q = \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(a_{q_n} - a)|}{\rho} \right]^p < \left( \frac{\delta}{3D} \right)^H \right\}.
\]
Thus, we have \(Q^c \in I\). Since
\[
\left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(Z^p(\Delta^r x(q)) - a_{q_n})|}{\rho} \right]^p \geq \delta \right\} \in I.
\]
Then we have a subset \(S \in \mathbb{N}\) such that \(S^c \in I\), where
\[
S = \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(Z^p(\Delta^r x(q)) - a_{q_n})|}{\rho} \right]^p < \left( \frac{\delta}{3D} \right)^H \right\}.
\]
Let \(U^c = Q^c \cup S^c\), where
\[
U = \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(Z^p(\Delta^r x - a)|}{\rho} \right]^p < \delta \right\}.
\]
Therefore, for each \(n \in U^c\), we have
\[
\left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n((Z^p(\Delta^r x(q)) - (Z^p(\Delta^r x))|}{\rho} \right]^p \leq \left( \frac{\delta}{3D} \right)^H \right\}
\]
\[
\cap \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(Z^p(\Delta^r x(q)) - a_{q_n})|}{\rho} \right]^p < \left( \frac{\delta}{3D} \right)^H \right\}
\]
\[
\cap \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{|u_n(a_{q_n} - a)|}{\rho} \right]^p < \left( \frac{\delta}{3D} \right)^H \right\}.
\]
Hence, the result follows.

Note that the inclusion \(m^L_2(\mathcal{M}, \Delta^r, p, u) \subseteq l_\infty(\mathcal{M}, \Delta^r, p, u)\) and \(m^L_{Z_0}(\mathcal{M}, \Delta^r, p, u) \subseteq l_\infty(\mathcal{M}, \Delta^r, p, u)\) are strict. So in view of Theorem (2.10). We have the following result. \(\square\)

**Theorem 2.11.** The spaces \(m^L_2(\mathcal{M}, \Delta^r, p, u)\) and \(m^L_{Z_0}(\mathcal{M}, \Delta^r, p, u)\) are nowhere dense in \(l_\infty(\mathcal{M}, \Delta^r, p, u)\).

**Theorem 2.12.** The spaces \(m^L_2(\mathcal{M}, \Delta^r, p, u)\) and \(m^L_{Z_0}(\mathcal{M}, \Delta^r, p, u)\) are not separable.

**Proof.** We shall prove the result for the space \(m^L_2(\mathcal{M}, \Delta^r, p, u)\). Let \(A\) be an infinite subset of \(\mathbb{N}\) of increasing natural numbers such that \(A \in I\). Let
\[
P_n = \begin{cases} 
1, & \text{if } n \in A \\
2, & \text{otherwise}.
\end{cases}
\]
\(M_n(x) = x, u = (u_n) = 1\) and \(r = 0\) for all \(n\). Let \(\{P_0 = (x_n) : x_n = 0\text{ or }1, n \in A, x_n = 0, \text{ otherwise}\}\). Since \(A\) is infinite, so \(P_0\) is uncountable. Consider the class of open balls \(B_1 = \{B(z, \frac{1}{n}) : z \in P_0\}\). Let \(C_1\) be an open cover of \(m^L_2(\mathcal{M}, \Delta^r, p, u)\) and \(m^L_{Z_0}(\mathcal{M}, \Delta^r, p, u)\) containing \(B_1\). Since \(B_1\) is uncountable, so \(C_1\) cannot be reduced to a countable subcover for \(m^L_2(\mathcal{M}, \Delta^r, p, u)\) as well as \(m^L_{Z_0}(\mathcal{M}, \Delta^r, p, u)\). Thus, \(m^L_2(\mathcal{M}, \Delta^r, p, u)\) and \(m^L_{Z_0}(\mathcal{M}, \Delta^r, p, u)\) are not separable. \(\square\)
3. Sequence spaces over \( n \)-normed spaces

The concept of 2-normed spaces was initially developed by Gähler [6] in the mid of 1960's, while that for \( n \)-normed spaces one can see in Misiak [18]. Since then, many others have studied this concept and obtained various results, see Gunawan ([7], [8]) and Gunawan and Mashadi [9]. Let \( n \in \mathbb{N} \) and \( X \) be a linear space over the field \( \mathbb{R} \) of reals of dimension \( d \), where \( d \geq n \geq 2 \). A real valued function \( ||,\cdots,|| \) on \( X^n \) satisfying the following four conditions:

1. \( ||x_1,x_2,\cdots,x_n|| = 0 \) if and only if \( x_1,x_2,\cdots,x_n \) are linearly dependent in \( X \),
2. \( ||x_1,x_2,\cdots,x_n|| \) is invariant under permutation,
3. \( ||\alpha x_1,x_2,\cdots,x_n|| = |\alpha| \||x_1,x_2,\cdots,x_n|| \) for any \( \alpha \in \mathbb{R} \), and
4. \( ||x+x',x_2,\cdots,x_n|| \leq ||x,x_2,\cdots,x_n|| + ||x',x_2,\cdots,x_n|| \)

is called an \( n \)-norm on \( X \), and the pair \((X,||,\cdots,||)\) is called a \( n \)-normed space over the field \( \mathbb{R} \).

For example, we may take \( X = \mathbb{R}^n \) being equipped with the \( n \)-norm \( ||x_1,x_2,\cdots,x_n||_E = \) the volume of the \( n \)-dimensional parallelepiped spanned by the vectors \( x_1,x_2,\cdots,x_n \) which may be given explicitly by the formula

\[
||x_1,x_2,\cdots,x_n||_E = |\det(x_{ij})|,
\]

where \( x_i = (x_{i1},x_{i2},\cdots,x_{in}) \in \mathbb{R}^n \) for each \( i = 1,2,\cdots,n \). Let \((X,||,\cdots,||)\) be an \( n \)-normed space of dimension \( d \geq n \geq 2 \) and \( \{a_1,a_2,\cdots,a_n\} \) be linearly independent set in \( X \). Then the following function \( ||,\cdots,||_{\infty} \) on \( X^{n-1} \) defined by

\[
||x_1,x_2,\cdots,x_{n-1}||_{\infty} = \max\{||x_1,x_2,\cdots,x_{n-1},a_i|| : i = 1,2,\cdots,n\}
\]
defines an \((n-1)\)-norm on \( X \) with respect to \( \{a_1,a_2,\cdots,a_n\} \).

A sequence \((x_k)\) in a \( n \)-normed space \((X,||,\cdots,||)\) is said to converge to some \( L \in X \) if

\[
\lim_{k \to \infty} ||x_k - L, z_1,\cdots,z_{n-1}|| = 0 \quad \text{for every } z_1,\cdots,z_{n-1} \in X.
\]

A sequence \((x_k)\) in a \( n \)-normed space \((X,||,\cdots,||)\) is said to be Cauchy if

\[
\lim_{k,p \to \infty} ||x_k - x_p, z_1,\cdots,z_{n-1}|| = 0 \quad \text{for every } z_1,\cdots,z_{n-1} \in X.
\]

If every Cauchy sequence in \( X \) converges to some \( L \in X \), then \( X \) is said to be complete with respect to the \( n \)-norm. A complete \( n \)-normed space is said to be \( n \)-Banach space. For more details about \( n \)-normed space see [23] and references therein.

Let \((X,||,\cdots,||)\) be an \( n \)-normed space and \( W(n-X) \) denotes the space of \( X \)-valued sequences. Let \( \mathcal{M} = (M_n) \) be a sequence of Orlicz functions, \( u = (u_n) \) be a sequence of strictly positive real numbers and \( p = (p_n) \) be a bounded sequence of positive real numbers. For some \( \rho > 0 \), we define the following classes of sequences:

\[
Z^I(\mathcal{M},\Delta^r,p,u,||,\cdots,||) = \left\{ x = (x_k) : \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left\| \frac{u_n(Z^p(\Delta^r x))_n}{\rho},z_1,\cdots,z_{n-1} \right\|^{p_n} \geq \epsilon \right\} \in I, L \in \mathbb{R} \right\}
\]

\[
Z^I_0(\mathcal{M},\Delta^r,p,u,||,\cdots,||) = \left\{ x = (x_k) : \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left\| \frac{u_n(Z^p(\Delta^r x))_n}{\rho},z_1,\cdots,z_{n-1} \right\|^{p_n} \geq \epsilon \right\} \in I \right\}
\]
\[ Z_{\infty}^I(\mathcal{M}, \Delta^r, p, u, ||., .||) = \left\{ x = (x_k) : \sum_{n=1}^{\infty} M_n \left[ \frac{\|u_n(Z^p(\Delta^r x))_n\|_{\rho}, \Delta^r x, z_n-z_{n-1}}{\rho} \right]_p^n \geq K \right\} \]

Also, \( m_{\infty}^I(\mathcal{M}, \Delta^r, p, u, ||., .||) = Z_{\infty}^I(\mathcal{M}, \Delta^r, p, u, ||., .||) \) and \( m_{0}^I(\mathcal{M}, \Delta^r, p, u, ||., .||) = Z_{0}^I(\mathcal{M}, \Delta^r, p, u, ||., .||) \cap Z_{\infty}^I(\mathcal{M}, \Delta^r, p, u, ||., .||) \).

If we take \((p_n) = 1\) for all \(n\) then we have
\[ \begin{align*}
Z_{\infty}^I(\mathcal{M}, \Delta^r, p, u, ||., .||) &= Z_{\infty}^I(\mathcal{M}, \Delta^r, u, ||., .||), \\
Z_{0}^I(\mathcal{M}, \Delta^r, p, u, ||., .||) &= Z_{0}^I(\mathcal{M}, \Delta^r, u, ||., .||), \\
m_{\infty}^I(\mathcal{M}, \Delta^r, p, u, ||., .||) &= Z_{\infty}^I(\mathcal{M}, \Delta^r, p, u, ||., .||) \cap Z_{\infty}^I(\mathcal{M}, \Delta^r, u, ||., .||), \\
m_{0}^I(\mathcal{M}, \Delta^r, p, u, ||., .||) &= Z_{0}^I(\mathcal{M}, \Delta^r, p, u, ||., .||) \cap Z_{\infty}^I(\mathcal{M}, \Delta^r, u, ||., .||).
\end{align*} \]

If we take \((u_n) = 1\) for all \(n\) then we get
\[ \begin{align*}
Z_{\infty}^I(\mathcal{M}, \Delta^r, p, u, ||., .||) &= Z_{\infty}^I(\mathcal{M}, \Delta^r, p, u, ||., .||), \\
Z_{0}^I(\mathcal{M}, \Delta^r, p, u, ||., .||) &= Z_{0}^I(\mathcal{M}, \Delta^r, p, u, ||., .||), \\
m_{\infty}^I(\mathcal{M}, \Delta^r, p, u, ||., .||) &= Z_{\infty}^I(\mathcal{M}, \Delta^r, p, u, ||., .||) \cap Z_{\infty}^I(\mathcal{M}, \Delta^r, p, u, ||., .||), \\
m_{0}^I(\mathcal{M}, \Delta^r, p, u, ||., .||) &= Z_{0}^I(\mathcal{M}, \Delta^r, p, u, ||., .||) \cap Z_{\infty}^I(\mathcal{M}, \Delta^r, p, u, ||., .||).
\end{align*} \]

The main aim of this section is to study some topological properties and inclusion relations between the spaces \( Z_{\infty}^I(\mathcal{M}, \Delta^r, p, u, ||., .||), Z_{0}^I(\mathcal{M}, \Delta^r, p, u, ||., .||) \) and \( Z_{\infty}^I(\mathcal{M}, \Delta^r, p, u, ||., .||) \).

**Theorem 3.1.** Let \( \mathcal{M} = (M_n) \) be a sequence of Orlicz functions, \( u = (u_n) \) be a sequence of strictly positive real numbers and \( p = (p_n) \) be a bounded sequence of positive real numbers. Then the spaces \( Z_{\infty}^I(\mathcal{M}, \Delta^r, p, u, ||., .||), Z_{0}^I(\mathcal{M}, \Delta^r, p, u, ||., .||) \) and \( Z_{\infty}^I(\mathcal{M}, \Delta^r, p, u, ||., .||) \) are linear over the real field \( \mathbb{R} \) of real numbers.

**Proof.** We shall prove the result for the space \( Z_{\infty}^I(\mathcal{M}, \Delta^r, p, u, ||., .||) \). Let \( x = (x_k) \), \( y = (y_k) \) \( \in Z_{\infty}^I(\mathcal{M}, \Delta^r, p, u, ||., .||) \) and let \( \alpha, \beta \) be scalars. Then there exist positive numbers \( \rho_1 \) and \( \rho_2 \) such that
\[ \begin{align*}
\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{\|u_n(Z^p(\Delta^r x))_n-L_1\|}{\rho_1}, \Delta^r x, z_n-z_{n-1} \right]_p^n \geq \epsilon \} &\in \text{for some } L_1 \in \mathbb{R}, \\
\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{\|u_n(Z^p(\Delta^r y))_n-L_2\|}{\rho_2}, \Delta^r y, z_n-z_{n-1} \right]_p^n \geq \epsilon \} &\in \text{for some } L_2 \in \mathbb{R}.
\end{align*} \]

that is,
\[ \begin{align*}
D_1 &= \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{\|u_n(Z^p(\Delta^r x))_n-L_1\|}{\rho_1}, \Delta^r x, z_n-z_{n-1} \right]_p^n \geq \frac{\epsilon}{2} \right\} \in \mathbb{R}, \\
D_2 &= \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{\|u_n(Z^p(\Delta^r y))_n-L_2\|}{\rho_2}, \Delta^r y, z_n-z_{n-1} \right]_p^n \geq \frac{\epsilon}{2} \right\} \in \mathbb{R}.
\end{align*} \]

Let \( \rho_3 = \max\{2|\alpha|\rho_1, 2|\beta|\rho_2\} \). Since \( \mathcal{M} = (M_n) \) is a nondecreasing and convex function, we have
\[ M_n \left[ \frac{\|u_n(Z^p(\Delta^r x))_n-L_1\|}{\rho_3}, \Delta^r y, z_n-z_{n-1} \right]_p^n \geq \epsilon/2. \]
Now from equations (3.1) and (3.2), we have

\[ \left\| u_n \left( Z^p \left( \Delta^r x \right) \right)_n - L_1, z_1, \ldots, z_{n-1} \right\| + \left\| u_n \left( Z^p \left( \Delta^r y \right) \right)_n - L_2, z_1, \ldots, z_{n-1} \right\| \]

\[ \leq M_n \left[ \left\| u_n \left( Z^p \left( \Delta^r x \right) \right)_n - L_1, z_1, \ldots, z_{n-1} \right\| \right]^{p_n} \]

\[ \leq M_n \left[ \left\| u_n \left( Z^p \left( \Delta^r x \right) \right)_n - L_1, z_1, \ldots, z_{n-1} \right\| \right]^{p_n} + M_n \left[ \left\| u_n \left( Z^p \left( \Delta^r y \right) \right)_n - L_2, z_1, \ldots, z_{n-1} \right\| \right]^{p_n} \].

Now for

\[ H \]

which in terms give us, sup \[ \rho \]. Hence \[ Z^I \left( M, \Delta^r, p, u, \parallel \cdot, \ldots, \parallel \right) \] is a linear space. Similarly, we can prove that \[ Z^I_0 \left( M, \Delta^r, p, u, \parallel \cdot, \ldots, \parallel \right) \] and \[ Z^I_\infty \left( M, \Delta^r, p, u, \parallel \cdot, \ldots, \parallel \right) \] are linear spaces.

**Theorem 3.2.** The spaces \( m^I_2 \left( M, \Delta^r, p, u, \parallel \cdot, \ldots, \parallel \right) \) and \( m^I_{\text{zn}} \left( M, \Delta^r, p, u, \parallel \cdot, \ldots, \parallel \right) \) are paranormed spaces, with the paranorm \( g \) defined by

\[ g(x) = \inf \left\{ \rho \cdot \sup_n M_n \left[ \left\| u_n \left( Z^p \left( \Delta^r x \right) \right)_n, z_1, \ldots, z_{n-1} \right\| \right] : \rho > 0 \right\}, \]

where \( H = \max \{1, \sup_n p_n\} \).

**Proof.** Clearly \( g(-x) = g(x) \) and \( g(0) = 0 \). Let \( x = (x_k) \) and \( y = (y_k) \) \( \in m^I_2 \left( M, \Delta^r, p, u \right) \). Now for \( \rho_1, \rho_2 > 0 \) we denote

\[ D_3 = \left\{ \rho_1 : \sup_n M_n \left[ \left\| u_n \left( Z^p \left( \Delta^r x \right) \right)_n, z_1, \ldots, z_{n-1} \right\| \right]^{p_n} \leq 1 \right\} \]

and

\[ D_4 = \left\{ \rho_2 : \sup_n M_n \left[ \left\| u_n \left( Z^p \left( \Delta^r y \right) \right)_n, z_1, \ldots, z_{n-1} \right\| \right]^{p_n} \leq 1 \right\}. \]

If \( \rho = \rho_1 + \rho_2 \). Then by using Minkowski’s inequality, we obtain

\[ M_n \left[ \left\| u_n \left( Z^p \left( \Delta^r (x+y) \right) \right)_n, z_1, \ldots, z_{n-1} \right\| \right]^{p_n} \]

\[ \leq \frac{\rho_1}{\rho_1 + \rho_2} M_n \left[ \left\| u_n \left( Z^p \left( \Delta^r x \right) \right)_n, z_1, \ldots, z_{n-1} \right\| \right]^{p_n} \]

\[ + \frac{\rho_2}{\rho_1 + \rho_2} M_n \left[ \left\| u_n \left( Z^p \left( \Delta^r y \right) \right)_n, z_1, \ldots, z_{n-1} \right\| \right]^{p_n} \]

which in terms give us, sup \( \rho \cdot \sup_n M_n \left[ \left\| u_n \left( Z^p \left( \Delta^r (x+y) \right) \right)_n, z_1, \ldots, z_{n-1} \right\| \right] \leq 1 \]

and

\[ g(x + y) = \inf \left\{ (\rho_1 + \rho_2) \cdot \sup_n M_n \left[ \left\| u_n \left( Z^p \left( \Delta^r (x+y) \right) \right)_n, z_1, \ldots, z_{n-1} \right\| \right] : (\rho_1 + \rho_2) \cdot \sup_n M_n \left[ \left\| u_n \left( Z^p \left( \Delta^r (x+y) \right) \right)_n, z_1, \ldots, z_{n-1} \right\| \right] \leq 1 \].
\[ \rho_1 \in D_3, \rho_2 \in D_4 \}
\]
\[
\leq \inf \left\{ (\rho_1)_{\frac{m}{n}} : M_n \left[ \frac{\|u_n(Z^p(\Delta^r x))_{n_{\rho_1}}, z_1, \cdots, z_{n-1}\|}{\|t_n\|} \right] \leq 1 \rho_1 \in D_3 \right\} + \inf \left\{ (\rho_2)_{\frac{m}{n}} : M_n \left[ \frac{\|u_n(Z^p(\Delta^r y))_{n_{\rho_2}}, z_1, \cdots, z_{n-1}\|}{\|t_n\|} \right] \leq 1 \rho_2 \in D_4 \right\}
\]
\[
= g(x) + g(y).
\]
Let \( t^m \to L \) and let \( g(\Delta^r L^m - \Delta^r x) \to 0 \) as \( m \to \infty \). To prove that \( g(t^m \Delta^r x_k - L \Delta^r x) \to 0 \) as \( m \to \infty \). We put
\[
D_5 = \left\{ \rho_\alpha > 0 : \sup_n M_n \left[ \frac{\|u_n(Z^p(\Delta^r x^m))_{\rho_\alpha}, z_1, \cdots, z_{n-1}\|}{\|t_n\|} \right] \leq 1 \right\}
\]
and
\[
D_6 = \left\{ \rho_\alpha > 0 : \sup_n M_n \left[ \frac{\|u_n(Z^p(\Delta^r (x^m - x)))_{\rho_\alpha}, z_1, \cdots, z_{n-1}\|}{\|t_n\|} \right] \leq 1 \right\}
\]
by the continuity of \( \mathcal{M} = (M_n) \), we observe that
\[
M_n \left[ \frac{\|u_n(Z^p(t^m \Delta^r x^m - L \Delta^r x))_{n_{\rho_m}}, z_1, \cdots, z_{n-1}\|}{\|t_n\|} \right] \]
\[
\leq M_n \left[ \frac{\|u_n(Z^p(t^m \Delta^r x^m - L \Delta^r x))_{n_{\rho_\alpha}}, z_1, \cdots, z_{n-1}\|}{\|t_n\|} \right] + N_n \left[ \frac{\|u_n(Z^p(\Delta^r x^m))_{\rho_\alpha}, z_1, \cdots, z_{n-1}\|}{\|t_n\|} \right]
\]
\[
\leq \frac{|t^m - L|}{|t^m - L| + |L|} M_n \left[ \frac{\|u_n(Z^p(\Delta^r x^m))_{\rho_\alpha}, z_1, \cdots, z_{n-1}\|}{\|t_n\|} \right] + |L| M_n \left[ \frac{\|u_n(Z^p(\Delta^r (x^m - x)))_{\rho_\alpha}, z_1, \cdots, z_{n-1}\|}{\|t_n\|} \right].
\]
From the above inequality it follows that
\[
\sup_n M_n \left[ \frac{\|u_n(Z^p(t^m \Delta^r x^m - L \Delta^r x))_{n_{\rho_\alpha}}, z_1, \cdots, z_{n-1}\|}{\|t_n\|} \right] \leq 1
\]
and consequently
\[
(3.3) \quad g(t^m \Delta^r x^m - L \Delta^r x) = \inf \{ |t^m - L| : \rho_\alpha \in D_5 \}
\]
\[
\leq |t^m - L| \inf \{ (\rho_\alpha)_{\frac{m}{n}} : \rho_\alpha \in D_5 \}
\]
\[
+ |L| \inf \{ (\rho_\alpha)_{\frac{m}{n}} : \rho_\alpha \in D_5 \}
\]
\[
\leq \max \{ 1, |t^m - L| \} g(\Delta^r x^m) + \max \{ 1, |L| \} g(\Delta^r x^m - \Delta^r x).
\]
It is obvious that \( g(\Delta^r x^m) \leq g(\Delta^r x) + g(\Delta^r x^m - \Delta^r x), \) for all \( m \in \mathbb{N} \). Clearly, the right hand side of the relation (3.3) tends to 0 as \( m \to \infty \) and the result follows. This completes the proof. \( \Box \)
Theorem 3.3. Let $\mathcal{M}_1$ and $\mathcal{M}_2$ be Orlicz functions that satisfies $\Delta_2$-condition. Then

(i) $W(\mathcal{M}_2, \Delta^r, p, u, ||\cdot||) \subseteq W(\mathcal{M}_1 \circ \mathcal{M}_2, \Delta^r, p, u, ||\cdot||)$.

(ii) $W(\mathcal{M}_1, \Delta^r, p, u, ||\cdot||) \cap W(\mathcal{M}_2, \Delta^r, p, u, ||\cdot||) = W(\mathcal{M}_1 + \mathcal{M}_2, \Delta^r, p, u, ||\cdot||)$ for $W = Z^L, Z^L_0, Z^L_\infty$.

Proof. (i) Let $x = (x_k) \in Z^L(\mathcal{M}_2, \Delta^r, p, u, ||\cdot||)$. Let $\epsilon > 0$, be given. For some $\rho > 0$, we have

$$x = (x_k) : \{ n \in \mathbb{N} : \sum_{n=1}^\infty M_2 \left( \frac{\|u_n(Z^p(\Delta x))_n - L}{\rho}, z_1, \ldots, z_{n-1} \right)^{p_n} \geq \epsilon \} \subseteq I \}$$

Let $\epsilon > 0$ and choose $0 < \delta < 1$ such that $M_1(t) \leq \epsilon$ for $0 \leq t \leq \delta$. We define

$$y_n = M_2 \left( \frac{\|u_n(Z^p(\Delta x))_n - L}{\rho}, z_1, \ldots, z_{n-1} \right)$$

and consider

$$\lim_{n \in \mathbb{N}, y_n \leq \delta} [M_1(y_n)]^{p_n} = \lim_{n \in \mathbb{N}, y_n \leq \delta} [M_1(y_n)]^{p_n} + \lim_{n \in \mathbb{N}, y_n > \delta} [M_1(y_n)]^{p_n}.$$ 

We have

$$\lim_{n \in \mathbb{N}, y_n \leq \delta} [M_1(y_n)]^{p_n} \leq [M_1(2)]^G + \lim_{n \in \mathbb{N}, y_n \leq \delta} [(y_n)]^{p_n}, \quad G = \sup_n p_n.$$ 

For second summation (i.e. $y_n > \delta$), we have $y_n < \frac{y_n}{\delta} < 1 + \frac{y_n}{\delta}$. Since $M_1$ is nondecreasing and convex, it follows that

$$M_1(y_n) < M_1 \left( 1 + \frac{y_n}{\delta} \right) \leq \frac{1}{2} M_1(2) + \frac{1}{2} M_1(\frac{2y_n}{\delta}).$$

Since $M_1$ satisfies the $\Delta_2$-condition, we can write

$$M_1(y_n) < \frac{1}{2} K \frac{y_n}{\delta} M_1(2) + \frac{1}{2} K \frac{y_n}{\delta} M_1(2) = \frac{1}{2} K \frac{y_n}{\delta} M_1(2).$$

We get the following estimates:

$$\lim_{n \in \mathbb{N}, y_n > \delta} [M_1(y_n)]^{p_n} = \max\{1, (K \delta^{-1} M_1(2))^H\} + \lim_{n \in \mathbb{N}, y_n > \delta} [y_n]^{p_n}.$$ 

From equations (3.4), (3.5) and (3.6), it follows that

$$\{ x = (x_k) : \{ n \in \mathbb{N} : \sum_{n=1}^\infty M_1 \left( \frac{\|u_n(Z^p(\Delta x))_n - L}{\rho}, z_1, \ldots, z_{n-1} \right)^{p_n} \geq \epsilon \} \subseteq I \}$$

Hence $Z^L(\mathcal{M}_2, \Delta^r, p, u, ||\cdot||) \subseteq Z^L(\mathcal{M}_1 \circ \mathcal{M}_2, \Delta^r, p, u, ||\cdot||)$.

(ii) Let $x = (x_k) \in Z^L(\mathcal{M}_1, \Delta^r, p, u, ||\cdot||) \cap Z^L(\mathcal{M}_2, \Delta^r, p, u, ||\cdot||)$. Let $\epsilon > 0$, be given. Then there exists $\rho > 0$ such that

$$x = (x_k) : \{ n \in \mathbb{N} : \sum_{n=1}^\infty M_2 \left( \frac{\|u_n(Z^p(\Delta x))_n - L}{\rho}, z_1, \ldots, z_{n-1} \right)^{p_n} \geq \epsilon \} \subseteq I \}$$

and

$$x = (x_k) : \{ n \in \mathbb{N} : \sum_{n=1}^\infty M_2 \left( \frac{\|u_n(Z^p(\Delta x))_n - L}{\rho}, z_1, \ldots, z_{n-1} \right)^{p_n} \geq \epsilon \} \subseteq I \}.$$
The rest of the proof follows from the following relations:
\[
\left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} (M_1 + M_2) \left[ \frac{\| u_n(Z^p(\Delta^r x))_n - L, z_1, \ldots, z_{n-1} \|}{\rho} \right]^{p_n} \geq \epsilon \right\} 
\subseteq \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_1 \left[ \frac{\| u_n(Z^p(\Delta^r x))_n - L, z_1, \ldots, z_{n-1} \|}{\rho} \right]^{p_n} \geq \epsilon \right\}
\cup \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_2 \left[ \frac{\| u_n(Z^p(\Delta^r x))_n - L, z_1, \ldots, z_{n-1} \|}{\rho} \right]^{p_n} \geq \epsilon \right\}
\]

Taking \( M_2(x) = x \) and \( M_1(x) = M(x) \) for all \( x \in [0, \infty) \), we have the following result. \( \square \)

**Corollary 3.4.** \( W \subseteq W(\mathcal{M}, \Delta^r, p, u, \| \cdot, \cdot, \cdot, \|) \), where \( W = Z^I, Z^0_0 \).

**Theorem 3.5.** The spaces \( Z^0_0(\mathcal{M}, \Delta^r, p, u, \| \cdot, \cdot, \cdot, \|) \) and \( m^I_{Z_0^0}(\mathcal{M}, \Delta^r, p, u, \| \cdot, \cdot, \cdot, \|) \) are solid and monotone.

**Proof.** We shall prove the result for \( Z^0_0(\mathcal{M}, \Delta^r, p, u, \| \cdot, \cdot, \cdot, \|) \). For \( m^I_{Z_0^0}(\mathcal{M}, \Delta^r, p, u, \| \cdot, \cdot, \cdot, \|) \), the result can be proved similarly. Let \( x = (x_k) \in Z^0_0(\mathcal{M}, \Delta^r, p, u, \| \cdot, \cdot, \cdot, \|) \), then there exists \( \rho > 0 \) such that

\[
(3.7) \quad \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{\| u_n(Z^p(\Delta^r x))_n - L, z_1, \ldots, z_{n-1} \|}{\rho} \right]^{p_n} \geq \epsilon \right\} \subseteq I.
\]

Let \( (\alpha_k) \) be a sequence scalar with \( |\alpha_k| \leq 1 \) for all \( k \in \mathbb{N} \), we have

\[
M_n \left[ \frac{\| \alpha_k u_n(Z^p(\Delta^r x))_n - L, z_1, \ldots, z_{n-1} \|}{\rho} \right]^{p_n} \leq |\alpha_k| M_n \left[ \frac{\| u_n(Z^p(\Delta^r x))_n - L, z_1, \ldots, z_{n-1} \|}{\rho} \right]^{p_n} 
\leq M_n \left[ \frac{\| u_n(Z^p(\Delta^r x))_n - L, z_1, \ldots, z_{n-1} \|}{\rho} \right]^{p_n}
\]

for all \( n \in \mathbb{N} \). The space \( Z^0_0(\mathcal{M}, \Delta^r, p, u, \| \cdot, \cdot, \cdot, \|) \) is monotone follows from the Lemma (1.12). \( \square \)

**Theorem 3.6.** The spaces \( Z^I(\mathcal{M}, \Delta^r, p, u, \| \cdot, \cdot, \cdot, \|) \) and \( m^I_2(\mathcal{M}, \Delta^r, p, u, \| \cdot, \cdot, \cdot, \|) \) are neither monotone nor solid in general.

**Proof.** The proof of result follows from the Theorem (2.6). \( \square \)

**Theorem 3.7.** The spaces \( Z^I(\mathcal{M}, \Delta^r, p, u, \| \cdot, \cdot, \cdot, \|) \) and \( Z^0_0(\mathcal{M}, \Delta^r, p, u, \| \cdot, \cdot, \cdot, \|) \) are sequence algebra.

**Proof.** We prove that \( Z^0_0(\mathcal{M}, \Delta^r, p, u, \| \cdot, \cdot, \cdot, \|) \) is sequence algebra. For the space \( Z^I(\mathcal{M}, \Delta^r, p, u, \| \cdot, \cdot, \cdot, \|) \), the result can be proved similarly. Let \( x = (x_k), y = (y_k) \in Z^0_0(\mathcal{M}, \Delta^r, p, u, \| \cdot, \cdot, \cdot, \|) \). Then

\[
\left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{\| u_n(Z^p(\Delta^r x))_n - L, z_1, \ldots, z_{n-1} \|}{\rho_1} \right]^{p_n} \geq \epsilon \right\} \subseteq I, \quad \text{for some } \rho_1 > 0.
\]

and

\[
\left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \frac{\| u_n(Z^p(\Delta^r y))_n - L, z_1, \ldots, z_{n-1} \|}{\rho_2} \right]^{p_n} \geq \epsilon \right\} \subseteq I, \quad \text{for some } \rho_2 > 0.
\]
Let $\rho = \rho_1 \rho_2 > 0$. Then we can show that

$$\left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \left\| u_n \left( \frac{Z^p(\Delta^r_{xy})}{\rho} \right)_n, z_1, \ldots, z_{n-1} \right\| \right]^{p_n} \geq \epsilon \right\} \subset I.$$

Thus, $(x_ky_k) \in Z^d_0(M, \Delta^r, p, u, ||\cdot||)$. Hence $Z^d_0(M, \Delta^r, p, u, ||\cdot||)$ is sequence algebra. □

**Theorem 3.8.** Let $M = (M_n)$ be a sequence of Orlicz function. Then $Z^d_0(M, \Delta^r, p, u, ||\cdot||) \subset Z^l(M, \Delta^r, p, u, ||\cdot||) \subset Z^d_0(M, \Delta^r, p, u, ||\cdot||)$ and the inclusions are proper.

**Proof.** Let $x = (x_k) \in Z^l(M, \Delta^r, p, u, ||\cdot||)$. Then there exists $L \in \mathbb{R}$ and $\rho > 0$ such that

$$\left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \left\| u_n \left( \frac{Z^p(\Delta^r_{xy})}{\rho} \right)_n - L, z_1, \ldots, z_{n-1} \right\| \right]^{p_n} \geq \epsilon \right\} \subset I.$$

We have

$$M_n \left[ \left\| \frac{u_n(Z^p(\Delta^r_{xy})}{\rho} \right)_n, z_1, \ldots, z_{n-1} \right\|^{p_n} \leq \frac{1}{\rho} M_n \left[ \left\| u_n \left( \frac{Z^p(\Delta^r_{xy})}{\rho} \right)_n - L, z_1, \ldots, z_{n-1} \right\| \right]^{p_n} + M_n \frac{1}{\rho} \left\| L, z_1, \ldots, z_{n-1} \right\|^{p_n}.$$

Taking supremum over $n$ on both sides we get $x = (x_k) \in Z^l_0(M, \Delta^r, p, u, ||\cdot||)$. The inclusion $Z^d_0(M, \Delta^r, p, u, ||\cdot||) \subset Z^l(M, \Delta^r, p, u, ||\cdot||)$ is obvious. The inclusion is proper follows from the following example.

Let $I = I_d$, $M_n(x) = x^2$ for all $x \in [0, \infty)$, $u = (u_n) = 1$, $p = (p_n) = 1$ and $r = 0$ for all $n \in \mathbb{N}$.

(a) Consider the sequence $(x_k)$ defined by $x_k = 1$ for all $k \in \mathbb{N}$. Then $(x_k) \in Z^l(M, \Delta^r, p, u, ||\cdot||)$ but $(x_k) \notin Z^d_0(M, \Delta^r, p, u, ||\cdot||)$.

(b) Consider the sequence $(y_k)$ defined as

$$y_k = \begin{cases} 2, & \text{if } k \text{ is even} \\ 0, & \text{otherwise} \end{cases}.$$

Then $(y_k) \in Z^d_0(M, \Delta^r, p, u, ||\cdot||)$ but $(y_k) \notin Z^l(M, \Delta^r, p, u, ||\cdot||)$.

**Theorem 3.9.** The spaces $Z^l(M, \Delta^r, p, u, ||\cdot||)$ and $Z^d_0(M, \Delta^r, p, u, ||\cdot||)$ are not convergence free in general.

**Proof.** The proof follows from Theorem (2.9). □

**Theorem 3.10.** $m^d_2(M, \Delta^r, p, u, ||\cdot||)$ is a closed subspace of $l_\infty(M, \Delta^r, p, u, ||\cdot||)$.

**Proof.** Let $(x_k^{(i)})$ be a Cauchy sequence in $m^d_2(M, \Delta^r, p, u, ||\cdot||)$ such that $x^{(i)} \to x$.

We show that $x \in m^d_2(M, \Delta^r, p, u, ||\cdot||)$. Since $(x_k^{(i)}) \in m^d_2(M, \Delta^r, p, u, ||\cdot||)$, then there exists $a_i$ such that

$$\left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \left\| u_n \left( \frac{Z^p(\Delta^r_{xy})}{\rho} \right)_n - a_i, z_1, \ldots, z_{n-1} \right\| \right]^{p_n} \geq \epsilon \right\} \subset I.$$

We need to show that

(i) $(a_i)$ converges to $a$.

(ii) If $V = \left\{ x = (x_k) : n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \left\| u_n \left( \frac{Z^p(\Delta^r_{xy})}{\rho} \right)_n - L, z_1, \ldots, z_{n-1} \right\| \right]^{p_n} \geq \epsilon \right\}$. 

then $V^c \in I$.

(i) Since $(x^{(i)}_k)$ be a Cauchy sequence in $m^Z(M, \Delta^r, p, u, \| \cdot \|)$, then for a given $\epsilon > 0$, there exists $k_0 \in \mathbb{N}$ such that
\[
\sup_n M_n \left[ \frac{u_n((Z^p(\Delta^r x^{(i)}))_n - (Z^p(\Delta^r x^{(j)}))_n)}{\rho}, z_1, \cdots, z_{n-1} \right] < \frac{\epsilon}{3} \quad \text{for all } i, j \geq k_0
\]

For a given $\epsilon > 0$, we have
\[
F_{ij} = \left\{ n \in \mathbb{N} : \sum_{n=1}^\infty M_n \left[ \frac{u_n((Z^p(\Delta^r x^{(i)}))_n - (Z^p(\Delta^r x^{(j)}))_n)}{\rho}, z_1, \cdots, z_{n-1} \right] < \frac{\epsilon}{3} \right\}
\]
\[
F_i = \left\{ n \in \mathbb{N} : \sum_{n=1}^\infty M_n \left[ \frac{u_n((Z^p(\Delta^r x^{(i)}))_n - a_i)}{\rho}, z_1, \cdots, z_{n-1} \right] < \frac{\epsilon}{3} \right\}
\]
\[
F_j = \left\{ n \in \mathbb{N} : \sum_{n=1}^\infty M_n \left[ \frac{u_n((Z^p(\Delta^r x^{(j)}))_n - a_j)}{\rho}, z_1, \cdots, z_{n-1} \right] < \frac{\epsilon}{3} \right\}
\]
Then $F_{ij}, F_i, F_j \in I$. Let $F^c = F_{ij}^c \cup F_i^c \cup F_j^c$, where
\[
F = \left\{ n \in \mathbb{N} : \sum_{n=1}^\infty M_n \left[ \frac{u_n(a_i - a_j)}{\rho}, z_1, \cdots, z_{n-1} \right] < \epsilon \right\}
\]
Then $F^c \in I$. We choose $n_0 \in F^c$, then for each $i, j \geq n_0$ we have
\[
\left\{ n \in \mathbb{N} : \sum_{n=1}^\infty M_n \left[ \frac{u_n(a_i - a_j)}{\rho}, z_1, \cdots, z_{n-1} \right] < \epsilon \right\}
\]
\[
\sup \left\{ n \in \mathbb{N} : \sum_{n=1}^\infty M_n \left[ \frac{u_n((Z^p(\Delta^r x^{(i)}))_n - (Z^p(\Delta^r x^{(j)}))_n)}{\rho}, z_1, \cdots, z_{n-1} \right] < \frac{\epsilon}{3} \right\}
\]
\[
\cap \left\{ n \in \mathbb{N} : \sum_{n=1}^\infty M_n \left[ \frac{u_n((Z^p(\Delta^r x^{(i)}))_n - a_i)}{\rho}, z_1, \cdots, z_{n-1} \right] < \frac{\epsilon}{3} \right\}
\]
\[
\cap \left\{ n \in \mathbb{N} : \sum_{n=1}^\infty M_n \left[ \frac{u_n((Z^p(\Delta^r x^{(j)}))_n - a_j)}{\rho}, z_1, \cdots, z_{n-1} \right] < \frac{\epsilon}{3} \right\}
\]
Then $(a_i)$ is a Cauchy sequence of scalars in $\mathbb{R}$ and so there exists a scalar $a \in \mathbb{R}$ such that $a_i \to a$ as $i \to \infty$.

(ii) Let $0 < \delta < 1$ be given. We show that if
\[
\mathcal{V} = \left\{ x = (x_k) : n \in \mathbb{N} : \sum_{n=1}^\infty M_n \left[ \frac{u_n((Z^p(\Delta^r x))_n)}{\rho}, z_1, \cdots, z_{n-1} \right] < \delta \right\},
\]
$\mathcal{V}^c \in I$.

Since $x^{(i)} \to x$, then there exists $q_0 \in \mathbb{N}$ such that
\[
\mathcal{G} = \left\{ n \in \mathbb{N} : \sum_{n=1}^\infty M_n \left[ \frac{u_n((Z^p(\Delta^r x^{(i)}))_n - (Z^p(\Delta^r x))_n)}{\rho}, z_1, \cdots, z_{n-1} \right] < \left( \frac{\delta \rho}{3D} \right)^H \right\}
\]
which implies that $G^c \in I$. The number $q_0$ can be so chosen that together with (3.8), we have

$$H = \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \left\| u_n \frac{a_{q_0} - a}{\rho}, z_1, \cdots, z_{n-1} \right\| \right]^{p_n} \leq \left( \frac{\delta}{3D} \right)^H \right\}.$$

Thus, we have $H^c \in I$. Since

$$I \ni \frac{Z_p(M_n x(q_0) - a_{q_0}))}{\rho}, z_1, \cdots, z_{n-1} \right\| \geq \delta \right\} \in I.$$

Then we have a subset $R \in \mathbb{N}$ such that $R^c \in I$, where

$$R = \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \left\| u_n \frac{Z_p(M_n x(q_0))}{\rho}, z_1, \cdots, z_{n-1} \right\| \right]^{p_n} < \left( \frac{\delta}{3D} \right)^H \right\}.$$

Let $V^c = G^c \cup H^c \cup R^c$, where

$$V = \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \left\| u_n \frac{Z_p(M_n x - a)}{\rho}, z_1, \cdots, z_{n-1} \right\| \right]^{p_n} < \delta \right\}.$$

Therefore, for each $n \in V^c$, we have

$$\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \left\| u_n \frac{Z_p(M_n x - a)}{\rho}, z_1, \cdots, z_{n-1} \right\| \right]^{p_n} < \delta \} \geq \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \left\| u_n \frac{(Z_p(M_n x(q_0))) - (Z_p(M_n x(q_0)))}{\rho}, z_1, \cdots, z_{n-1} \right\| \right]^{p_n} < \left( \frac{\delta}{3D} \right)^H \right\} \cap \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \left\| u_n \frac{(Z_p(M_n x(q_0))) - (Z_p(M_n x(q_0)))}{\rho}, z_1, \cdots, z_{n-1} \right\| \right]^{p_n} < \left( \frac{\delta}{3D} \right)^H \right\} \cap \left\{ n \in \mathbb{N} : \sum_{n=1}^{\infty} M_n \left[ \left\| u_n \frac{(Z_p(M_n x(q_0))) - (Z_p(M_n x(q_0)))}{\rho}, z_1, \cdots, z_{n-1} \right\| \right]^{p_n} < \left( \frac{\delta}{3D} \right)^H \right\}.$$

Hence, the result follows.

Note that the inclusion $m(Z_p(M, \Delta^r, p, u, ||, \cdots, ||) \subset l_\infty(M, \Delta^r, p, u, ||, \cdots, ||)$ and $m(Z_p(M, \Delta^r, p, u, ||, \cdots, ||) \subset l_\infty(M, \Delta^r, p, u, ||, \cdots, ||)$ are strict. So in view of Theorem (3.10). We have the following result.

**Remark:** The spaces $m(Z_p(M, \Delta^r, p, u, ||, \cdots, ||)$ and $m(Z_p(M, \Delta^r, p, u, ||, \cdots, ||)$ are nowhere dense in $l_\infty(M, p, u, ||, \cdots, ||)$.

**Theorem 3.11.** The spaces $m(Z_p(M, \Delta^r, p, u, ||, \cdots, ||)$ and $m(Z_p(M, \Delta^r, p, u, ||, \cdots, ||)$ are not separable.

**Proof.** The proof follows from the Theorem (2.12).
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Abstract

In this paper, we give Carleson measure characterizations of the classes $F^\#(p, q, s)$, then we use these characterizations to study boundedness and compactness of the composition operator $C_\phi$ from the $\alpha$-normal classes $N_\alpha$ into $F^\#(p, q, s)$ classes. Moreover, necessary and sufficient conditions for $C_\phi$ from the spherical Dirichlet class $D^\#$ to the classes $F^\#(p, q, s)$ to be compact are given in terms of the map $\phi$.

1 Introduction

Let $D = \{z : |z| < 1\}$ be the unit disc in the complex plane $\mathbb{C}$ and $\partial D$ its boundary. Let $\mathcal{M}(D)$ be the class of all meromorphic functions and $\mathcal{H}(D)$ the class of all holomorphic functions on $D$. Also, $dA(z)$ be the normalized area measure, so that $A(D) \equiv 1$. The Green’s function is defined by

$$g(z, a) = \log \frac{1}{|\varphi_a(z)|},$$

where $\varphi_a(z) = \frac{a - z}{1 - \overline{a}z}$ is the automorphism of $D$ interchanging the points zero and $a \in D$. Note that $\varphi_a(\varphi_a(z)) = z$, and so $\varphi_a^{-1}(z) = \varphi_a(z)$. For all $z, a \in D$, we know that

$$(1 - |z|^2)|\varphi_a'(z)| = 1 - |\varphi_a(z)|^2 \leq 2g(z, a). \quad (1)$$

For a function $f \in \mathcal{M}(D)$, a natural analogue of $f'(z)$ is the spherical derivative

$$f^\#(z) = \frac{|f'(z)|}{1 + |f(z)|^2}.$$

For $\alpha \in (0, \infty)$ we say that the function $f \in \mathcal{M}(D)$ belongs to the $\alpha$-normal class $N_\alpha = N_\alpha(D)$, if

$$\|f\|_{N_\alpha} = |f(0)| + \sup_{z \in D}(1 - |z|^2)^\alpha f^\#(z) < \infty \quad \text{(see [18])}. $$

The little $\alpha$-normal class $N_0^\alpha = N_0^\alpha(D)$ consists of all $f \in N_\alpha$ such that

$$\lim_{|z| \to 1} (1 - |z|^2)^\alpha f^\#(z) = 0 \quad \text{(see [18])}. $$


Key words and phrases: Composition operators, normal functions, $F^\#(p, q, s)$ classes
For some results on $N^\infty$ class, we refer to [1, 8, 11].

For some $r \in (0, 1)$, we say that the function $f \in \mathcal{M}(\mathbb{D})$ belongs to the class of spherical Bloch functions $B^# \,(\text{see} \,[21])$ if

$$
\|f\|_{B^#}^2 := \sup_{a \in \mathbb{D}} \int_{\mathbb{D}(a,r)} (f^#(z))^2 dA(z) < \infty,
$$

where $\mathbb{D}(a,r) = \{ z : \rho(z,a) = |\varphi_a(z)| = \frac{|z-a|}{|1-z\overline{a}|} < r \}$ is the pseudo-hyperbolic disc with center $a$ and radius $r$. We clearly have $N \subset B^#$. In the analytic case, we know that the corresponding definition with $f^#(z)$ replaced by $|f(z)|$ both give the space of Bloch functions $B$. In the meromorphic case, the situation is different.

A function $f \in \mathcal{M}(\mathbb{D})$ belongs to the spherical Dirichlet class $D^# \,(\text{see} \,[12])$ if

$$
\|f\|_{D^#}^2 := \int_{\mathbb{D}} (f^#(z))^2 dA(z) < \infty.
$$

Let $f \in \mathcal{M}(\mathbb{D})$, $0 < p < \infty$, $-2 < q < \infty$ and $0 < s < \infty$. If

$$
\|f\|_{F^#(p,q,s)}^p = \sup_{a \in \mathbb{D}} \int_{\mathbb{D}} (f^#(z))^p (1-|z|^2)^q |g^*(z,a)| dA(z) < \infty,
$$

then $f \in F^#(p,q,s) \,(\text{see} \,[18])$. Moreover, if

$$
\lim_{|a| \to 1} \int_{\mathbb{D}} (f^#(z))^p (1-|z|^2)^q g^*(z,a) dA(z) = 0,
$$

then $f \in F^#_0(p,q,s)$. The classes $F^#(p,q,s)$ were intensively studied by Rättyä in [18]. The classes $F^#(p,q,s)$ and $F^#_0(p,q,s)$ behave sometimes in a quite different way than their analytic counterparts. For example, the Green’s function $g(z,a)$ cannot be replaced by the weight function $(1-|\varphi_a(z)|^2)$ in general (see [2] and [21]). Therefore the classes $M^#(p,q,s)$ and $M^#_0(p,q,s)$ defined as follows.

A function $f \in \mathcal{M}(\mathbb{D})$ is said to belong to the classes $M^#(p,q,s)$ if

$$
\|f\|_{M^#(p,q,s)} = \sup_{a \in \mathbb{D}} \int_{\mathbb{D}} [f^#(z)]^p (1-|z|^2)^q (1-|\varphi_a(z)|^2)^s dA(z) < \infty,
$$

If

$$
\lim_{|a| \to 1} \int_{\mathbb{D}} [f^#(z)]^p (1-|z|^2)^q (1-|\varphi_a(z)|^2)^s dA(z) = 0,
$$

then $f \in M^#_0(p,q,s)$. For the inequality $1-|\varphi_a(z)|^2 \leq 2g(z,a)$, for all $z, a \in \mathbb{D}$, we see that $F^#(p,q,s) \subset M^#(p,q,s)$ and $F^#_0(p,q,s) \subset M^#_0(p,q,s)$, but, as mentioned before, the opposite inclusions do not hold in general.

If $E$ is any set, the characteristic function $\chi_E$ of the set $E$ is given by

$$
\chi_E(z) = \begin{cases} 
1, & \text{if } z \in E; \\
0, & \text{if } z \notin E.
\end{cases}
$$

The function $\chi_E(z)$ is measurable if and only if $E$ is measurable (see [19]).

Recall that a linear operator $T : X \to Y$ is said to be bounded if there exists a constant $C > 0$ such that $\|T(f)\|_Y \leq C\|f\|_X$ for all maps $f \in X$. Moreover, $T : X \to Y$ is said to be compact if it takes bounded sets in $X$ to sets in $Y$ which have compact closure. For Banach spaces $X$ and $Y$ contained in $\mathcal{M}(\mathbb{D})$ or $H(\mathbb{D})$, $T : X \to Y$ is compact if and only if for each bounded sequence $\{x_n\} \subset X$, the sequence $\{Tx_n\} \subset Y$ contains a subsequence converging to a function $f \in Y$.

Two quantities $A$ and $B$ are said to be equivalent if there exist two finite positive constants $C_1$ and $C_2$ such that $C_1B \leq A \leq C_2B$, written as $A \approx B$. Throughout this paper, the letter $C$ denotes different positive constants which are not necessarily the same from line to line.
The composition operator $C_\phi : \mathcal{H}(\mathbb{D}) \to \mathcal{H}(\mathbb{D})$ is defined by $C_\phi = f \circ \phi$, where $\phi$ is a holomorphic self-map of the open unit disc in $\mathbb{C}$. There have been several attempts to study compactness and boundedness of composition operators in many function spaces (see e.g. [4, 5, 6, 7, 9, 10, 13, 17, 23] and others). Lappan and Xiao in [14] studied the boundedness of the composition operator $C_\phi$ in meromorphic case from the normal class $\mathcal{N}$ to their Möbius invariant subclasses.

In this paper, we show some clear differences between the analytic and the meromorphic cases of the classes $F(p, q, s)$. We give a Carleson measure characterization of the composition operator $C_\phi$ on $F^\#(p, q, s)$. Also, we characterize by means of $s$-Carleson measures and compact $s$-Carleson measures the boundedness and compactness of composition operator $C_\phi : \mathcal{M}(\mathbb{D}) \to \mathcal{M}(\mathbb{D})$ from $\alpha$-normal classes $\mathcal{N}^\alpha$ to $F^\#(p, q, s)$ classes. Moreover, we investigate the compactness of composition operator $C_\phi$ from spherical Dirichlet class $\mathcal{D}^\#$ to $F^\#(p, q, s)$.

Now we quote several auxiliary results which will be used in the proofs of our main results. The following lemma can be found in [18], Corollary 3.2.3.

**Lemma 1.1** Let $0 < p < \infty$, $-2 < q < \infty$ and $0 < s < \infty$.

- If $M^\#(p, q, s) \subset N^\infty$, then $F^\#(p, q, s) = M^\#(p, q, s)$.
- If $M_0^\#(p, q, s) \subset N^\infty_0$, then $F_0^\#(p, q, s) = M_0^\#(p, q, s)$.

Taking the same technique used in lemma 1 of [14], we get the following lemma:

**Lemma 1.2** For $\alpha > 0$, there are two functions $f_1, f_2 \in N^\alpha$ such that

$$M_0 = \inf_{z \in \mathbb{D}} \left[ (1 - |z|^2)^\alpha (f_1^\#(z) + f_2^\#(z)) \right] > 0,$$

where $M_0$ is a positive constant.

Using the standard arguments similar to those outlined in proposition 3.11 of [4], we have the following lemma:

**Lemma 1.3** Let $\alpha \in (0, \infty), 0 < p < \infty$, $-2 < q < \infty$ and $0 < s < \infty$. If $\phi : \mathbb{D} \to \mathbb{D}$ be an analytic self-map and $X = F^\#(p, q, s)$ or $B^\#_p$. Then $C_\phi : N^\alpha \to X$ is compact if and only if for every bounded sequence $\{f_n\} \subset N^\alpha$, which converges to 0 uniformly on compact subsets of $\mathbb{D}$ as $n \to \infty$, $\lim_{n \to \infty} \|C_\phi f_n\|_X = 0$.

## 2 The classes $F^\#(p, q, s)$ and s-Carleson measures

In this section, we show some clear differences between the analytic and the meromorphic cases of the classes $F(p, q, s)$.

For $0 < s < \infty$, we say that a positive measure $\mu$ defined on $\mathbb{D}$ is a bounded $s$-Carleson measure, provided $\mu(S(I)) = O(|I|^s)$ for all sub-arcs $I$ of $\partial \mathbb{D}$, where $|I|$ denotes the arc length of $I \subset \partial \mathbb{D}$ and $S(I)$ denotes the Carleson box based on $I$, that is

$$S(I) = \left\{ z \in \mathbb{D} : 1 - \frac{|I|}{2\pi} \leq |z| < 1, \quad \frac{z}{|z|} \in I \right\}.$$

For $0 < s < \infty$, a positive Borel measure $\mu$ on $\mathbb{D}$ is a bounded $s$-Carleson measure if and only if

$$\sup_{a \in \mathbb{D}} \int_{\mathbb{D}} |\varphi'_a(z)|^\alpha d\mu < \infty;$$

and $\mu$ is a compact $s$-Carleson measure if and only if

$$\lim_{|a| \to 1} \int_{\mathbb{D}} |\varphi'_a(z)|^\alpha d\mu = 0.$$
Lemma 2.1 Let $0 < p < \infty$, $-2 < q < \infty$ and $f \in \mathcal{M}(\mathbb{D})$. Then, for $0 < s \leq 1$, $f \in F^s(p,q,s)$ if and only if $d\nu = (f^s(z))^{p}(1 - |z|^2)^{q+s}dA(z)$ is a bounded $s$-Carleson measure on $\mathbb{D}$.

Proof: From (2) it follows that $d\nu = (f^s(z))^{p}(1 - |z|^2)^{q+s}dA(z)$ is a bounded $s$-Carleson measure if and only if

$$
\sup_{a \in \mathbb{D}} \int_{\mathbb{D}} |\varphi_a'(z)|^s d\nu < \infty. \tag{4}
$$

Using (1), we see that

$$
\sup_{a \in \mathbb{D}} \int_{\mathbb{D}} |\varphi_a'(z)|^s d\nu = \sup_{a \in \mathbb{D}} \int_{\mathbb{D}} |\varphi_a'(z)|^s (f^s(z))^{p}(1 - |z|^2)^{q+s}dA(z)
= \sup_{a \in \mathbb{D}} \int_{\mathbb{D}} (f^s(z))^{p}(1 - |z|^2)^{q}(1 - |\varphi_a(z)|^2)^sdA(z)
\leq C \sup_{a \in \mathbb{D}} \int_{\mathbb{D}} (f^s(z))^{p}(1 - |z|^2)^{q}g^s(z,a)dA(z) < \infty.
$$

If $d\nu$ is a bounded $s$-Carleson measure, then $f \in \mathcal{N}^{\alpha\frac{2+\alpha}{p}}$, for $0 < s \leq 1$ we have $f \in F^s(p,q,s)$.

For $1 < s < \infty$ the meromorphic case differs from the analytic case (see Theorem 2.4 in [22]) as the following lemma shows.

Lemma 2.2 Let $0 < p < \infty$, $-2 < q < \infty$ and $f \in \mathcal{M}(\mathbb{D})$. Then, for $1 < s < \infty$, the following statements are not equivalent:

(i) $f \in F^s(p,q,s)$;
(ii) $d\nu = (f^s(z))^{p}(1 - |z|^2)^{q+s}dA(z)$ is a bounded $s$-Carleson measure on $\mathbb{D}$.

Proof: An easy calculation shows that $\mathcal{N}^\alpha \subset F^s(p,\alpha p - 2, s)$ for $0 < p < \infty, 0 < \alpha < \infty$ and $1 < s < \infty$ (see theorems 3.2.1, 3.3.3 and also corollary 3.2.2 in [18]). In the case $\alpha = \frac{2+2}{p}$, we have that

$$
\mathcal{N}^{\frac{2+2}{p}} \subset F^s(p,q,s). \tag{5}
$$

However, in this case it is possible that $F^s(p,q,s) \subset \mathcal{N}^{\frac{2+2}{p}}$ as in the case of the class $Q_s^\#$ (see [2] and [3], Lemma 1).

Hence, $F^s(p,q,s) = \mathcal{N}^{\frac{2+2}{p}}$ (for all $0 < p < \infty, -2 < q < \infty$ and $1 < s < \infty$), $d\nu$ being a bounded $s$-Carleson measure does not imply that $f \in F^s(p,q,s)$ by Lemma 1.1. Thus the lemma is proved.

In case of compact $s$-Carleson measures we have a more complete description which is similar to the analytic case.

Lemma 2.3 Let $0 < p < \infty$, $-2 < q < \infty$ and $f \in \mathcal{M}(\mathbb{D})$. Then, for $0 < s < \infty$, the following are equivalent:

(i) $f \in F^s_0(p,q,s)$;
(ii) $d\nu = (f^s(z))^{p}(1 - |z|^2)^{q+s}dA(z)$ is a compact $s$-Carleson measure on $\mathbb{D}$.

Proof: (i) $\Rightarrow$ (ii). If $f \in F^s_0(p,q,s)$, then, by (1) and (2), $d\nu$ is a compact $s$-Carleson measure on $\mathbb{D}$.

(ii) $\Rightarrow$ (i). For any $r \in (0,1)$ and $D(a,r) = \{z \in \mathbb{D} : |\varphi_a(z)| < r\}$, we have

$$
I(a) = \int_{\mathbb{D}} (f^s(z))^{p}(1 - |z|^2)^{q}g^s(z,a)dA(z)
= \left\{ \int_{D(a,r)} + \int_{D(a,r)} \right\} (f^s(z))^{p}(1 - |z|^2)^{q}g^s(z,a)dA(z)
= I_1(a) + I_2(a).
$$
Suppose now that $d\nu$ is a compact $s$-Carleson measure on $\mathbb{D}$. Since

$$g(z,a) = \log\frac{1}{|\varphi_a(z)|} \begin{cases} \geq \log 4 > 1, & |\varphi_a(z)| \leq \frac{1}{4}; \\ \leq 4(1 - |\varphi_a(z)|^2), & |\varphi_a(z)| > \frac{1}{4}, \end{cases}$$

we obtain for $s_0 = \max(s, 2)$ and $\mathbb{D}(a, \frac{1}{4}) = \{z \in \mathbb{D}: |\varphi_a(z)| < \frac{1}{4}\}$ that

$$I_1(a) = \int_{\mathbb{D}(a, \frac{1}{4})} (f^#(z))^p(1 - |z|^2)^q g^s(z,a) dA(z)$$

$$\leq \int_{\mathbb{D}(a, \frac{1}{4})} (f^#(z))^p(1 - |z|^2)^q g^s(z,a) dA(z)$$

(6)

and

$$I_2(a) = \int_{\mathbb{D}\setminus\mathbb{D}(a, \frac{1}{4})} (f^#(z))^p(1 - |z|^2)^q g^s(z,a) dA(z)$$

$$\leq 4^s \int_{\mathbb{D}\setminus\mathbb{D}(a, \frac{1}{4})} (f^#(z))^p(1 - |z|^2)^q (1 - |\varphi_a(z)|^2)^s dA(z).$$

(7)

Hence, by (6) and (7), we get

$$I(a) = \int_{\mathbb{D}} (f^#(z))^p(1 - |z|^2)^q g^s(z,a) dA(z)$$

$$\leq C \int_{\mathbb{D}} (f^#(z))^p(1 - |z|^2)^q (1 - |\varphi_a(z)|^2)^s dA(z).$$

(8)

which means that $f \in F^#_0(p,q,s)$. Hence the proof is completed.

## 3 Boundedness of composition operators from $N^\alpha$ to $F^#(p,q,s)$

We are going to work with composition operators acting on $N^\alpha$ and $N^\alpha_0$. For a function $\phi : \mathbb{D} \to \mathbb{D}$, we say that $C_\phi : N^\alpha(N^\alpha_0) \to F^#(p,q,s)$ is bounded if

$$\|C_\phi f\|_{F^#(p,q,s)} \leq C\|f\|_{N^\alpha}, \quad f \in N^\alpha(N^\alpha_0).$$

For $0 < p < \infty$, $-2 < q < \infty$ and $0 < s < \infty$, we define the following notations:

$$d\mu_\phi(\alpha,p,q,s) = \frac{|\phi'(z)|^p}{(1 - |\phi(z)|^2)^\alpha p} (1 - |z|^2)^q + s dA(z),$$

$$\Phi_\phi(\alpha,p,q,s,a) = \int_{\mathbb{D}} \frac{|\phi'(z)|^p}{(1 - |\phi(z)|^2)^\alpha p} (1 - |z|^2)^q g^s(z,a) dA(z),$$

$$\Psi_\phi(\alpha,p,q,s,a) = \int_{\mathbb{D}} \frac{|\phi'(z)|^p}{(1 - |\phi(z)|^2)^\alpha p} (1 - |z|^2)^q (1 - |\varphi_a(z)|^2)^s dA(z).$$

**Lemma 3.1** If $\Psi_\phi(\alpha,p,q,s,a)$ is finite at some point $a \in \mathbb{D}$, then, $\Psi_\phi(\alpha,p,q,s,a)$ is a continuous function of $a \in \mathbb{D}$.

**Proof:** The proof is very similar to that of the lemma 2.3 in [20].

We proof the following result.
Theorem 3.1 Let $2 \leq p < \infty, -2 < q < \infty$ and $0 < s < \infty$. Then, the following statements are equivalent:

(i) $C_\phi : \mathcal{N}^\alpha \to F^\#(p,q,s)$ is bounded;

(ii) For $p \geq 2$, $C_\phi : \mathcal{N}^\alpha_0 \to F^\#(p,q,s)$ is bounded;

(iii) $\sup_{a \in \mathbb{D}} \Phi_\phi(\alpha, p, q, s, a) < \infty$;

(iv) $d\mu_\phi(\alpha, p, q, s)$ is a bounded $s$-Carleson measure.

Proof: (i) $\Rightarrow$ (ii) is clear since $\mathcal{N}^\alpha_0 \subset \mathcal{N}^\alpha$.

(ii) $\Rightarrow$ (iii). First, note that if $f \in \mathcal{N}^\alpha$ and $f_r(z) = f(rz)$ for $r \in (0,1)$, then $f_r \in \mathcal{N}^\alpha_0$ with $\|f_r\|_{\mathcal{N}^\alpha} \leq \|f\|_{\mathcal{N}^\alpha}$. Secondly, for the two functions $f_1$ and $f_2$ given by the Lemma 1.2, we have for $k = 1, 2$, and $a \in \mathbb{D}$,

$$
\|C_\phi\|^p \|f_k\|_{\mathcal{N}^\alpha}^p \geq \|C_\phi\|^p \|(f_k)_r\|_{\mathcal{N}^\alpha}^p \geq \|C_\phi(f_k)_r\|_{F^\#(p,q,s)}^p \\
\geq \int_{\mathbb{D}} (|f_k^\#(r\phi(z))|^p |r\phi^\#(z)|^p (1 - |z|^2)^q g^\#(z,a) dA(z).
$$

Because of the Lemma 1.2,

$$(1 - |z|^2)^\alpha (f_1^\#(z) + f_2^\#(z)) \geq M_0 > 0, \text{ for all } z \in \mathbb{D},$$

we have that

$$
\frac{|\phi^\#(z)|^p}{(1 - |\phi(z)|^2)^{\alpha p}} \leq \frac{2^p}{M_0^p} ((f_1 \circ \phi)^\#(z))^p + \frac{2^p}{M_0^p} ((f_2 \circ \phi)^\#(z))^p.
$$

Thus,

$$
\sup_{a \in \mathbb{D}} \int_{\mathbb{D}} \frac{|\phi^\#(z)|^p}{(1 - |\phi(z)|^2)^{\alpha p}} (1 - |z|^2)^q g^\#(z,a) dA(z)
\leq \frac{2^p}{M_0^p} \sup_{a \in \mathbb{D}} \int_{\mathbb{D}} ((f_1 \circ \phi)^\#(z))^p (1 - |z|^2)^q g^\#(z,a) dA(z)
\leq \frac{2^p}{M_0^p} \frac{\|C_\phi\|^p}{(1 - |\phi(z)|^2)^{\alpha p}} (1 - |z|^2)^q g^\#(z,a) dA(z)
\leq \frac{2^p}{M_0^p} \|C_\phi\|^p \|f_1\|^p_{\mathcal{N}^\alpha} + \|f_2\|^p_{\mathcal{N}^\alpha}.
$$

This inequality and Fatou’s lemma imply (iii) holds. For all $f$ with $\|f\|_{\mathcal{N}^\alpha} \leq 1$, it is clear that the boundedness of $C_\phi$ is identical to $\|C_\phi f\|_{F^\#(p,q,s)} < \infty$. Let $f \in \mathcal{N}^\alpha$ with $\|f\|_{\mathcal{N}^\alpha} \leq 1$, we have

$$
\|C_\phi f\|_{F^\#(p,q,s)}^p = \sup_{a \in \mathbb{D}} \int_{\mathbb{D}} \int_{\mathbb{D}} |f(\phi(z))|^p (1 - |z|^2)^q g^\#(z,a) dA(z)
\leq \|f\|_{\mathcal{N}^\alpha} \sup_{a \in \mathbb{D}} \int_{\mathbb{D}} \frac{|\phi^\#(z)|^p}{(1 - |\phi(z)|^2)^{\alpha p}} (1 - |z|^2)^q g^\#(z,a) dA(z)
\leq \sup_{a \in \mathbb{D}} \Phi_\phi(\alpha, p, q, s, a) < \infty.
$$

Hence (iii) implies (i). So, it remains to check (iii) implies (iv), suppose that (iii) holds. By (2), we see that (iv) is equivalent to $\sup_{a \in \mathbb{D}} \Psi_\phi(\alpha, p, q, s, a) < \infty$. From (1), we get that

$$
\sup_{a \in \mathbb{D}} \int_{\mathbb{D}} \frac{|\phi^\#(z)|^p}{(1 - |\phi(z)|^2)^{\alpha p}} (1 - |z|^2)^q (1 - |z|^2)^r dA(z)
\leq \sup_{a \in \mathbb{D}} \int_{\mathbb{D}} |\varphi^\#(z)|^p |d\mu_\phi(\alpha, p, q, s) < \infty,
$$
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then (iv) holds. Now we suppose that (iv) is true. For \( f \in \mathcal{N}^\alpha \), we get

\[
\|C_\phi f\|_{F^\#_{(p,q,s)}}^p \leq C \sup_{a \in \mathbb{D}} \int_{a} ((f \circ \phi)^\#(z))^p (1 - |z|^2)^q (1 - |\varphi_a(z)|^2)^s dA(z)
\]

\[
\leq C \|f\|_{\mathcal{N}^\alpha}^p \sup_{a \in \mathbb{D}} \Psi_\phi(\alpha, p, q, s, a),
\]

and so \( C_\phi : \mathcal{N}^\alpha \to F^\#_{(p,q,s)} \) is bounded. Thus (iv) implies (i) and the proof is complete.

**Theorem 3.2** Let \( 2 \leq p < \infty, -2 < q < \infty \) and \( 0 < s < \infty \). Then, the following statements are equivalent:

(i) \( C_\phi : \mathcal{N}_0^\alpha \to F^\#_{0,}(p,q,s) \) is bounded;

(ii) \( \sup_{a \in \mathbb{D}} \Phi_\phi(\alpha, p, q, s, a) < \infty \) and \( \phi \in F^\#_{0,}(p,q,s) \).

**Proof:** Suppose that (ii) holds, and let \( f \in \mathcal{N}_0^\alpha \). Then \( C_\phi : \mathcal{N}_0^\alpha \to F^\#_{0,}(p,q,s) \) is bounded by Theorem 3.1. We only show that \( C_\phi f \in F^\#_{0,}(p,q,s) \). For any \( \varepsilon > 0 \), we can choose \( r \in (0,1) \) such that

\[
\left( f^\#(w) \right)^p (1 - |w|^2)^{pq} < \varepsilon, \quad \text{for } |w| > r.
\]

Thus

\[
\sup_{a \in \mathbb{D}} \int_{|\phi(z)| > r} ((f \circ \phi)^\#(z))^p (1 - |z|^2)^q g^\#(z, a) dA(z)
\]

\[
\leq \varepsilon \sup_{a \in \mathbb{D}} \int_{|\phi(z)| > r} |\phi'(z)|^p (1 - |z|^2)^q \frac{g^\#(z, a)}{(1 - |\phi(z)|^2)^{pq}} dA(z)
\]

\[
\leq \varepsilon \sup_{a \in \mathbb{D}} \Phi_\phi(\alpha, p, q, s, a).
\]

Since \( \phi \in F^\#_{0,}(p,q,s) \), for \( r \) as above, we have

\[
\lim_{|a| \to 1, |\phi(z)| \leq r} \frac{((C_\phi f)^\#(z))^p (1 - |z|^2)^q g^\#(z, a) dA(z)}{\|f\|_{\mathcal{N}_0^\alpha}^p}
\]

\[
\leq \|f\|_{\mathcal{N}_0^\alpha}^p \lim_{|a| \to 1, |\phi(z)| \leq r} \frac{|\phi'(z)|^p (1 - |z|^2)^q g^\#(z, a) dA(z)}{(1 - |\phi(z)|^2)^{pq}}
\]

\[
\leq \|f\|_{\mathcal{N}_0^\alpha}^p \lim_{|a| \to 1, |\phi(z)| \leq r} |\phi'(z)|^p (1 - |z|^2)^q g^\#(z, a) dA(z) = 0.
\]

Combining above, we get that \( C_\phi f \in F^\#_{0,}(p,q,s) \).

Conversely, if \( C_\phi : \mathcal{N}_0^\alpha \to F^\#_{0,}(p,q,s) \) is bounded, then \( C_\phi : \mathcal{N}_0^\alpha \to F^\#_{0,}(p,q,s) \) is bounded. By Theorem 3.1, we get that \( \sup_{a \in \mathbb{D}} \Phi_\phi(\alpha, p, q, s, a) < \infty \). Finally, by considering \( f(z) = z \), the boundedness of \( C_\phi \) implies \( \phi \in F^\#_{0,}(p,q,s) \). The proof is complete.

### 4. Compactness of composition operators from \( \mathcal{N}^\alpha \) to \( F^\#_{(p,q,s)} \)

**Theorem 4.1** Let \( \alpha \in (0,\infty) \), \( 0 < p, q < \infty, -2 < q < \infty \), with \( q + s > -1 \) and let \( \phi : \mathbb{D} \to \mathbb{D} \) be a holomorphic function. Then, for \( f \in \mathcal{M}(\mathbb{D}) \) the following are equivalent:

(i) \( C_\phi : \mathcal{N}^\alpha \to F^\#_{(p,q,s)} \) is compact;

(ii) \( C_\phi : \mathcal{N}^\alpha \to F^\#_{(p,q,s)} \) is compact;

(iii) \( \phi \in F^\#_{(p,q,s)} \) and

\[
\lim_{r \to 1} \sup\int_{|\phi(z)| > r} \frac{|\phi'(z)|^p}{(1 - |\phi(z)|^2)^{pq}} (1 - |z|^2)^q g^\#(z, a) dA(z) = 0. \tag{9}
\]
Composition operators on some general families of function spaces

R. A. Rashwan et al

Proof: The proof follows from the proof of Theorem 1 in [23] by replacing the derivative $f'$ with the spherical derivative $f^\#$.

**Theorem 4.2** Let $\alpha \in (0, \infty), p \geq 1, -2 < q < \infty$, and $\phi : D \to D$. Then, for $f \in M(D)$ the following statements are equivalent:

1. $C_\phi : \mathcal{N}^\alpha \to F_0^\#(p, q, s)$ is bounded;
2. $C_\phi : \mathcal{N}^\alpha \to F_0^\#(p, q, s)$ is compact;
3. $\lim_{|a|^{-1}} \Phi_\phi(\alpha, p, q, s, a) = 0$;
4. $d_\mu(\alpha, p, q, s)$ is a compact s-Carleson measure;
5. $C_\phi : \mathcal{N}_0^\alpha \to F_0^\#(p, q, s)$ is compact;
6. $\phi \in F_0^\#(p, q, s)$ and (9) holds.

**Proof:** (ii) $\Rightarrow$ (i). This implication is obvious.

(i) $\Rightarrow$ (iii). Assume that (i) holds. Let $f_1, f_2 \in \mathcal{N}^\alpha$ be two functions from Lemma 1.2, such that

$$(1 - |z|^2)^\alpha (f_1^\#(z) + f_2^\#(z)) \geq M_0 > 0, \text{ for all } z \in D,$$

Since $C_\phi : \mathcal{N}^\alpha \to F_0^\#(p, q, s)$ is bounded, we get $C_\phi f_1 \in F_0^\#(p, q, s)$ and $C_\phi f_2 \in F_0^\#(p, q, s)$. Thus

$$\lim_{|a|^{-1}} \Phi_\phi(\alpha, p, q, s, a) = \lim_{|a|^{-1}} \int_D \frac{|\phi'(z)|^p}{(1 - |\phi(z)|^2)^{np}} (1 - |z|^2)^q g^s(z, a) dA(z)$$

$$\leq \frac{2^p}{M_0} \lim_{|a|^{-1}} \int_D \left[(f_1 \circ \phi)^\#(z) + (f_2 \circ \phi)^\#(z)\right]^p (1 - |z|^2)^q g^s(z, a) dA(z) = 0.$$

(iii) $\Rightarrow$ (iv). Suppose (iii) holds. By (2) (iv) is identical to $\lim_{|a|^{-1}} \Psi_\phi(\alpha, p, q, s, a) = 0$.

By (1) we have

$$\lim_{|a|^{-1}} \Psi_\phi(\alpha, p, q, s, a) \leq \lim_{|a|^{-1}} \Phi_\phi(\alpha, p, q, s, a) = 0.$$

(iv) $\Rightarrow$ (i). Suppose that (iv) holds, then for all $f \in \mathcal{N}^\alpha$, we get

$$\lim_{|a|^{-1}} \int_D \left[(f \circ \phi)^\#(z)\right]^p (1 - |z|^2)^q (1 - |\phi_a(z)|^2)^s dA(z)$$

$$\leq \|f\|_{\mathcal{N}_0^\alpha} \lim_{|a|^{-1}} \Psi_\phi(\alpha, p, q, s, a) = 0.$$

By Lemma 2.3, $C_\phi f \in F_0^\#(p, q, s)$, so $C_\phi : \mathcal{N}^\alpha \to F_0^\#(p, q, s)$ is bounded.

(iv) $\Rightarrow$ (ii). Let $\{f_n\} \in \mathcal{N}^\alpha$ which converges to 0 uniformly on compact subsets of $D$ and let $\|f_n\|_{\mathcal{N}^\alpha} \leq 1$. Next, we will show that $\|C_\phi f_n\|_{F_0^\#(p, q, s)}$ converges to 0 as $n \to \infty$.

Since $\lim_{|a|^{-1}} \Psi_\phi(\alpha, p, q, s, a) = 0$, there is an $r > 0$ such that $\Psi_\phi(\alpha, p, q, s, a) < \varepsilon$ for every $\varepsilon > 0$ and $a \in G_r$, where $G_r = \{ z \in D : |z| > r \}$. So for any compact set $U \subset D$, we have

$$I(a) = \int_{B-U} \frac{|\phi'(z)|^p}{(1 - |\phi(z)|^2)^{np}} (1 - |z|^2)^q g^s(z, a) dA(z) < \varepsilon, \text{ for } a \in G_r. \quad (10)$$

By Lemma 3.1, we see that $I(a)$ is also continuous. For any given $a_1$, there is a compact set $U_1 \subset D$ such that (10) holds. The continuity of $I(a)$ tells us that there is a neighborhood $U(a_i)$ of $a_i$ such that (10) holds. By the compactness of $C(G_r) = D - G_r$, we can choose finitely many $U(a_i)(i = 1, 2, \ldots, n)$ such that $C(G_r) = \bigcup_{i=1}^n U_i$, then for all $a \in C(G_r)$, (8) holds for all $a \in D$. 

There exists a number $N > 0$, such that if $n \geq N$, $\sup_U |f_n^\phi(z)|^p (1 - |\phi(z)|^2)^{\alpha p} < \varepsilon$. Then for $n \geq N$ and any $a \in \mathbb{D}$, we have

$$
\int_{\mathbb{D}} (f_n^\phi(z))^p |\phi'(z)|^p (1 - |z|^2)^{\alpha q} g^*(z, a) dA(z)
\leq \int_{\mathbb{D}} (f_n^\phi(z))^p |\phi'(z)|^p (1 - |z|^2)^{\alpha q} (1 - |\varphi_a(z)|^2)^s dA(z)
\approx \left\{ \|f_n\|_{N^\alpha} \int_U + \int_{\mathbb{D} - U} \frac{|\phi'(z)|^p}{(1 - |\phi(z)|^2)^{\alpha p}} (1 - |z|^2)^{\alpha q} (1 - |\varphi_a(z)|^2)^s dA(z) \right\} \leq \varepsilon.
$$

Thus $\|C_\phi f_n\|_{F^\#(p, q, s)}$ converges to 0 as $n \to \infty$, i.e., $C_\phi : N^\alpha \to F_0^\#(p, q, s)$ is compact.

(ii) $\Rightarrow$ (v). It is clear.

(v) $\Rightarrow$ (vi). Since the identical mapping belongs to $N_0^\alpha$, $\phi \in F_0^\#(p, q, s)$. Since $C_\phi : N_0^\alpha \to F_0^\#(p, q, s)$ is compact, $C_\phi : N^\alpha \to F_0^\#(p, q, s)$ is compact. By Lemma 3.1, it is easy to see that (9) holds.

(vi) $\Rightarrow$ (i). Suppose (vi) is satisfied. For all $\varepsilon > 0$, there exists $\mathbb{D} : 0 < \mathbb{D} < 1$, such that if $\mathbb{D} < r < 1$, then for $a \in \mathbb{D}$

$$
\int_{|\phi(z)| > r} \frac{|\phi'(z)|^p}{(1 - |\phi(z)|^2)^{\alpha p}} (1 - |z|^2)^{\alpha q} g^*(z, a) dA(z)
\leq \sup_{a \in \mathbb{D}} \int_{|\phi(z)| > r} \frac{|\phi'(z)|^p}{(1 - |\phi(z)|^2)^{\alpha p}} (1 - |z|^2)^{\alpha q} g^*(z, a) dA(z) < \varepsilon.
$$

Therefore,

$$
\int_{\Omega_r} ((f_n \circ \phi)^\#(z)) (1 - |z|^2)^{\alpha q} g^*(z, a) dA(z)
\leq \|f_n\|_{N^\alpha} \int_{\Omega_r} \frac{|\phi'(z)|^p}{(1 - |\phi(z)|^2)^{\alpha p}} (1 - |z|^2)^{\alpha q} g^*(z, a) dA(z) < \varepsilon.
$$

On the other hand,

$$
\lim_{|a| \to 1} \int_{|\phi(z)| \leq r} ((C_\phi f)^\#(z)) (1 - |z|^2)^{\alpha q} g^*(z, a) dA(z)
\leq \|f\|_{N^\alpha} \lim_{|a| \to 1} \int_{|\phi(z)| \leq r} \frac{|\phi'(z)|^p (1 - |z|^2)^{\alpha q}}{(1 - |\phi(z)|^2)^{\alpha p}} g^*(z, a) dA(z)
\leq \|f\|_{N^\alpha} \lim_{|a| \to 1} \int_{|\phi(z)| \leq r} \frac{|\phi'(z)|^p (1 - |z|^2)^{\alpha q}}{(1 - r^2)^{\alpha p}} g^*(z, a) dA(z) = 0.
$$

Combining above, we get that $C_\phi f \in F_0^\#(p, q, s)$, i.e., $C_\phi : N^\alpha \to F_0^\#(p, q, s)$ is bounded. The proof is completed.

Now we consider the composition operators from the spherical Dirichlet class $D^\#$ into $F^\#(p, q, s)$ classes. Our result is stated as follows:

**Theorem 4.3** Let $\alpha \in (0, \infty), 2 \leq p < \infty, 1 < s < \infty$ and $-2 < q < \infty$. If $\phi : \mathbb{D} \to \mathbb{D}$, then $C_\phi : D^\# \to F^\#(p, q, s)$ is compact if and only if

$$
\lim_{|a| \to 1} \|C_\phi(\varphi_a)\|_{F^\#(p, q, s)} = 0.
$$

**Proof:** Assume that $C_\phi : D^\# \to F^\#(p, q, s)$ is compact. Since $\{\varphi_a : a \in \mathbb{D}\}$ is a bounded set in $D^\#$ and $(\varphi_a - a) \to 0$ uniformly on compact sets as $|a| \to 1$, the compactness of $C_\phi$ yields that

$$
\|C_\phi(\varphi_a)\|_{F^\#(p, q, s)} \to 0 \quad \text{as} \quad |a| \to 1.
$$
Conversely, let \( \{ f_n \} \subset D^\# \) be a bounded sequence. Since \( f_n \in D^\# \subset \mathcal{N} \),

\[
|f_n(z)| \leq \sup_n \|f_n\|_{D^\#} \left( 1 + \frac{1}{2} \log \frac{1 + |z|}{1 - |z|} \right), \quad \text{for } z \in \mathbb{D}.
\]

Hence, \( \{ f_n \} \) is a normal family. Thus, there is a subsequence \( \{ f_{n_k} \} \), which converges to \( f \) analytic on \( \mathbb{D} \) and both \( f_{n_k} \to f \) and \( f_{n_k}^m \to f^m \) uniformly on compact subsets of \( \mathbb{D} \). It follows that \( f \in D^\# \) from the following estimates:

\[
\int_{\mathbb{D}} (f^m(z))^2 \, dA(z) = \int_{\mathbb{D}} \lim_{k \to \infty} (f_{n_k}^m(z))^2 \, dA(z) \\
\leq \liminf_{k \to \infty} \int_{\mathbb{D}} (f_{n_k}^m(z))^2 \, dA(z) \\
\leq \liminf_{k \to \infty} \|f_{n_k}\|^2_{D^\#} \leq C < \infty.
\]

We replace \( f \) by \( C_\phi f \), we remark that \( C_\phi \) is compact by showing

\[
\| C_\phi f_{n_k} - C_\phi f \|_{F^\#(p,q,s)} \to 0 \quad \text{as } k \to \infty.
\]

We write

\[
\|C_\phi(\varphi_a)\|_{F^\#(p,q,s)}^p = \sup_{\varphi \in D} \int [(\varphi_a \circ \phi^m)(z)]^p (1 - |z|^2)^q g^s(z, a) dA(z)
\]

\[
= \sup_{\varphi \in D} \int (\varphi_a^m(\phi(z))^p (1 - |z|^2)^q g^s(z, a) dA(z)
\]

\[
= \sup_{\varphi \in D} \int \left[ \frac{|\varphi_a'(\phi(z))|}{1 + |\varphi_a'(\phi(z))|^2} \right]^p |\phi'(z)|^2 |\phi'(z)|^{p-2} (1 - |z|^2)^q g^s(z, a) dA(z)
\]

\[
= \sup_{\varphi \in D} \int \left[ \frac{|\varphi_a'(w)|}{1 + |\varphi_a'(w)|^2} \right]^p N_{\varphi,a}^p(w) dA(w)
\]

\[
= \sup_{\varphi \in D} \int \left( \frac{1 - |a|^2}{|1 - \overline{a}w|^2} \right)^p \left[ \frac{a - w}{1 - \overline{a}w} \right]^{2-p} N_{\varphi,a}^{p,q,s}(w) dA(w).
\]

Here

\[
N_{\varphi,a}^{p,q,s}(w) = \sum_{z \in \varphi^{-1}(w)} \frac{|\phi'(z)|^{p-2} (1 - |z|^2)^q g^s(z, a)}{\lambda},
\]

is the counting function (see [7, 15]). Thus (11) is equivalent to

\[
\lim_{|\lambda| \to 0} \int_{D(\lambda, 1/2)} \left( \frac{1 - |a|^2}{|1 - \overline{a}w|^2} \right)^p \left[ \frac{a - w}{1 - \overline{a}w} \right]^{2-p} N_{\varphi,a}^{p,q,s}(w) dA(w) = 0.
\]

Hence, for any \( \varepsilon > 0 \) there exists an \( \delta \), where \( 0 < \delta < 1 \), such that for \( |\lambda| > \delta \) and all \( a \in \mathbb{D} \),

\[
\sup_{a \in \mathbb{D}} \int_{D(\lambda, 1/2)} N_{\varphi,a}^{p,q,s}(w) dA(w) < \varepsilon (1 - |\lambda|)^p.
\]

Thus, by Lemma 2.1 in [16],

\[
\sup_{a \in \mathbb{D}} \int_{D} (f_{n_k}^m(w) - f^m(w))^p N_{\varphi,a}^{p,q,s}(w) dA(w) \\
\leq C \sup_{a \in \mathbb{D}} \int_{D} (f_{n_k}^m(u) - f^m(u))^p dA(u) \frac{N_{\varphi,a}^{p,q,s}(w)}{(1 - |w|^2)} dA(w).
\]

(13)
Observe here that the characteristic function \( \chi_{\mathbb{D}(u,1/2)}(u) = \chi_{\mathbb{D}(u,1/2)}(w) \).
Using (12) in (13), for sufficiently large \( k \),

\[
\sup_{a \in \mathbb{D}} \int_{|u| > r} \frac{(f_{n_k}^\#(u) - f^\#(u))^p}{(1 - |u|^2)} \int_{\mathbb{D}(u,1/2)} N_{\phi,a}^{p,q,s}(w) dA(w) dA(u)
\]
\[
\leq C \sup_{a \in \mathbb{D}} \frac{(f_{n_k}^\#(u) - f^\#(u))^p}{(1 - |u|^2)} \int_{\mathbb{D}(u,1/2)} N_{\phi,a}^{p,q,s}(w) dA(w) dA(u)
\]
\[
= C \sup_{a \in \mathbb{D}} \left( \int_{|u| > r} \frac{(f_{n_k}^\#(u) - f^\#(u))^p}{(1 - |u|^2)} \int_{\mathbb{D}(u,1/2)} N_{\phi,a}^{p,q,s}(w) dA(w) dA(u) \right)
\]
\[
= C \left( I_1(a) + I_2(a) \right).
\]
For one hand, since \( f_{n_k}, f \in \mathcal{D}^\# \subset \mathcal{N} \) and \( 2 \leq p < \infty \), we have

\[
I_1(a) = \sup_{a \in \mathbb{D}} \int_{|u| > r} \frac{(f_{n_k}^\#(u) - f^\#(u))^p}{(1 - |u|^2)} \int_{\mathbb{D}(u,1/2)} N_{\phi,a}^{p,q,s}(w) dA(w) dA(u)
\]
\[
\leq \varepsilon \sup_{a \in \mathbb{D}} \int_{|u| > r} \frac{(f_{n_k}^\#(u) - f^\#(u))^p}{(1 - |u|^2)} (1 - |u|^2)^{-2} dA(u)
\]
\[
\leq \varepsilon \|f_{n_k} - f\|_{\mathcal{N}}^{p-2} \sup_{a \in \mathbb{D}} \int_{|u| > r} \frac{(f_{n_k}^\#(u) - f^\#(u))^2}{dA(u)}
\]
\[
\leq \varepsilon \|f_{n_k} - f\|_{\mathcal{D}^\#}^{p-2} \|f_{n_k} - f\|_{\mathcal{D}^\#}^2
\]
On the other hand,

\[
I_2(a) = \sup_{a \in \mathbb{D}} \int_{|u| \leq r} \frac{(f_{n_k}^\#(u) - f^\#(u))^p}{(1 - |u|^2)} \int_{\mathbb{D}(u,1/2)} N_{\phi,a}^{p,q,s}(w) dA(w) dA(u)
\]
\[
\leq C \sup_{a \in \mathbb{D}} \int_{\mathbb{D}} N_{\phi,a}^{p,q,s}(w) dA(w) \int_{|u| \leq r} \frac{(f_{n_k}^\#(u) - f^\#(u))^p}{dA(u)}
\]
\[
\leq C \varepsilon,
\]
Therefore, for sufficiently large \( k \), the above discussion gives

\[
\|C_{\phi} f_{n_k} - C_{\phi} f\|_{\mathcal{P}^\#(p,q,s)}
\]
\[
= \sup_{a \in \mathbb{D}} \int_{\mathbb{D}} ((f_{n_k} \circ \phi)^\#(z) - (f \circ \phi)^\#(z))^p (1 - |z|^2)^q g^*(z, a) dA(z)
\]
\[
= \sup_{a \in \mathbb{D}} \int_{\mathbb{D}} (f_{n_k}^\#(w) - f^\#(w))^p N_{\phi,a}^{p,q,s}(w) dA(w) \leq C \varepsilon.
\]
It follows that \( C_{\phi} \) is a compact operator. Therefore, the proof is completed.
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In this paper, we present a method to construct orthogonal spline-type scaling functions by using B-spline functions. B-splines have many useful properties such as compactly supported and refinable properties. However, except for the case of order one, B-splines of order greater than one are not orthogonal. To induce the orthogonality while keeping the above properties of B-splines, we multiply a class of polynomial function factors to the masks of the B-splines so that they become the masks of a spline-type orthogonal compactly-supported and refinable scaling functions in $L_2$. In this paper we establish the existence of this class of polynomial factors and their construction. Hence, the corresponding spline-type wavelets and the decomposition and reconstruction formulas for their Multiresolution Analysis (MRA) are obtained accordingly.
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1 Introduction

We start with the definitions of Multiresolution Analysis (MRA) and scaling functions.

Definition 1.1 A Multiresolutional Analysis (MRA) generated by function $\phi$ consists of a sequence of closed subspaces $V_j, j \in \mathbb{Z}$, of $L_2(\mathbb{R})$ satisfying

(i) (nested) $V_j \subset V_{j+1}$ for all $j \in \mathbb{Z}$;

(ii) (density) $\bigcup_{j \in \mathbb{Z}} V_j = L_2(\mathbb{R})$;

(iii) (separation) $\cap_{j \in \mathbb{Z}} V_j = \{0\}$;

(iv) (scaling) $f(x) \in V_j$ if and only if $f(2x) \in V_{j+1}$ for all $j \in \mathbb{Z}$;
(v) (Basis) There exists a function \( \phi \in V_0 \) such that \( \{\phi(x - k) : k \in \mathbb{Z}\} \) is an orthonormal basis or a Riesz basis for \( V_0 \).

The function whose existence asserted in (v) is called a scaling function of the MRA.

A scaling function \( \phi \) must be a function in \( L^2(\mathbb{R}) \) with \( \int \phi \neq 0 \). Also, since \( \phi \in V_0 \) is also in \( V_1 \) and \( \{\phi_1, k : 2^{j/2}\phi(2^j x - k) : k \in \mathbb{Z}\} \) is a Riesz basis of \( V_1 \), there exists a unique sequence \( \{p_k\}_{k=-\infty}^{\infty} \in l_2(\mathbb{Z}) \) that describe the two-scale relation of the scaling function

\[
\phi(x) = \sum_{k=-\infty}^{\infty} p_k \phi(2x - k),
\]

i.e., \( \phi \) is of a two-scale refinable property. By taking a Fourier transformation on both sides of (1.1) and denoting the Fourier transformation of \( \phi \) by \( \hat{\phi}(\xi) := \int_{-\infty}^{\infty} \phi(x) e^{-i\xi x} \, dx \), we have

\[
\hat{\phi}(\xi) = P(z) \hat{\phi}\left(\frac{\xi}{2}\right),
\]

where

\[
P(z) = \frac{1}{2} \sum_{k=-\infty}^{\infty} p_k z^k \quad \text{and} \quad z = e^{-i\xi/2}
\]

Here, \( P(z) \) is called the mask of the scaling function. Now, regarding the property that \( \{\phi(x - k)\} \) must be either an orthonormal basis or a Riesz basis, we have the following characterization theorem (see, for example, Chs. 5 and 7 of [4])

**Theorem 1.2** Suppose the function \( \phi \) satisfies the refinement relation \( \phi(x) = \sum_{k=-\infty}^{\infty} p_k \phi(2x - k) \). Then we have the following statements

(i) \( \phi \) forms an orthonormal basis if and only if \( |P(z)|^2 + |P(-z)|^2 = 1 \) for \( z \in \mathbb{C} \) with \( |z| = 1 \).

(ii) \( \phi \) forms a Riesz basis if and only if \( |P(z)|^2 + |P(-z)|^2 < 1 \) for \( z \in \mathbb{C} \) with \( |z| = 1 \).

Finally, from the scaling function \( \phi \), we can construct a corresponding wavelet function \( \psi \) by the following theorem (see, for example, [1, 7, 9])

**Theorem 1.3** Let \( \{V_j\}_{j \in \mathbb{Z}} \) be an MRA with scaling function \( \phi \), and \( \phi \) satisfies refinement relation in (1.1). Then we can construct a corresponding wavelet function as
\( \psi(x) = \sum_{k \in \mathbb{Z}} (-1)^k \phi(2x - k) \)  \hspace{1cm} (1.4)

and denote \( W_j = \text{span}\{\psi(2^j x - k) : k \in \mathbb{Z}\} \).

Furthermore, \( W_j \subset V_{j+1} \) is the orthogonal complement of \( V_j \) in \( V_{j+1} \), and \( \{\psi_jk(x) = 2^{j/2}\psi(2^j x - k) : k \in \mathbb{Z}\} \) is an orthonormal basis of \( W_j \).

In the next sections, we will examine the B-spline functions as a scaling functions and construct an orthogonal spline type scaling functions from them. The proof of the main result shown in Section 2 and some properties of the constructed spline type scaling functions are presented in Section 3. The corresponding spline type wavelets and their regularities as well as the decomposition and reconstruction formulas are also given. Finally, we illustrate our construction by using some examples in Section 4.

2 Construction of orthogonal scaling functions from B-splines

In this paper we are interested in a family of B-spline functions, \( B_n(x) \), the uniform B-spline with integer knots 0, 1, ..., \( n+1 \) defined as follows (see [2, 3]).

**Definition 2.1** The cardinal B-splines with integer knots in \( \mathbb{N}_0 \), denoted by \( B_n(x) \), is defined inductively by

\[
B_1(x) := \begin{cases} 
1 & \text{if } x \in [0, 1] \\ 
0 & \text{otherwise,} 
\end{cases}
\]

and \( B_n(x) := (B_{n-1} * B_1)(x) = \int_{-\infty}^{\infty} B_{n-1}(x-t)B_0(t)dt \) \hspace{1cm} (2.1)

From the definition, it is easy to verify that \( B_n(x) \) is compactly supported and in \( L_2(\mathbb{R}) \), which satisfies \( \int B_n \neq 0 \). By using Fourier transformation, we also have the refinement relation of \( B_n(x) \)

\[
B_n(x) = \sum_{j=0}^{n} \frac{1}{2^n - 1} \binom{n}{j} B_n(2x - j) \]  \hspace{1cm} (2.2)

Next, we would like to see if \( B_n(x) \) forms an orthonormal basis or not. We examine the mask \( P_n(z) \) of \( B_n(x) \). We have

\[
P_n(z) = \frac{1}{2} \sum_{j=0}^{n} \frac{1}{2^n - 1} \binom{n}{j} z^j = \left( \frac{1 + z}{2} \right)^n = \left( 1 + \frac{z}{2} \right)^n \]  \hspace{1cm} (2.3)
Thus considering theorem 1.2 we have

\[ |P_n(z)|^2 + |P_n(-z)|^2 = \left| \frac{1 + z}{2} \right|^{2n} + \left| \frac{1 - z}{2} \right|^{2n} \]

\[ = \left| 1 + \cos(\xi/2) - isin(\xi/2) \right|^{2n} + \frac{\left| 1 - \cos(\xi/2) + isin(\xi/2) \right|^{2n}}{2} \]

\[ = \cos^{2n}(\xi/4) + \sin^{2n}(\xi/4) \leq \cos^2(\xi/4) + \sin^2(\xi/4) = 1 \]

The equality happens only when \( n=1 \). Therefore, except for the case of order one (i.e., \( n = 1 \)), \( B_n(x) \) are generally not orthogonal (indeed they are Riesz basis). To induce orthogonality, we introduce a class of polynomial function factors \( S(z) \). Hence, instead of \( B_n(x) \), we consider a scaling function \( \phi_n(x) \) with the mask \( P_n(z)S_n(z) \), i.e

\[ \phi_n(\xi) = P_n(z)S_n(z)\phi_n(\xi/2) \quad (2.4) \]

where \( P_n(z) \) are defined as (2.3). We want to construct \( S_n(z) \) such that the shift set of the new scaling function form an orthogonal basis. In other words, we need that \( S_n(z) \) satisfy the following condition

\[ |P_n(z)S_n(z)|^2 + |P_n(-z)S_n(-z)|^2 = 1 \quad (2.5) \]

Now we consider \( S_n(z) \) of the following type: \( S_n(z) = a_1z + a_2z^2 + ... + a_nz^n, \ n \in \mathbb{N}, \) and find their following expressions.

**Lemma 2.2**

Let \( S_n(z) \) be defined as above. Then there holds

\[ |S_n(z)|^2 \]

\[ = \sum_{i=1}^{n} a_i^2 + 2 \sum_{i=1}^{n-1} a_i a_{i+1} \cos(\xi/2) + 2 \sum_{i=1}^{n-2} a_i a_{i+2} \cos(2\xi/2) + ... \]

\[ + 2a_1a_n \cos((n-1)\xi/2). \]
Proof. We have

\[
|S_n(z)|^2
= |a_1(\cos(\xi/2) - i\sin(\xi/2)) + \ldots + a_n(\cos(n\xi/2) - i\sin(n\xi/2))|^2
= |(a_1\cos(\xi/2) + \ldots + a_n\cos(n\xi/2)) - i(a_1\sin(\xi/2) + \ldots + a_n\sin(n\xi/2))|^2
= (a_1\cos(\xi/2) + \ldots + a_n\cos(n\xi/2))^2 + (a_1\sin(\xi/2) + \ldots + a_n\sin(n\xi/2))^2
= a_1(\cos^2(\xi/2) + \sin^2(\xi/2)) + \ldots + a_n(\cos^2(n\xi/2) + \sin^2(n\xi/2))
+ \sum_{i \neq j} 2a_ia_j(\cos(i\xi/2)\cos(j\xi/2) + \sin(i\xi/2)\sin(j\xi/2))
\]

A similar procedure can be applied to find \(|S_n(-z)|^2\)

\[
|S_n(-z)|^2
= \sum_{i=1}^n a_i^2 + 2 \sum_{i=1}^{n-1} a_ia_{i+1}\cos(\xi/2) + 2 \sum_{i=1}^{n-2} a_ia_{i+2}\cos(2\xi/2) + \ldots
+ 2a_1a_n\cos((n-1)\xi/2).
\]

From Lemma 2.2, if we write each \(\cos(k\xi/2)\) as a polynomial of \(\cos(\xi/2)\), then \(|S_n(z)|^2 = Q_n(x)\) where \(x = \cos(\xi/2)\). Obviously, \(Q_n(x)\) has the degree of \(n-1\). It is also easy to observe that \(|S_n(-z)|^2 = Q_n(-x)\). Now equation (2.5) becomes

\[
1 = |P_n(z)S_n(z)|^2 + |P_n(-z)S_n(-z)|^2
= \cos^{2n}(\xi/4)Q_n(x) + \sin^{2n}(\xi/4)Q_n(-x)
= \left(\frac{1 + \cos(\xi/2)}{2}\right)^n Q_n(x) + \left(\frac{1 - \cos(\xi/2)}{2}\right)^n Q_n(-x)
= \left(\frac{1 + x}{2}\right)^n Q_n(x) + \left(\frac{1 - x}{2}\right)^n Q_n(-x)
\]

So finally we get

\[
\left(\frac{1 + x}{2}\right)^n Q_n(x) + \left(\frac{1 - x}{2}\right)^n Q_n(-x) = 1 \quad (2.6)
\]
Next, to show the existence of \(Q(x)\) in the above equation, we make use of the Polynomial extended Euclidean algorithm (see [6, 16]).

**Lemma 2.3 Polynomial extended Euclidean algorithm** If \(a\) and \(b\) are two nonzero polynomials, then the extended Euclidean algorithm produces the unique pair of polynomials \((s, t)\) such that \(as + bt = \text{gcd}(a, b)\), where \(\text{deg}(s) < \text{deg}(b) - \text{deg}(\text{gcd}(a, b))\) and \(\text{deg}(t) < \text{deg}(a) - \text{deg}(\text{gcd}(a, b))\).

We notice that \(\text{gcd}((\frac{1+x}{2})^n, (\frac{1-x}{2})^n) = 1\), so by Lemma 2.3, there exists uniquely \(Q(x)\) and \(R(x)\) with degrees less than \(n\) such that \((\frac{1+x}{2})^nQ(x) + (\frac{1-x}{2})^nR(x) = 1\). If we replace \(x\) by \(-x\) in the previous equation, we have \((\frac{1-x}{2})^nQ(-x) + (\frac{1+x}{2})^nR(-x) = 1\).

Due to the uniqueness of the algorithm, we conclude that \(R(x) = Q(-x)\). So we have showed the existence of a unique \(Q(x) = Q_n(x)\) satisfying equation 2.6.

To construct \(Q_n(x)\) explicitly, we use the Lorentz polynomials shown in [8, 15] and the following technique.

\[
1 = \left(\frac{1+x}{2} + \frac{1-x}{2}\right)^{2n-1} = \sum_{i=0}^{2n-1} \binom{2n-1}{i} \left(\frac{1+x}{2}\right)^{2n-1-i} \left(\frac{1-x}{2}\right)^i \\
= \left(\frac{1+x}{2}\right)^n \left[\sum_{i=0}^{n-1} \binom{2n-1}{i} \left(\frac{1+x}{2}\right)^{n-1-i} \left(\frac{1-x}{2}\right)^i\right] \\
+ \left(\frac{1-x}{2}\right)^n \left[\sum_{i=0}^{n-1} \binom{2n-1}{i} \left(\frac{1-x}{2}\right)^{n-1-i} \left(\frac{1+x}{2}\right)^i\right],
\]

where the polynomials presenting in the brackets are the Lorentz polynomials. We notice that the degrees of the two polynomials in the brackets are \(n-1\), and because \(Q_n(x)\) in equation 2.6 is unique, we can conclude that

\[
Q_n(x) = \sum_{i=0}^{n-1} \binom{2n-1}{i} \left(\frac{1+x}{2}\right)^{n-1-i} \left(\frac{1-x}{2}\right)^i \quad (2.7)
\]

With the construction of \(Q_n(x)\), we take a step further by showing the existence of \(\sum a_i^2, \sum a_i a_{i+1}, \ldots\) in Lemma 2.2.

It is well-known that the set \(\{1, \cos(t), \cos(2t), \ldots, \cos((n-1)t)\}\) is linearly independent. As a result, \(\{1, \cos(\xi/2), \cos(2\xi/2), \ldots, \cos((n-1)\xi/2)\}\) forms a basis of the space \(P_{n-1}(x) = \{P(x) : x = \cos(\xi/2)\}\) and \(P\) is a polynomial of degree less than \(n\). Based on this fact and the existence of \(Q_n(x)\) in equation (2.6), it is obvious that the coefficients \(\sum a_i^2, \sum a_i a_{i+1}, \ldots\) in Lemma 2.2 must exist uniquely.

We now establish the main result of this paper.
Theorem 2.1 Let $P_n(z)$ and $S_n(z)$ be defined as above. Then for $n = 1, 2, \ldots$, the spline type function $\phi_n(x)$ with the mask $P_n(z)S_n(z)$ is a scaling function that generates an orthogonal basis of $V_0$ in its MRA.

From the construction of $\phi_n(x)$, we immediately know they are compactly supported and refinable. We will prove that they are in $L_2(\mathbb{R})$ in next section.

3 Properties of the constructed scaling function

3.1 The scaling function $\phi_n(x)$ is in $L_2(\mathbb{R})$

To show that the newly constructed scaling function $\phi_n(x)$ with mask $P_n(z)S_n(z)$ is in $L_2(\mathbb{R})$, we make use of the following theorem

Theorem 3.1 [11, 12] Let $\phi$ be a scaling function with mask $P(z)S(z)$ where $P(z) = (1 + z^2)^n$ and $S(z) = z^i \sum_{j=0}^{k} a_j z^j$. Then $\phi \in L_2(\mathbb{R})$ if

$$
(k+1) \sum_{j=0}^{k} a_j^2 < 2^{2n-1} \quad (3.1)
$$

We also need the following lemma for the proof of Theorem 2.1.

Lemma 3.2 [14] We have the following formula for binomial coefficients

$$
\binom{n}{k} = \frac{n^k e^{-\frac{1}{2n}} - \frac{1}{2n}}{k!} (1 + o(1)) \quad (3.2)
$$

Proof. (The proof of Theorem 2.1) In this case, with the $S_n(z)$ we use to construct $\phi_n(x)$, the condition (3.1) becomes

$$
n \sum_{j=1}^{n} a_j^2 < 2^{2n-1} \quad (3.3)
$$

Recall from Lemma 2.2 that

$$
Q_n(x) = Q_n(\cos(\xi/2))
$$

$$
= \sum_{i=1}^{n} a_i^2 + 2 \sum_{i=1}^{n-1} a_i a_{i+1} \cos(\xi/2) + \ldots + 2a_1 a_n \cos((n-1)\xi/2)
$$
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$$
n \sum_{j=1}^{n} a_j^2 < 2^{2n-1} \quad (3.3)
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Recall from Lemma 2.2 that

$$
Q_n(x) = Q_n(\cos(\xi/2))
$$

$$
= \sum_{i=1}^{n} a_i^2 + 2 \sum_{i=1}^{n-1} a_i a_{i+1} \cos(\xi/2) + \ldots + 2a_1 a_n \cos((n-1)\xi/2)
$$
Taking the integration from 0 to $2\pi$ of both sides, we have

$$
\int_0^{2\pi} Q_n(x) d\xi
= \int_0^{2\pi} \left( \sum_{i=1}^n a_i^2 + 2 \sum_{i=1}^{n-1} a_i a_{i+1} \cos(\xi/2) + \cdots + 2a_1 a_n \cos((n-1)\xi/2) \right) d\xi
= 2\pi \sum_{i=1}^n a_i^2.
$$

On the other hands, from the expression of $Q_n(x)$ in (2.7) we have

$$
\int_0^{2\pi} Q_n(x) d\xi = \int_0^{2\pi} \sum_{i=0}^{n-1} \left( \frac{2n-1}{i} \right) \left( \frac{1+x}{2} \right)^{n-1-i} \left( \frac{1-x}{2} \right)^i d\xi
= \int_0^{2\pi} \sum_{i=0}^{n-1} \left( \frac{2n-1}{i} \right) \left( 1 + \cos(\xi/2) \right)^{n-1-i} \left( 1 - \cos(\xi/2) \right)^i d\xi
$$

Combining the two equations above we have

$$
\sum_{i=1}^n a_i^2 = \frac{1}{2\pi} \int_0^{2\pi} \sum_{i=0}^{n-1} \left( \frac{2n-1}{i} \right) \left( 1 + \cos(\xi/2) \right)^{n-1-i} \left( 1 - \cos(\xi/2) \right)^i d\xi \quad (3.4)
$$

Now we need to show that the expression on the right hand side of (3.3) is smaller than $\frac{2}{n} \frac{2^{2n-1}}{n}$. As it is hard to obtain a simplification for the left hand side of (3.3), we will use estimation shown in Lemma 3.2 to get an upper bound for it. From lemma 3.2, we get

$$
\frac{2n-1}{i} \approx \frac{(2n-1)^i e^{-\frac{i^2}{2(2n-1)}} + \frac{i^3}{(2n-1)^2}}{i!} (n-1)^{i} e^{-\frac{1}{2(n-1)^2}} e^{-\frac{1}{(n-1)^2}}
= \left( \frac{2n-1}{n-1} \right)^i e^{\frac{1}{2} \left( \frac{1}{n-1} - \frac{1}{2n-1} \right) + \frac{1}{3} \left( \frac{1}{(n-1)^2} - \frac{1}{(2n-1)^2} \right)}
$$

Using the fact that $i \leq n$, we can estimate the right hand side to approximate

$$
\left( \frac{2n-1}{n-1} \right)^i e^{\frac{1}{2} \frac{1}{n-1} + \frac{1}{3} \frac{1}{(n-1)^2}} = \left( \frac{2n-1}{n-1} \right)^i e^{i/3} = \left( \frac{2n-1}{n-1} e^{i/3} \right)^i
$$

Thus, from (3.3) we obtain
\[ \sum_{i=1}^{n} a_i^2 = \frac{1}{2\pi} \int_{0}^{2\pi} \sum_{i=0}^{n-1} \left( \frac{2n-1}{i} \right) \left( \frac{1 + \cos(\xi/2)}{2} \right)^{n-1-i} \left( \frac{1 - \cos(\xi/2)}{2} \right)^i \, d\xi \]

\[ \approx \frac{1}{2\pi} \int_{0}^{2\pi} \sum_{i=0}^{n-1} \left( \frac{2n-1}{n-1} e^{1/3} \right)^i \left( \frac{1 + \cos(\xi/2)}{2} \right)^{n-1-i} \left( \frac{1 - \cos(\xi/2)}{2} \right)^i \, d\xi \]

\[ = \frac{1}{2\pi} \int_{0}^{2\pi} \left( \frac{2n-1}{n-1} e^{1/3} \right)^n \, d\xi \]

\[ = \left( \frac{2n-1}{n-1} e^{1/3} \right)^n \]

Notice that the inequality above can be easily verified by checking that the maximum of the expression inside the integral is attained at \( \cos(\xi/2) = -1 \).

For \( n \geq 10 \), we have

\[ \left( \frac{2n-1}{n-1} e^{1/3} \right)^n = \left( \left( \frac{2}{n} + \frac{1}{n-1} \right) e^{1/3} \right)^n \leq \left( \left( \frac{2}{9} \right) e^{1/3} \right)^n \leq 2.95^n \]

We now prove that \( 2.95^n < \frac{2^{2n-1}}{n} \), or equivalently \( 2n < \left( \frac{4}{2.95} \right)^n \). Consider the function \( h(n) = \left( \frac{4}{2.95} \right)^n - 2n \) for \( n \geq 10 \). We have

\[ h'(n) = \left( \frac{4}{2.95} \right)^n \ln \left( \frac{4}{2.95} \right) - 2 \geq \left( \frac{4}{2.95} \right)^{10} \ln \left( \frac{4}{2.95} \right) - 2 > 0 \]

Thus, \( h(n) \geq h(10) > 0 \). We have proven \( \sum_{i=1}^{n} a_i^2 < \frac{2^{2n-1}}{n} \) for all \( n \geq 10 \). Finally, we can easily check the inequality is also true for all \( 1 \leq n \leq 9 \). The case of \( n = 1 \) is trivial since \( S_1(z) = z \). For the cases of \( 2 \leq n \leq 9 \), denote the difference of \( \sum_{i=1}^{n} a_i^2 - \frac{2^{2n-1}}{n} \) by \( \alpha_n \). Thus,

\[ \alpha_n = \sum_{i=1}^{n} a_i^2 - \frac{2^{2n-1}}{n} \]

\[ = \frac{1}{2\pi} \int_{0}^{2\pi} \sum_{i=0}^{n-1} \left( \frac{2n-1}{i} \right) \left( \frac{1 + \cos(\xi/2)}{2} \right)^{n-1-i} \left( \frac{1 - \cos(\xi/2)}{2} \right)^i \, d\xi - \frac{2^{2n-1}}{n} \]

Using Mathematica, we have the following table

<table>
<thead>
<tr>
<th>n</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha_n )</td>
<td>-2</td>
<td>-\frac{1}{12}</td>
<td>-\frac{11}{19}</td>
<td>-\frac{2725}{320}</td>
<td>-\frac{2087}{96}</td>
<td>-\frac{133993}{1792}</td>
<td>-\frac{24703}{32}</td>
<td>-\frac{15090097}{147456}</td>
</tr>
</tbody>
</table>

As for \( n \) from 2 to 9, all the \( \alpha_n \) are negative, inequality (3.3) is completely proven, which indicates that the scaling function \( \phi_n(x) \) is in \( L_2(\mathbb{R}) \) and also completes the proof of Theorem 2.1.
As examples, we consider the cases of \( n = 1 \) and 2. It is easy to find that \( S_1(z) = z \) and \( \phi_n(x) \) is the Haar function. For \( n = 2 \),

\[
S_2(z) = \frac{1 + \sqrt{3}}{2}z + \frac{1 - \sqrt{3}}{2}z^2
\]

and the corresponding \( \phi_2(x) \) is the Daubechies scaling function.

### 3.2 Refinement relation and corresponding wavelets

Let \( M_n(z) := P_n(z)S_n(z) = \frac{1}{2} \sum_{k=0}^{2^n} c_k z^k \). Then \( M_n(z) \) is the mask of \( \phi_n(x) \) and thus we have the refinement equation

\[
\phi_n(x) = \sum_{vk} c_k \phi_n(2x - k)
\]

(3.5)

We also have the corresponding wavelets

\[
\psi_n(x) = \sum_{vk} (-1)^k e_{1-k} \phi_n(2x - k)
\]

(3.6)

One natural question at this point is from the refinement equation to determine explicitly the scaling function \( \phi_n(x) \) and thus the wavelet functions \( \psi_n(x) \). We propose a method by the iterative procedure described in Theorem 5.23 of [1]. We start with \( \phi_n^{(0)}(x) = \phi_1(x) \). From \( \phi_n^{(0)}(x) \) we can construct \( \phi_n^{(1)}(x) \) by using the refinement equation (3.5)

\[
\phi_n^{(1)}(x) = \sum_{vk} c_k \phi_n^{(0)}(2x - k)
\]

Now from \( \phi_n^{(1)}(x) \) we can continue to construct \( \phi_n^{(2)}(x) \) again by the refinement equation. Continuing the process for a certain number of times, we can obtain an approximation of \( \phi_n(x) \).

Simple as it seems, this iteration method is not a very good way to construct \( \phi \) as we do not know how many times should we repeat the process to find a good enough approximation for \( \phi \). For this reason, more direct method is developed and will be addressed in future paper.

From Theorem 2 of [11], we have the following result on the regularities of spline type wavelets \( \psi_n(x) \).

**Theorem 3.1** Let \( \phi_n(x) \) be constructed as the previous section with the mask shown in Theorem 2.1. Then the corresponding wavelets \( \psi_n(x) \) established in (3.6) are in \( C^{\beta_n} \), where \( \beta_n \) are greater than

\[
n - \frac{1}{2} \log_2 \left( n \sum_{j=1}^{n} a_j^2 \right)
\]
3.3 Decomposition and reconstruction formula

Finally, upon obtaining the new scaling function and corresponding wavelet function, we may establish the corresponding decomposition and reconstruction formulas by using a routine argument. Roughly speaking consider a function \( f \in L_2(\mathbb{R}) \) with \( f_i \) being an approximation in \( V_j \), a space generated by the \( j^{th} \) order scaling function. Then

\[
 f_j = \sum_{k \in \mathbb{Z}} <f, \phi_{jk}> \phi_{jk} \tag{3.7}
\]

Because we have the orthogonal direct sum decomposition \( V_j = V_{j-1} + W_{j-1} \), we can express \( f_j \) using bases of \( V_{j-1} \) and bases of \( W_{j-1} \) as follows

\[
 f_j = f_{j-1} + g_{j-1} = \sum_{k \in \mathbb{Z}} <f, \phi_{j-1,k}> \phi_{j-1,k} + \sum_{k \in \mathbb{Z}} <f, \psi_{j-1,k}> \psi_{j-1,k} \tag{3.8}
\]

And now we have the following theorem regarding the relationship of these coefficients.

Let \( \{V_j : j \in \mathbb{Z}\} \) be an MRA with scaling function \( \phi \) satisfying the scaling relation \( \phi(x) = \sum_{k \in \mathbb{Z}} p_k \phi(2x-k) \), and let \( W_j \) be the orthogonal complement of \( V_j \) in \( V_{j+1} \) with wavelet function \( \psi \). Then the coefficients relative to the different bases in (3.7) and (3.8) satisfy the following decomposition formula

\[
 <f, \phi_{j-1,l}> = 2^{-1/2} \sum_{k \in \mathbb{Z}} p_{k-2l} <f, \phi_{jk}>
\]

\[
 <f, \psi_{j-1,l}> = 2^{-1/2} \sum_{k \in \mathbb{Z}} (-1)^k p_{1-k+2l} <f, \phi_{jk}>
\]

and the reconstruction formula

\[
 <f, \phi_{j,l}> = 2^{-1/2} \sum_{k \in \mathbb{Z}} p_{l-2k} <f, \phi_{j-1,k}> + 2^{-1/2} \sum_{k \in \mathbb{Z}} (-1)^k p_{1-l+2k} <f, \phi_{j-1,k}>
\]

4 Examples for \( n = 3 \) and \( n = 4 \)

Besides the examples of the cases of \( n = 1 \) and \( 2 \) shown at the end of Section 3.1, in this section we give an examples on the cases of \( n = 3 \) and \( n = 4 \). According to the previous sections, we will construct an orthogonal scaling function \( \phi_3(x) \) from the third order B-spline function \( B_3(x) \).

In order to construct the function \( \phi_3(x) \), we start with its mask \( P_3(z)S_3(z) \), where \( P_3(z) = (1+\frac{z}{2})^3 \) is the mask of the third order B-spline. Let \( S_3(z) = a_1z + a_2z^2 + a_3z^3 \),
then by Lemma 2.2, we have

\[ Q_3(x) = |S_3(z)|^2 = (a_1^2 + a_2^2 + a_3^2) + 2(a_1a_2 + a_2a_3)\cos(\xi/2) + 2a_1a_3\cos(\xi) \]

\[ = (a_1^2 + a_2^2 + a_3^2) + 2(a_1a_2 + a_2a_3)\cos(\xi/2) + 2a_1a_3(2\cos^2(\xi/2) - 1) \]

\[ = (a_1^2 + a_2^2 + a_3^2 - 2a_1a_3) + 2(a_1a_2 + a_2a_3)\cos(\xi/2) + 4a_1a_3\cos^2(\xi/2) \]

\[ = (a_1^2 + a_2^2 + a_3^2 - 2a_1a_3) + 2(a_1a_2 + a_2a_3)x + 4a_1a_3x^2 \]

where \( x = \cos(\xi/2) \) and \( z = e^{-i\xi/2} \).

On the other hand, by equation (2.7) we have

\[ Q_3(x) = \sum_{i=0}^{2} \left( \frac{5}{i} \right) \left( \frac{1 + x}{2} \right)^{2-i} \left( \frac{1 - x}{2} \right)^i \]

\[ = \left( \frac{1 + x}{2} \right)^2 + 5 \left( \frac{1 + x}{2} \right) \left( \frac{1 - x}{2} \right) + 10 \left( \frac{1 - x}{2} \right)^2 \]

\[ = 3x^2 - 9x + 4 \]

Thus, from the above equations, we have the following system of equations

\[
\begin{cases}
a_1^2 + a_2^2 + a_3^2 - 2a_1a_3 = 4 \\
2(a_1a_2 + a_2a_3) = -\frac{9}{2} \\
4a_1a_3 = \frac{3}{4}
\end{cases}
\]

(4.1)

Simplify (4.1) we get

\[
\begin{cases}
a_1^2 + a_2^2 + a_3^2 = \frac{19}{4} \\
a_1a_2 + a_2a_3 = -\frac{9}{4} \\
a_1a_3 = \frac{3}{8}
\end{cases}
\]

(4.2)

From this system, we have \((a_1 + a_2 + a_3)^2 = a_1^2 + a_2^2 + a_3^2 + 2(a_1a_2 + a_2a_3 + a_1a_3) = 1\). Without loss of generality, consider the case \(a_1 + a_2 + a_3 = 1\). Combining this with \(a_1a_2 + a_2a_3 = -\frac{9}{4}\) and \(a_1a_3 = \frac{3}{8}\) we have the following solution

\[
\begin{cases}
a_1 = \frac{1}{4} \left( 1 + \sqrt{10} - \sqrt{5 + 2\sqrt{10}} \right) \\
a_2 = \frac{1}{2} \left( 1 - \sqrt{10} \right) \\
a_3 = \frac{1}{4} \left( 1 + \sqrt{10} + \sqrt{5 + 2\sqrt{10}} \right)
\end{cases}
\]

(4.3)

We verify the condition for \(\phi_3\) to be in \(L_2(\mathbb{R})\)

\[ a_1^2 + a_2^2 + a_3^2 = \frac{19}{4} < \frac{32}{3} = \frac{2^{3-1}}{3} \]

Thus \(\phi_3\) is indeed in \(L_2(\mathbb{R})\). Now we will attempt to construct \(\phi_3\) explicitly. It has the mask

\[ P_3(z)S_3(z) = \left( \frac{1 + z}{2} \right)^3 (a_1z + a_2z^2 + a_3z^3) \]

\[ = 0.0249x - 0.0604x^2 - 0.095x^3 + 0.325x^4 + 0.571x^5 + 0.2352x^6 \]
By (1.1), (1.2) and (1.3) we have the refinement equation

\[
\phi_3(x) = 0.0498\phi_3(2x - 1) - 0.121\phi_3(2x - 2) - 0.191\phi_3(2x - 3) \\
+ 0.650\phi_3(2x - 4) + 1.141\phi_3(2x - 5) + 0.4705\phi_3(2x - 6) \\
\]  

(4.4)

The corresponding spline type wavelet \( \psi_3(x) \) can be expressed as

\[
\psi_3(x) = 0.0498\phi_3(2x) + 0.121\phi_3(2x + 1) - 0.191\phi_3(2x + 2) \\
- 0.650\phi_3(2x + 3) + 1.141\phi_3(2x + 4) - 0.4705\phi_3(2x + 5),
\]

which is in \( C^{\beta_3} \) and

\[ \beta_3 > 4 \left( 1 - \frac{1}{2} \log_2(57) \right) \]

We now consider the case \( n = 4 \). Again, we construct an orthogonal scaling function \( \phi_4(x) \) from the forth order B-spline \( B_4(x) \) with the mask \( P_4(z) = (\frac{1 + z}{2})^4 \).

We examine the mask \( P_4(z)S_4(z) \) of \( \phi_4(x) \), where \( S_4(z) = a_1z + a_2z^2 + a_3z^3 + a_4z^4 \).

By Lemma 2.2, we have

\[
Q_4(z) = |S_4(z)|^2 = (a_1^2 + a_2^2 + a_3^2 + a_4^2) + 2(a_1a_2 + a_2a_3 + a_3a_4)\cos(\xi/2) \\
+ 2(a_1a_3 + a_2a_4)\cos(\xi) + 2a_1a_4\cos(3\xi/2) \\
= (a_1^2 + a_2^2 + a_3^2 + a_4^2) + 2(a_1a_2 + a_2a_3 + a_3a_4)\cos(\xi/2) \\
+ 2(a_1a_3 + a_2a_4)(2\cos^2(\xi/2) - 1) + 2a_1a_4(4\cos^3(\xi/2) - 3\cos(\xi/2)) \\
= (a_1^2 + a_2^2 + a_3^2 + a_4^2 + a_1^2 - 2a_1a_3 - 2a_2a_4) \\
+ (2a_1a_2 + 2a_2a_3 + 2a_3a_4 - 6a_1a_4)\cos(\xi/2) \\
+ (4a_1a_3 + 4a_2a_4)\cos^2(\xi/2) + 8a_1a_4\cos^3(\xi/2) \\
= (a_1^2 + a_2^2 + a_3^2 + a_4^2 - 2a_1a_3 - 2a_2a_4) \\
+ (2a_1a_2 + 2a_2a_3 + 2a_3a_4 - 6a_1a_4)x \\
+ (4a_1a_3 + 4a_2a_4)x^2 + 8a_1a_4x^3
\]

where \( x = \cos(\xi/2) \) and \( z = e^{-i\xi/2} \).

Using equation (2.7) we get another expression for \( Q_4(x) \)

\[
Q_4(x) = \sum_{i=0}^{3} \binom{7}{i} \left( \frac{1 + x}{2} \right)^{3-i} \left( \frac{1 - x}{2} \right)^i \\
= \left( \frac{1 + x}{2} \right)^3 + 7 \left( \frac{1 + x}{2} \right)^2 \left( \frac{1 - x}{2} \right) + 21 \left( \frac{1 + x}{2} \right) \left( \frac{1 - x}{2} \right)^2 + 35 \left( \frac{1 - x}{2} \right)^3 \\
= 8 - \frac{29}{2}x + 10x^2 - \frac{5}{2}x^3
\]
Thus, from the above equations, we have the following system of equations
\[
\begin{align*}
\begin{cases}
a_1^2 + a_2^2 + a_3^2 + a_4^2 - 2a_1a_3 - 2a_2a_4 &= 8 \\
2a_1a_2 + 2a_2a_3 + 2a_3a_4 - 6a_1a_4 &= -\frac{29}{2} \\
4a_1a_3 + 4a_2a_4 &= 10 \\
8a_1a_4 &= -\frac{5}{2}
\end{cases}
\end{align*}
\] (4.5)

Simplify (5.1) we have the following system
\[
\begin{align*}
\begin{cases}
a_1^2 + a_2^2 + a_3^2 + a_4^2 &= 13 \\
a_1a_2 + a_2a_3 + a_3a_4 &= -\frac{131}{16} \\
a_1a_3 + a_2a_4 &= \frac{5}{2} \\
a_1a_4 &= -\frac{5}{16}
\end{cases}
\end{align*}
\] (4.6)

Solving for this system of equations yields 8 solutions. One of the numerical solutions is
\[
\begin{align*}
a_1 &= 2.6064 \\
a_2 &= -2.3381 \\
a_3 &= 0.8516 \\
a_4 &= -0.1199
\end{align*}
\] (4.7)

We verify the condition for $\phi_4$ to be in $L^2(\mathbb{R})$
\[
a_1^2 + a_2^2 + a_3^2 + a_4^2 = 13 < 32 = \frac{2^{2.4-1}}{4}
\]
Thus $\phi_4$ is indeed in $L^2(\mathbb{R})$. Now we will attempt to construct $\phi_4$ explicitly. It has the mask
\[
P_4(z)S_4(z) = \left(\frac{1 + z}{2}\right)^4 (a_1z + a_2z^2 + a_3z^3 + a_4z^4)
\]
\[
= 0.1629z + 0.5055z^2 + 0.4461z^3 - 0.0198z^4 - 0.1323z^5 + 0.0218z^6
\]
\[
+ 0.0233z^7 - 0.0075z^8
\]

By (1.1), (1.2) and (1.3) we have the refinement equation
\[
\phi_4(x) = 0.3258\phi_4(2x - 1) + 1.011\phi_4(2x - 2) + 0.8922\phi_4(2x - 3) - 0.0396\phi_4(2x - 4)
\]
\[
- 0.2646\phi_4(2x - 5) + 0.0436\phi_4(2x - 6) + 0.0466\phi_4(2x - 7) - 0.015\phi_4(2x - 8)
\] (4.8)

The corresponding spline type wavelet $\psi_3(x)$ can be expressed as
\[
\psi_4(x) = 0.3258\phi_4(2x - 1) - 1.011\phi_4(2x + 1) + 0.8922\phi_4(2x + 2) + 0.0396\phi_4(2x + 3)
\]
\[
- 0.2646\phi_4(2x + 4) - 0.0436\phi_4(2x + 5) + 0.0466\phi_4(2x + 6) + 0.015\phi_4(2x + 7)
\]
which is in $C^{\beta_4}$ and
\[
\beta_4 > 4 - \frac{1}{2}\log_2(52).
\]
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1 Introduction

The Banach Contraction Principle which published in 1922 [5] and then the beginning of fixed point theory in metric spaces is related to which in particular situation was already obtained by Liouville, Picard and Goursat. A number of authors have defined and studied contractive type mappings on a complete metric space \(X\) which are generalizations of well-known Banach contraction (see [18], [19],[26], [11]).

The notion of modular space was introduced by Nakano [24] and was intensively developed by Koshi, Shimogaki, Yamamuro (see [21, 27]) and others. A lot of mathematicians are interested fixed point of modular space. In 2008, Chistyakov introduced the notion of modular metric space generated by F-modular and developed the theory of this space [7], on the same idea was defined the notion of a modular on an arbitrary set ad developed the theory of metric space generated by modular such that called the modular metric spaces in 2010 [8]. Afrah A. N. Abdou [1] studied and proved some new fixed points theorems for pointwise and asymptotic pointwise contraction mappings in modular metric spaces. Azadifer et. al. [2] introduced the notion of modular G-metric spaces and proved some fixed point theorems of contractive and Azadifer et. al. [4] proved the existence and uniqueness of a common fixed point of compatible mappings of integral type in this
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space. Kilınç and Alaca [20] defined \((\varepsilon, k)\)-uniformly locally contractive mappings and \(n\)-chainable concept and proved a fixed point theorem for these concepts in a complete modular metric spaces. Recently, many authors [3, 6, 9, 10, 14, 23] studied on different fixed point results for modular metric spaces.

In this paper, we give modular metric versions of the fixed point theorem which was given by Jungck [17] and a generalization of this theorem which was given by Fisher [16].

2 Preliminaries

In this section, we will give some basic concepts and definitions about modular metric spaces.

Definition 2.1 [8], Definition 2.1 Let \(X\) be a nonempty set, a function \(w : (0, \infty) \times X \times X \to [0, \infty]\) is said to be a metric modular on \(X\) if satisfying, for all \(x, y, z \in X\) the following condition holds:

\[(i) \ w_{\lambda}(x, y) = 0 \text{ for all } \lambda > 0 \iff x = y;\]
\[(ii) \ w_{\lambda}(x, y) = w_{\lambda}(y, x) \text{ for all } \lambda > 0;\]
\[(iii) \ w_{\lambda+\mu}(x, y) \leq w_{\lambda}(x, z) + w_{\mu}(z, y) \text{ for all } \lambda, \mu > 0.\]

If instead of \((i)\), we have only the condition

\[(i) \ w_{\lambda}(x, x) = 0 \text{ for all } \lambda > 0,\]

then \(w\) is said to be a (metric) pseudomodular on \(X\).

The main property of a metric modular [8] \(w\) on a set \(X\) is the following: given \(x, y \in X\), the function \(0 < \lambda \mapsto w_{\lambda}(x, y) \in [0, \infty]\) is nonincreasing on \((0, \infty)\). In fact, if \(0 < \mu < \lambda\), then \((iii), (i)\) and \((ii)\) imply

\[w_{\lambda}(x, y) \leq w_{\lambda-\mu}(x, x) + w_{\mu}(x, y) = w_{\mu}(x, y).\]

It follows that at each point \(\lambda > 0\) the right limit \(w_{\lambda+0}(x, y) = \lim_{\mu \to \lambda+0} w_{\mu}(x, y)\) and the left limit \(w_{\lambda-0}(x, y) = \lim_{\varepsilon \to 0} w_{\lambda-\varepsilon}(x, y)\) exist in \([0, \infty]\) and the following two inequalities hold:

\[w_{\lambda+0}(x, y) \leq w_{\lambda}(x, y) \leq w_{\lambda-0}(x, y). \tag{2.1}\]

Definition 2.2 [23] Let \(X_w\) be a complete modular metric space. A self-mapping \(T\) on \(X_w\) is said to be a contraction if there exists \(0 < k < 1\) such that

\[w_{\lambda}(Tx, Ty) \leq kw_{\lambda}(x, y) \tag{2.2}\]

for all \(x, y \in X_w\) and \(\lambda > 0\).

Theorem 2.1 [23] Let \(X_w\) be a complete modular metric space and \(T\) a contraction on \(X_w\). Then, the sequence \((T^n x)_{n \in \mathbb{N}}\) converges to the unique fixed point of \(T\) in \(X_w\) for any initial \(x \in X_w\).

Definition 2.3 [23], Definition 2.4 Let \(X_w\) be a modular metric space. Then the following definitions exist:
The sequence \((x_n)_{n \in \mathbb{N}}\) in \(X_w\) is said to be convergent to \(x \in X_w\) if \(w_\lambda (x_n, x) \to 0\), as \(n \to \infty\) for all \(\lambda > 0\).

The sequence \((x_n)_{n \in \mathbb{N}}\) in \(X_w\) is said to be Cauchy if \(w_\lambda (x_m, x_n) \to 0\), as \(m, n \to \infty\) for all \(\lambda > 0\).

A subset \(C\) of \(X_w\) is said to be closed if the limit of a convergent sequence of \(C\) always belong to \(C\).

A subset \(C\) of \(X_w\) is said to be complete if any Cauchy sequence in \(C\) is a convergent sequence and its limit is in \(C\).

3 Main Results

In this section we will give two main theorems for commuting mappings in modular metric spaces, the fixed point theorem which was given by Jungck in 1976 [17] and a generalization of this theorem which was given by Fisher [16] in 1981 for metric spaces.

**Theorem 3.1** Let \(I\) and \(T\) be commuting mappings of complete modular metric space \(X_w\) into itself satisfying the inequality

\[ w_\lambda (Tx, Ty) \leq k \cdot w_\lambda (Ix, Iy) \quad (3.1) \]

for all \(x, y \in X_w\), where \(0 < k < 1\). If the range of \(I\) contains the range of \(T\), \(I\) is continuous and \(w_\lambda (x,Ix) < \infty\) then \(T\) and \(I\) have a common unique fixed point.

**Proof.** Let \(x_0 \in X_w\) be arbitrary. Then \(Tx_0\) and \(Ix_0\) are well defined. Since \(Tx_0 \in I(X_w)\), there is some \(x_1 \in X_w\) such that \(Ix_1 = Tx_0\). Then choose \(x_2 \in X_w\) such that \(Ix_2 = Tx_1\). In general if \(x_n\) is chosen, then we choose a point \(x_{n+1}\) in \(X_w\) such that \(Ix_{n+1} = Tx_n\). We show that \((x_n)\) is Cauchy sequence. From (3.1) we have

\[ w_\lambda (Ix_n,Ix_{n+1}) = w_\lambda (Tx_{n-1},Tx_n) \leq k \cdot w_\lambda (Ix_{n-1},Ix_n) \]

Then with induction we have

\[ w_\lambda (Ix_n,Ix_{n+1}) \leq k \cdot w_\lambda (Ix_{n-1},Ix_n) \leq ... \leq k^n \cdot w_\lambda (Ix_0,Ix_1) \]

If we take the limit as \(n \to \infty\), we get

\[ w_\lambda (Ix_n,Ix_{n+1}) \to 0 \]

Without loss of generality we can assume that for \(\frac{\lambda}{m-n} > 0\) there exists \(\frac{\varepsilon}{m-n}\) such that

\[ w_\frac{\lambda}{m-n} (Ix_n,Ix_{n+1}) \leq \frac{\varepsilon}{m-n} \]

For \(m, n \in \mathbb{N}\) and \(m > n\) we have

\[ w_\lambda (Ix_n,Ix_m) \leq w_\frac{\lambda}{m-n} (Ix_n,Ix_{n+1}) + w_\frac{\lambda}{m-n} (Ix_{n+1},Ix_{n+2}) + ... + w_\frac{\lambda}{m-n} (Ix_{m-1},Ix_m) \]

\[ \leq \frac{\varepsilon}{m-n} + \frac{\varepsilon}{m-n} + ... + \frac{\varepsilon}{m-n} \]

\[ \leq \varepsilon \]
Thus \((x_n)\) is a Cauchy sequence. Since \(X_w\) is complete, there is some \(u \in X_w\) such that
\[
\lim_{n \to \infty} Ix_n = \lim_{n \to \infty} Tx_{n-1} = u
\]
Since \(I\) is continuous and \(T\) and \(I\) commute we get
\[
Iu = I \left( \lim_{n \to \infty} Ix_n \right) = \lim_{n \to \infty} I^2 x_n
\]
\[
Iu = I \left( \lim_{n \to \infty} Tx_n \right) = \lim_{n \to \infty} ITx_n = \lim_{n \to \infty} TIX_n
\]
From (3.1) we get
\[
w_\lambda (TIx_n, Tu) \leq k w_\lambda (I^2 x_n, Iu)
\]
Taking the limit as \(n \to \infty\) we obtain
\[
w_\lambda (Iu, Tu) \leq k w_\lambda (Iu, Iu)
\]
Hence we get \(Iu = Tu\). Again from (3.1)
\[
w_\lambda (Tx_n, Tu) \leq k w_\lambda (Ix_n, Iu)
\]
Letting \(n\) tend to \(\infty\) we get
\[
w_\lambda (u, Tu) \leq k w_\lambda (u, Iu) = k w_\lambda (u, Tu)
\]
Hence \(Tu = u\). To show the uniqueness of \(u\), assume that there exists \(v \in X_w\) such that
\(Tv = Iv = v\), then
\[
w_\lambda (u, v) = w_\lambda (Iu, Tv) = w_\lambda (Tu, Tv) \leq k w_\lambda (Iu, Iv)
\]
Then \(u = v\). This completes the proof. \(\blacksquare\)

**Theorem 3.2** Let \(S\) and \(T\) be commuting mappings and \(I\) and \(J\) be commuting mappings of a complete modular metric space \(X_w\) into itself satisfying
\[
w_\lambda (Sx, Ty) \leq k w_\lambda (Ix, Jy)
\]
for all \(x, y \in X_w\), where \(0 \leq k < 1\). If \(I\) and \(J\) are continuous and \(w_\lambda (Ix_0, Jx_1) < \infty\), then all \(S, T, I\) and \(J\) have a unique common fixed point.

**Proof.** Let \(x_0 \in X_w\) be arbitrary. Since \(Sx_0 \in J (X_w)\), let \(x_1 \in X_w\) be such that \(Jx_1 = Sx_0\) and also, as \(Tx_1 \in I (X_w)\), let \(x_2 \in X_w\) such that \(Ix_2 = Tx_1\). In general \(x_{2n+1} \in X_w\) is chosen such that \(Jx_{2n+1} = Sx_{2n}\) and \(x_{2n+2} \in X_w\) such that \(Ix_{2n+2} = Tx_{2n+1}\), \(n = 0, 1, \ldots\)

Denote
\[
y_{2n} = Jx_{2n+1} = Sx_{2n}
\]
\[
y_{2n+1} = Ix_{2n+2} = Tx_{2n+1}, \quad n \geq 0
\]
Then, it can be proved that \((y_n)\) is a Cauchy sequence.

\[
\begin{align*}
  w_\lambda(Jx_{2n+1}, Ix_{2n+2}) &= w_\lambda(Sx_{2n}, Tx_{2n+1}) \leq k.w_\lambda(Ix_{2n}, Jx_{2n+1}) \\
  &\leq k.w_\lambda(Tx_{2n-1}, Sx_{2n}) \leq k.k.w_\lambda(Jx_{2n-1}, Ix_{2n}) \\
  &\leq k^2 w_\lambda(Jx_{2n-1}, Ix_{2n}) \\
  &\leq k^3 w_\lambda(Jx_{2n-3}, Ix_{2n-2}) \\
  &\quad \vdots \\
  &\leq k^{2n} w_\lambda(Jx_3, Ix_2) \\
  &\leq k^{2n+2} w_\lambda(Jx_1, Ix_0)
\end{align*}
\]

Then taking \(n \to \infty\) we have

\[
w_\lambda(Jx_{2n+1}, Ix_{2n+2}) \to 0
\]

Then there exists \(\varepsilon > 0\) such that

\[
w_\lambda(Jx_{2n+1}, Ix_{2n+2}) \leq \varepsilon
\]

Without loss of generality we can assume that for \(\frac{\lambda}{m-n} < 0\), there exists \(\frac{\varepsilon}{m-n} > 0\) such that

\[
w_\lambda(Jx_{2n+1}, Ix_{2n+2}) \leq \frac{\varepsilon}{m-n}
\]

Hence choosing \(m = 2k + 1, n = 2l + 2, k > l\) and using triangle inequality we get

\[
\begin{align*}
w_\lambda(y_m, y_n) &= w_\lambda(y_{2k+1}, y_{2l+2}) = w_\lambda(Ix_{2k+2}, Jx_{2l+1}) \\
  &\leq w_\lambda(Ix_{2k+2}, Jx_{2k+1}) + w_\lambda(Ix_{2k+1}, Ix_{2k}) + \ldots + w_\lambda(Ix_{2l+2}, Jx_{2l+1}) \\
  &\leq \frac{\varepsilon}{m-n} + \frac{\varepsilon}{m-n} + \ldots + \frac{\varepsilon}{m-n} \\
  &\leq \varepsilon
\end{align*}
\]

Hence \((y_n)\) is a Cauchy sequence. Let \(u \in X_w\) be such that

\[
\lim_{n \to \infty} Sx_{2n} = \lim_{n \to \infty} Jx_{2n+1} = \lim_{n \to \infty} Tx_{2n+1} = \lim_{n \to \infty} Ix_{2n+2} = u
\]

Since \(I\) is continuous and \(I\) and \(S\) commute it follows that

\[
\lim_{n \to \infty} I^2x_{2n+2} = Iu, \quad \lim_{n \to \infty} SIx_{2n} = \lim_{n \to \infty} ISx_{2n} = Iu = u
\]

From (3.2)

\[
w_\lambda(SIx_{2n}, Tx_{2n+1}) \leq k.w_\lambda(I^2x_{2n}, Jx_{2n+1})
\]

Taking the limit as \(n \to \infty\) we get

\[
w_\lambda(Iu, u) \leq k.w_\lambda(Iu, u)
\]

Thence \(Iu = u\).

Similarly we obtain \(Ju = u\), as \(J\) is continuous and \(T\) and \(J\) are commute.
From (3.2) we have, as \( Iu = u \),
\[
 w_{\lambda}(Su, Tx_{2n+}) \leq k \cdot w_{\lambda}(u, Jx_{2n+1})
\]
Taking the limit as \( n \to \infty \) we get
\[
 w_{\lambda}(Su, u) = 0
\]
Hence \( Su = u \). Again from (3.2) considering the results above, we have
\[
 w_{\lambda}(Su, Tu) = 0
\]
Hence \( Tu = Su \). Thus we proved that
\[
 Su = Tu = Iu = Ju = u
\]
Clearly \( u \) is the unique common fixed point of all \( S, T, I \) and \( J \). This completes the proof. ■
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1. Introduction and preliminaries

It is known that common fixed point theorems are generalizations of fixed point theorems. Over the past few decades, there have been many researchers who have interested in generalizing fixed point theorems to coincidence point theorems and common fixed point theorems.

The concept of metric space, as an ambient space in fixed point theory, has been generalized in several directions. Some of such generalizations are: the quasi-metric spaces, the generalized metric spaces and the generalized quasi-metric spaces.

The notion of quasi-metric, also known as b-metric, is in line of metric in which the triangular inequality \( d(x, y) \leq d(x, z) + d(z, y) \) is replaced by quasi-triangular inequality \( d(x, y) \leq k[d(x, z) + d(z, y)], k \geq 1 \) (see [1], [6], [7], [8], [11], [12], [25], [30], [34], [35]).

In 2000 Branciari [8] introduced the concept of generalized metric space (gms), by replacing the triangle inequality with tetrahedral inequality. Starting with the paper of Branciari, many fixed point and common fixed point results have been established in this interesting space. For further information, the reader can refer to [2, 13-16, 20, 22-24, 28-29, 32-33, 36].

Recently L. Kikina and K. Kikina [26] introduced the concept of generalized quasi-metric space (gqms) by replacing the tetrahedral inequality \( d(x, y) \leq d(x, z) + d(z, w) + d(w, y) \) with a more general inequality, namely quasi-tetrahedral inequality \( d(x, y) \leq k[d(x, z) + d(z, w) + d(w, y)], k \geq 1 \). The generalized metric space is a special case of generalized quasi-metric space (for \( k = 1 \)). Also, every quasi-metric space is a gqms, while the converse is not true [26]. Further aspects may be found in ([21], [26], [27]). By using this generalized quasi-metric space successfully defined an “open” ball and hence a topology. On the other hand this topology fails to provide some useful topological properties: a “open” ball in generalized quasi-metric space needs not to be open set; the generalized quasi-metric needs not to be continuous; a convergent sequence in generalized quasi-metric space needs not to be
Cauchy; the generalized metric space needs not to be Hausdorff and hence the uniqueness of limits cannot be guaranteed.

The above properties of generalized metric spaces (special case of gqms for \(k=1\)) that do not hold for metric spaces were first observed by Das and Dey [13], [14] and also these facts were observed independently by Samet [32] and also by Sarma, Rao and Rao [33]. Initially these were considered to be true, implying non correct proofs of several theorems. This made some of the previous results to be reconsidered and to be corrected.

Under these circumstances, not every fixed point theorem from metric spaces can be extended in gms or in gqms. Even in the case this extension may be done, the proof of such theorem is technically more complicated than in the usual setting. Because of those difficulties, some authors have taken the Hausdorff as additional condition in their theorems, but this is not always necessary. For example, the assertion in [33] that the space needs to be Hausdorff is superfluous, a fact first noted by Kikina and Kikina [23]. See also [36].

The aim of this paper is to present a general theorem, from which a lot of current results on common fixed points in different kind of spaces (metric, quasi metric, gms, gqms, etc.) are taken as corollaries.

The following definition was given by Kikina in 2012.

**Definition 1.1** [26] Let \(X\) be a set. A function \(d: X \times X \rightarrow \mathbb{R}_+\) is called a generalized quasi-metric in \(X\) if and only if there exists a constant \(k \geq 1\) such that for all \(x, y \in X\) and for all distinct points \(z, w \in X\), each of them different from \(x\) and \(y\) the following conditions hold:

1. \(d(x, y) = 0 \iff x = y;\)
2. \(d(x, y) = d(y, x);\)
3. \(d(x, y) \leq k[d(x, z) + d(z, w) + d(w, y)] \) (quasi-tetrahedral inequality)

Inequality (3) is often called quasi-tetrahedral inequality and \(k\) is often called the coefficient of \(d\). A pair \((X, d)\) is called a generalized quasi-metric space (gqms) if \(X\) is a set and \(d\) is a generalized quasi-metric in \(X\).

The set \(B(a, r) = \{x \in X : d(x, a) < r\}\) is called “open” ball with center \(a \in X\) and radius \(r > 0\).

The family \(\tau = \{Q \subset X : \forall a \in Q, \exists r > 0, B(a, r) \subset Q\}\) is a topology on \(X\) and it is called induced topology by the generalized quasi-metric \(d\).

**Definition 1.2** Let \((X, d)\) be a gqms.

1. A sequence \(\{x_n\}\) in \(X\) is said to be convergent to a point \(x \in X\), if and only if \(\lim_{n \to \infty} d(x_n, x) = 0\). We denote this by \(x_n \to x\).
2. A sequence \(\{x_n\}\) is a Cauchy sequence if and only if for each \(\varepsilon > 0\) there exists a natural number \(n(\varepsilon)\) such that \(d(x_m, x_n) < \varepsilon\) for all \(m > n > n(\varepsilon)\).
3. \((X, d)\) is called complete if every Cauchy sequence is convergent in \(X\).

**Definition 1.3** Let \((X, d)\) be a gqms. The generalized quasi-metric \(d\) is said to be continuous if and only if for any sequences \(\{x_n\}, \{y_n\} \subset X\), such that \(\lim_{n \to \infty} x_n = x\) and \(\lim_{n \to \infty} y_n = y\), we have \(\lim_{n \to \infty} d(x_n, y_n) = d(x, y)\).
The following example illustrates the existence of the generalized quasi-metric space for an arbitrary coefficient \( k \geq 1 \):

**Example 1.4** [26] Let \( X = \left\{ 1 - \frac{1}{n} : n = 1, 2, \ldots \right\} \cup \{1, 2\} \), Define \( d : X \times X \rightarrow R \) as follow:

\[
\begin{align*}
  d(x, y) &= \left\{ 
  \begin{array}{ll}
    0 & \text{for } x = y \\
    \frac{1}{n} & \text{for } x \in \{1, 2\} \text{ and } y = 1 - \frac{1}{n} \text{ or } y \in \{1, 2\} \text{ and } x = 1 - \frac{1}{n}, x \neq y \\
    3k & \text{for } x, y \in \{1, 2\}, x \neq y \\
    1 & \text{otherwise}
  \end{array}
\right.
\end{align*}
\]

Then it is easy to see that \((X, d)\) is a generalized quasi-metric space and is not a generalized metric space (for \( k > 1 \)).

Note that the sequence \( \{x_n\} = \{1 - \frac{1}{n}\} \) converges to both 1 and 2 and it is not a Cauchy sequence: \( d(x_n, x_m) = d(1 - \frac{1}{n}, 1 - \frac{1}{m}) = 1, \forall n, m \in N \)

The above example shows us some of the properties of metric spaces which do not hold in gqms (see [26]).

Kikina and Kikina in [27] extended the well-known Ciric's quasi-contraction principle [10] in a generalized quasi-metric space. We restate Theorem 2.6[27] as follows:

**Theorem 1.5** Let \( (X, d) \) be a complete gqms with the coefficient \( k \geq 1 \) and let \( T : X \rightarrow X \) be a self-mapping satisfying:

\[
\begin{align*}
  d(Tx, Ty) \leq h \max \{d(x, y), d(x, Tx), d(y, Ty), d(x, Ty), d(y, Tx)\}
\end{align*}
\]

for all \( x, y \in X \), where \( 0 \leq h < \frac{1}{k} \). Then \( T \) has a unique fixed point in \( X \),

By this Theorem, in special case \( k = 1 \), we obtain the Ciric's quasi-contraction principle in a generalized metric space which is presented in [15] and [22].

Let \( \mathbb{F} \) be the set of functions \( \xi : [0, \infty) \rightarrow [0, \infty) \) satisfying the condition \( \xi(t) = 0 \) if and only if \( t = 0 \). We denote by \( \Psi \) the set of functions \( \psi \in \mathbb{F} \) such that \( \psi \) is continuous and non-decreasing.

We reserve \( \Phi \) for the set of functions \( \alpha \in \mathbb{F} \) such that \( \alpha \) is continuous. Finally, by \( \Gamma \) we denote the set of functions \( \beta \in \mathbb{F} \) satisfying the following condition: \( \beta \) is lower semi-continuous.

Lakzian and Samet in [28] established the following fixed point theorem.

**Theorem 1.6.** ([28]) Let \( (X, d) \) be a Hausdorff and complete gms and let \( T : X \rightarrow X \) be a self-mapping satisfying \( \psi(d(Tx, Ty)) \leq \xi(d(x, y)) - \phi(d(x, y)) \). For all \( x, y \in X \), where \( \psi \in \Psi \) and \( \phi \in \Phi \). Then \( T \) has a unique fixed point in \( X \).

In [5], it is given a slightly improved version of Theorem 1.6, obtained by replacing the continuity condition of \( \phi \) with a lower semi-continuity.

**Definition 1.7** ([19]) Let \( X \) be a non-empty set and \( T, F : X \rightarrow X \). The mappings \( T \) and \( F \) are said to be weakly compatible if they commute at their coincidence points (i.e. \( TFx = FTx \) whenever \( Tx = Fx \)). A point \( y \in X \) is called point of coincidence of \( T \) and \( F \) if there exists a point \( x \in X \) such that \( y = Tx = Fx \).
Di Bari and Vetro [16] extended Theorem 1.6 of Lakzian and Samet to the following common fixed point theorem:

**Theorem 1.8** ([16]) Let \((X, d)\) be a Hausdorff gms and let \(T\) and \(F\) be self-mappings on \(X\) such that \(TX \subseteq FX\). Assume that \((FX, d)\) is a complete gms and that the following condition holds:

\[
\psi(d(Tx, Ty)) \leq \psi(d(Fx, Fy)) - \phi(d(Fx, Fy))
\]

for all \(x, y \in X\), where \(\psi \in \Psi\) and \(\phi \in \Gamma\). Then \(T\) and \(F\) have a unique point of coincidence in \(X\). Moreover, if \(T\) and \(F\) are weakly compatible, then \(T\) and \(F\) have a unique common fixed point.

In [9], Choudury and Kundu established the \((\psi, \alpha, \beta)\)-weakly contraction principle in partially ordered metric spaces. Recently, Isik and Turkoglu [18], and Bilgili et al [5] extended the results in [9] to the set of generalized metric spaces:

**Theorem 1.9** ([5]). Let \((X, d)\) be a Hausdorff and complete gms, and let \(T : X \to X\) be a self-mapping such that

\[
\psi(d(Tx, Ty)) \leq \alpha(d(x, y)) - \beta(d(x, y))
\]

for all \(x, y \in X\), where \(\psi \in \Psi\), \(\alpha \in \Phi\), \(\beta \in \Gamma\) and these mappings satisfy condition

\[
\psi(t) - \alpha(t) + \beta(t) > 0, \text{ for all } t > 0.
\]

Then \(T\) has a unique fixed point in \(X\).

**Theorem 1.10** (Isik and Turkoglu [18]) Let \((X, d)\) be a Hausdorff and complete g.m.s. and let \(T, F : X \to X\) be self-mappings such that \(TX \subseteq FX\), and \(FX\) is a closed subspace of \(X\), and that the following condition holds:

\[
\psi(d(Tx, Ty)) \leq \alpha(d(Fx, Fy)) - \beta(d(Fx, Fy))
\]

for all \(x, y \in X\), where \(\psi \in \Psi\), \(\alpha \in \Phi\), \(\beta \in \Gamma\) and these mappings satisfy condition

\[
\psi(t) - \alpha(t) + \beta(t) > 0, \text{ for all } t > 0.
\]

Then \(T\) and \(F\) have a unique coincidence point in \(X\). Moreover, if \(T\) and \(F\) are weakly compatible, then \(T\) and \(F\) have a unique common fixed point.

The following lemma will play an important role in obtaining the main results of this paper.

**Lemma 1.11** [17] Let \(X\) be a nonempty set and \(f : X \to X\) a function. Then there exists a subset \(E \subseteq X\) such that \(f(E) = f(X)\) and \(f : E \to X\) is one-to-one.

### 2. Main results

In this section, we state and prove our main results. Firstly, we prove an important proposition that makes unnecessary the Hausdorffity condition for the most of well known theorems on gms and gqms.

**Proposition 2.1** If \(\{y_n\}\) is a Cauchy sequence in a generalized quasi-metric space \((X, d)\) with the coefficient \(k \geq 1\) and \(\lim_{n \to \infty} y_n = u\), then the limit \(u\) is unique.

**Proof.** Assume that \(u' \neq u\) is also \(\lim_{n \to \infty} y_n\).
If \( \{y_n\} \) is a sequence of distinct points, \( y_n \neq y_m \) for all \( n \neq m \), there exists \( n_0 \in N \) such that \( u \) and \( u' \) are different from \( y_n \) for all \( n > n_0 \). For \( n > n_0 \), by rectangular property of Definition 1.1 we obtain
\[
d(u, u') \leq k[d(u, y_n) + d(y_n, y_{n+1}) + d(y_{n+1}, u')]
\]
Letting \( n \) tend to infinity we get \( d(u, u') = 0 \) and so \( u = u' \), a contradiction.

If \( \{y_n\} \) is not a sequence of distinct points, then we have the following two cases:

a) The sequence \( \{y_n\} \) contains a subsequence \( \{y_{n_p}\} \) of distinct points, and in this case, we can use the same reasoning as above.

b) The sequence \( \{y_n\} \) contains a constant subsequence \( \{y_{n_p}\} : y_{n_p} = c; \forall p \in N \). Then
\[
c = \lim_{n \to \infty} y_n = u = u',
\]
a contradiction. This completes the proof of the Proposition.

Remark 2.2 From the above proposition it follows that even in the cases of gms and gqms, the including of the Hausdorffity condition in any theorem, in order to implies the uniqueness of limit of Cauchy sequence, is unnecessary.

The following results are inspired by the techniques and ideas of [17].

**The main Theorem**

A natural way to unify and prove in a simple manner several fixed point and common fixed point theorems is by considering "functional" contractive condition like
\[
F(d(Tx, Ty), d(x, y), d(x, Tx), d(y, Ty), d(x, Ty), d(y, Tx)) \leq 0, \forall x, y \in X
\]
where \( F : R^6 \to R \) is an appropriate function. For more details about the possible choices of \( F \) we refer to the 1977 paper by Rhoades [31]; see also Turinici [37], Berinde and Vetro [3], Berinde [4], etc.

Let \((X, d)\) be a space (metric, quasi-metric, generalized metric, generalized quasi-metric, etc.) in which the following theorem has been proved:

**Theorem \(*\)**: If \((X, d)\) is a complete space and \( T : X \to X \) is a self-mapping satisfying
\[
F(d(Tx, Ty), d(x, y), d(x, Tx), d(y, Ty), d(x, Ty), d(y, Tx)) \leq 0, \forall x, y \in X
\]
for all \( x, y \in X \). Then \( T \) has a unique fixed point in \( X \).

We will prove here the main theorem:

**Theorem 2.3** Let \((X, d)\) be a space on which the Theorem \(*\) holds and \( T : X \to X \) be self-mappings such that \( T(X) \subseteq f(X) \). Assume that \((fX, d)\) is a complete space and that the following condition holds:
\[
F(d(Tx, Ty), d(fx, fy), d(fx, Tx), d(fy, Ty), d(fx, Ty), d(fy, Tx)) \leq 0 \tag{5}
\]
for all \( x, y \in X \). Then \( T \) and \( f \) have a unique coincidence point in \( X \). Moreover if \( T \) and \( f \) are weakly compatible, then \( T \) and \( f \) have a unique common fixed point.

**Proof.** By Lemma 2.1, there exists \( E \subseteq X \) such that \( f(E) = f(X) \) and \( f : E \to X \) is one-to-one. Now, define a map \( h : f(E) \to f(E) \) by \( h(fx) = Tx \). Since \( f \) is one-to-one on \( E \), \( h \) is well-defined. Note that,
\[
F(d(h(fx), h(fy)), d(fx, fy), d(fx, h(fx)), d(fy, h(fy)), d(fx, h(fy)), d(fy, h(fx))) \leq 0
\]
for all \( fx, fy \in f(E) \). Since \( f(E) = f(X) \) is complete, by using Theorem *, there exists \( x_0 \in X \) such that \( h(fx_0) = fx_0 \). Hence, \( T \) and \( f \) have a point of coincidence, which is also unique. It is clear that \( T \) and \( f \) have a unique common fixed point whenever \( T \) and \( f \) are weakly compatibles.

**Corollary 2.4** (A generalization of the Ciric’s quasi-contraction principle [10]) Let \( (X, d) \) be a gqms with the coefficient \( k \geq 1 \) and let \( T, f : X \to X \) be self-mappings such that \( T(X) \subseteq f(X) \). Assume that \( (fX, d) \) is a complete gqms and that the following condition holds:

\[
d(Tx, Ty) \leq h \max \{d(fx, fy), d(fx, Tx), d(fy, Ty), d(fx, Ty), d(fy, Tx)\}
\]

for all \( x, y \in X \), where \( 0 \leq h < \frac{1}{k} \). Then \( T \) and \( f \) have a unique coincidence point in \( X \). Moreover if \( T \) and \( f \) are weakly compatible, then \( T \) and \( f \) have a unique common fixed point.

**Proof.** Corollary 2.4 is taken from Theorem 2.3 in case when Theorem* is the Theorem 1.5 and

\[
F(d(Tx, Ty), d(x, y), d(x, Tx), d(y, Ty), d(x, Ty), d(y, Tx))
= d(Tx, Ty) - h \max \{d(x, y), d(x, Tx), d(y, Ty), d(x, Ty), d(y, Tx)\}
\]

where \( 0 \leq h < \frac{1}{k} \).

From this Corollary, in the special case \( f = I_X \) we have the Theorem 1.5.

**Corollary 2.5** Theorem 1.8 is taken from Theorem 2.3 in case when Theorem* is the Theorem 1.6 and

\[
F(d(Tx, Ty), d(x, y), d(x, Tx), d(y, Ty), d(x, Ty), d(y, Tx))
= \psi(d(Tx, Ty)) - \psi(d(x, y)) + \varphi(d(x, y))
\]

**Corollary 2.6** Theorem 1.10 is taken from Theorem 2.3 in case when as Theorem* is the Theorem 1.9 and

\[
F(d(Tx, Ty), d(x, y), d(x, Tx), d(y, Ty), d(x, Ty), d(y, Tx))
= \psi(d(Tx, Ty)) - \alpha(d(x, y)) + \beta(d(x, y))
\]

**Corollary 2.7** Let \( (X, d) \) be a gqms with the coefficient \( k \geq 1 \) and let \( T, f : X \to X \) be self-mappings such that \( T(X) \subseteq f(X) \). Assume that \( (fX, d) \) is a complete gqms and that the following condition holds:

\[
d(Tx, Ty) \leq h \max U_{xy} \quad (2)
\]

for all \( x, y \in X \), where \( 0 \leq h < \frac{1}{k} \), and

\[
U_{xy} \subseteq \{d(fx, fy), d(fx, Tx), d(fy, Ty), d(fx, Ty), d(fy, Tx)\} \quad (3)
\]

Then \( T \) and \( f \) have a unique coincidence point in \( X \). Moreover if \( T \) and \( f \) are weakly compatible, then \( T \) and \( f \) have a unique common fixed point.

**Proof.** By (2) and (3), we have:

\[
d(Tx, Ty) \leq h \max U_{xy} \leq h \max \{d(fx, fy), d(fx, Tx), d(fy, Ty), d(fx, Ty), d(fy, Tx)\}
\]

Then it suffices to apply Corollary 2.4.

For different expression of \( U_{xy} \), in the Corollary 2.2, we get different theorems. For example:

**Corollary 2.3** For \( U_{xy} = \{d(fx, fy)\} \), we have an extension and generalization of the Banach contraction principle in a gqms.
**Corollary 2.4** For $U_{xy} = \{d(fx, fy), d(fx, Tx), d(fx, Ty)\}$, we have an extension and generalization of the Rhoades theorem [31] in a gqms.

**Remark 2.5** We can obtain many other similar results of Rhoades classification [31].

**Conclusion 2.7** If in the future will be proved any new theorem of the type of Theorem* with a new appropriate form of the function $F$, then it holds also its corresponding Theorem 2.3.
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In this paper, we discuss the nonlocal conditions for fractional order nonlinear integro-differential equations on an infinite interval, and prove the existence and uniqueness of bounded solutions. Our analysis relies on some standard fixed point theorems.
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1 Introduction

It is well known that fractional differential equations are generalizations of classical differential equations to an arbitrary order. Fractional differential equations arise in many engineering and scientific disciplines as the mathematical modeling of systems and processes in the fields of physics, chemistry, aerodynamics, electrodynamics of complex medium, polymer rheology, etc. involves derivatives of fractional order[3,4]. on the other hand, the integro-differential equations is an important branch of nonlinear analysis[5].

In 2008, Lakshmikanthama and Vatsala [1] studied basic theory of fractional differential equations

\[ D^q u(t) = f(t, u(t)), \quad u(0) = u_0, \quad 0 < q < 1, \]  

(1.1)

In 2012, Karthikeyan and Trujillo [2] consider existence and uniqueness results for fractional integrodif-
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ferential equations with boundary value conditions by used fixed point theorem

\[
\begin{align*}
D^\alpha y(t) &= f(t, y(t), Sy(t)), \quad 0 < \alpha \leq 1, \quad t \in [0, T] \\
\alpha y(0) + \beta y(T) &= c,
\end{align*}
\]

(1.2)

Motivated by Lakshmikanthama et al [1] and Karthikeyan et al [2], in this paper, we consider the following the nonlocal conditions for fractional order nonlinear integro-differential equations in \( E \) on an infinite interval:

\[
D^\alpha u = f(t, u, T u), \quad \forall t \in J, \quad u(0) + g(u) = u_0, \quad 0 < \alpha \leq 1,
\]

(1.3)

where \( J = [0, \infty) \) is an infinite interval, \( u_0 \in E, \ f \in C(J \times E \times E, E), \ g \in (J, E), \)

\[
(T u)(t) = \int_0^t k(t, s) u(s) ds, \forall t \in J, \quad (1.4)
\]

\( k \in C[D, R], \ D = \{(t, s) \in J \times J: t \geq s\} \).

Let \( BC[J, E] = \{u \in C[J, E]: \sup_{t \in J} \|u(t)\| < \infty\} \) with norm \( \|u\|_{BC} = \sup_{t \in J} \|u(t)\| \). Then \( BC[J, E] \) is a Banach space.

2 Preliminaries

Let us list some conditions.

\((H_1)\) \( k^* = \sup_{t \in J} \int_0^t |k(t, s)| ds < \infty \).

\((H_2)\) \( \|f(t, u, v) - f(t, \bar{u}, \bar{v})\| \leq \beta(t)[a\|u - \bar{u}\| + b\|v - \bar{v}\|], \quad g(u) - g(v) \leq L\|u - v\| \quad \forall t \in J, u, \bar{u}, v, \bar{v} \in E, \)

where constants \( a \geq 0, b \geq 0, L \geq 0, \beta \in C[J, R_+] \) and

\[
\beta^* = \int_0^\infty (t - s)^{\alpha - 1}\beta(s) ds < \infty, \quad \alpha^* = \int_0^\infty (t - s)^{\alpha - 1}\|f(s, \theta, \theta)\| ds < \infty,
\]

here \( \theta \) denotes the zero element of \( E \).

\((H_3)\) \( c_0 = L + \frac{(a + bk^*)\beta^*}{\Gamma(\alpha)} < 1 \).

3 Main Results

**Theorem 3.1** If conditions \((H_1) - (H_3)\) are satisfied, then Eq (1.3) has a unique solution \( u \in C^1[J, E] \cap BC[J, E] \); moreover, for any \( v_0 \in BC[J, E] \), the iterative sequence defined by

\[
v_n(t) = u_0 - g(u) + \frac{1}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha - 1} f(s, v_{n-1}(s), (Tv_{n-1})(s)) ds \quad (n = 1, 2, 3, \ldots)
\]

(1.5)

converges to \( u(t) \) uniformly in \( t \in J \).
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\textbf{Proof.} It is clear that \( u \in C^1[J, E] \cap BC[J, E] \) is a solution of Eq (1.3) if and only if \( u \in BC[J, E] \) is a solution of the following integral equation:

\[
u(t) = u_0 - g(u) + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} f(s, u(s), (Tu)(s))ds. \tag{1.6}\]

Define operator \( A \) by

\[
(Au)(t) = u_0 - g(u) + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} f(s, u(s), (Tu)(s))ds. \tag{1.7}
\]

By \((H_2)\), we have

\[
\|f(t, u, v)\| \leq \|f(t, \theta, \theta)\| + \beta(t)\|a\|u\| + b\|v\|, \quad \forall t \in J, u, v \in E. \tag{1.8}
\]

It follows from \((H_1)\), \((H_2)\) and (1.7), (1.8) that, for \( u \in BC[J, E]\),

\[
\|(Au)(t)\| \leq \|u_0\| + \|g(u)\| + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \|f(s, \theta, \theta)\|\|ds + \frac{(a + bk^*)\|u\|_{BC}}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1}\|\|ds
\]

\[
\leq \|u_0\| + \|g(u)\| + \frac{a^* + (a + bk^*)\|u\|_{BC}}{\Gamma(\alpha)}, \quad \forall t \in J
\]

so \( Au \in BC[J, E], \) i.e. \( A : BC[J, E] \to BC[J, E]\). On the other hand, for \( u, v \in BC[J, E]\), we have, by (1.7), \((H_1)\) and \((H_2)\),

\[
\|(Au)(t) - (Av)(t)\| \leq \|u_0\| + \|g(u) - g(v)\| + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \|\beta(s)\|u(s) - v(s)\|\|\|ds
\]

\[
\leq \|u_0\| + \|g(u) - g(v)\| + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \|\beta(s)\|u(s) - v(s)\|\|\|ds
\]

\[
\leq L\|u - v\|_{BC} + \frac{(a + bk^*)\|u - v\|_{BC}}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1}\|\|ds
\]

\[
\leq (L + \frac{(a + bk^*)\|\}u - v\|_{BC}}{\Gamma(\alpha)})\|u - v\|_{BC} = c_0\|u - v\|_{BC}, \quad \forall t \in J \tag{1.9}
\]

so,

\[
\|Au - Av\|_{BC} \leq c_0\|u - v\|_{BC}, \quad \forall u, v \in BC[J, E].
\]

Since \( c_0 = L + \frac{(a + bk^*)\|\}\}u - v\|_{BC}}{\Gamma(\alpha)} < 1 \) on account of \((H_3)\), the Banach fixed point theorem implies that \( A \) has a unique fixed point \( u \) in \( BC[J, E] \) and the sequence \( \{v_n\} \) defined by (1.5) converges to \( u \) uniformly in \( t \in J\).

The theorem is proved.
**Theorem 3.2** Let conditions \((H_1) - (H_3)\) be satisfied and \(u(t)\) be the unique solution in \(C^1[J, E] \cap BC[J, E]\) of Eq (1.3). Then

\[
\lim_{t \to \infty} u(t) = u(\infty) \tag{2.0}
\]

exists, and

\[
u(\infty) = u_0 - g(u) + \frac{1}{\Gamma(\alpha)} \int_0^\infty (t - s)^{\alpha-1} f(s, u(s), (Tu)(s)) ds. \tag{2.1}\]

then problem (1.4) has a unique solution.

**Proof.** By the proof of Theorem 3.1, \(u(t)\) satisfies Eq.(1.6). Let \(t_2 > t_1 > 0\). Then, by a simple computation, we can get

\[
\|u(t_2) - u(t_1)\| \leq \frac{1}{\Gamma(\alpha)} \int_{t_1}^{t_2} (t - s)^{\alpha-1} f(s, \theta, \theta) ds
\]

\[
\leq \frac{1}{\Gamma(\alpha)} \int_{t_1}^{t_2} (t - s)^{\alpha-1} f(s, \theta, \theta) ds + \frac{1}{\Gamma(\alpha)} \int_{t_1}^{t_2} (t - s)^{\alpha-1} \beta(s)(a\|u(s)\| + b\|Tu(s)\|) ds
\]

\[
\leq \frac{1}{\Gamma(\alpha)} \int_{t_1}^{t_2} (t - s)^{\alpha-1} \|f(s, \theta, \theta)\| ds + \frac{(a + bk^*)\|u\|_{BC}}{\Gamma(\alpha)} \int_{t_1}^{t_2} (t - s)^{\alpha-1} \beta(s) ds
\]

which implies by virtue of \((H_2)\) that limit (2.0) exists and (2.1) holds.

**Theorem 3.3.** Let conditions \((H_1) - (H_3)\) be satisfied. Denote by \(u(t)\) and \(u^*(t)\) the unique solutions in \(C^1[J, E] \cap BC[J, E]\) of Eq. (1.3) and the following the nonlocal conditions

\[
D^\alpha u = f(t, u, Tu), \quad \forall t \in J, \quad 0 < \alpha \leq 1; \quad u(0) = u_0^*, \tag{2.2}
\]

respectively. Then

\[
\|u^* - u\|_{BC} \leq \frac{1}{1 - c_0}\|u_0^* - u_0\|, \tag{2.3}
\]

where \(c_0\) is defined in \((H_3)\).

**Proof.** By the Theorem 3.1, we have

\[
\|u_n - u\|_{BC} \to 0, \quad \|u_n^* - u^*\|_{BC} \to 0 \quad as \quad n \to \infty, \tag{2.4}
\]

where \(u_n(t)\) and \(u_n^*(t)\) are defined by (1.5) and

\[
v_n^*(t) = u_0^* + \frac{1}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha-1} f(s, v_n^*(s), (Tv_n^*(s))(s)) ds \quad (n = 1, 2, 3, \ldots) \tag{2.5}
\]
(v_0^* \in BC[J, E] is arbitrarily given). Similar to (1.9), we get from (1.5) and (2.5)
\[\|u_n^*(t) - v_n(t)\| \leq \|u_0^* - u_0\| + \frac{1}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha - 1} |\beta(s)(a||v_{n-1}^* - v_{n-1}(s))| ds\]
\[\leq \|u_0^* - u_0\| + \frac{(a + bk^*)||v_{n-1}^* - v_{n-1}\|_{BC}}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha - 1} \beta(s) ds\]
\[\leq \|u_0^* - u_0\| + \frac{(a + bk^*)\beta^*||v_{n-1}^* - v_{n-1}\|_{BC}}{\Gamma(\alpha)}, \forall t \in J\]
so
\[\|v_n^* - v_n\|_{BC} \leq \|u_0^* - u_0\| + c_0||v_{n-1}^* - v_{n-1}\|_{BC} \quad (n = 1, 2, 3, \cdots),\]
and hence
\[\|v_n^* - v_n\|_{BC} \leq (1 + c_0 + \cdots + c_0^{n-1})\|u_0^* - u_0\| + c_0^n\|v_0^* - v_0\|_{BC}\]
\[= \frac{1 - c_0^n}{1 - c_0} \|u_0^* - u_0\| + c_0^n\|v_0^* - v_0\|_{BC} \quad (n = 1, 2, 3, \cdots). \quad (2.6)\]
Observing (2.4) and $0 \leq c_0 < 1$, and taking limits in (2.6), we obtain (2.3).

**Remark.** From (2.3) we know that $u^*(t) \rightarrow u(t)$ uniformly in $t \in J$ as $u_0^* \rightarrow u_0$. This means that, under conditions $(H_1) - (H_3)$, the unique solution of Eq.(1.3) is continuously dependent on the initial value $u_0$.

In the same way, we can discuss the nonlocal conditions for fractional order nonlinear integro-differential equation of mixed type:
\[D^\alpha u = f(t, u, Tu, Su), \quad \forall t \in J, \quad u(0) + g(u) = u_0, \quad 0 < \alpha \leq 1, \quad (2.7)\]
where $J = [0, \infty)$, $u_0 \in E$, $f \in C(J \times E \times E \times E, E)$, $Tu, Su$ are defined by
\[(Tu)(t) = \int_0^t k(t, s)u(s)ds, \forall t \in J, \quad (Su)(t) = \int_0^t h(t, s)u(s)ds, \forall t \in J, \quad (2.8)\]
k, $h \in C[D, R]$, here $D = \{(t, s) \in J \times J : t \geq s\}$. In this situation, conditions $(H_1) - (H_3)$ are replaced by the following conditions $(H'_1) - (H'_3)$:
\[(H'_1) \quad k^* = \sup_{t \in J} \int_0^t |k(t, s)|ds < \infty, \quad h^* = \sup_{t \in J} \int_0^\infty |h(t, s)|ds < \infty \text{ and}\]
\[\lim_{t' \to t} \int_0^\infty |h(t', s) - h(t, s)|ds = 0, \forall t \in J\]
\[(H'_2) \quad \|f(t, u, v, w) - f(t, \bar{u}, \bar{v}, \bar{w})\| \leq \beta(t)\|u - \bar{u}\| + b\|v - \bar{v}\| + c\|w - \bar{w}\|, \quad g(u) - g(v) \leq L\|u - v\| \quad \forall \in J, \quad u, \bar{u}, v, \bar{v}, w, \bar{w} \in E, \quad \text{where constants } a \geq 0, b \geq 0, c \geq 0, L \geq 0, \beta \in C[J, R_+] \text{ and}\]
\[\beta^* = \int_0^\infty (t - s)^{\alpha - 1} \beta(s)ds < \infty; \quad \alpha^* = \int_0^\infty (t - s)^{\alpha - 1} ||f(s, \theta, \theta)||ds < \infty, \]
\[\text{with } 0 < \alpha \leq 1 \quad \text{and } 0 < \alpha \leq 1.\]
here $θ$ denotes the zero element of $E$.

\[(H'_3)\]  
$c_0 = L + \frac{(a + bk^* + ch^*)\beta^*}{\Gamma^{(\alpha)}} < 1.$

We can prove similarly: if conditions $(H'_1) - (H'_3)$ are satisfied, then

(a) Eq.(2.7) has a unique solution $u \in C^1[J,E] \cap BC[J,E]$; moreover, for any $v_0 \in BC[J,E]$, the iterative sequence defined by

$$v_n(t) = u_0 - g(u) + \frac{1}{\Gamma^{(\alpha)}} \int_0^t (t-s)^{\alpha-1} f(s, v_{n-1}(s), (Tv_{n-1})(s), (Su_{n-1})(s)) ds \quad (n = 1, 2, 3, \cdots)$$

converges to $u(t)$ uniformly in $t \in J$.

(b) the limit (2.0) exists, and

$$u(\infty) = u_0 - g(u) + \frac{1}{\Gamma^{(\alpha)}} \int_0^\infty (t-s)^{\alpha-1} f(s, u(s), (Tu(s)), (Su)(u)) ds.$$  

(c) inequality (2.3) hold, where $c_0$ is defined in $(H'_3)$ and $u^*(t)$ is the unique solutions in $C^1[J,E] \cap BC[J,E]$ of the following the nonlocal conditions

$$D^\alpha u = f(t, u, Tu, Su), \quad \forall t \in J, \quad u(0) = u_0^*, \quad 0 < \alpha \leq 1.$$
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1. Introduction

A variety of problems arising in optimization, economics, finance, networking, transportation, structural analysis and elasticity can be addressed via the framework of variational inequalities. The theory of variational inequalities provides productive and innovative techniques to investigate a wide range of such problems. The origin of variational inequality problem can be traced back from that of Stampacchia’s variational inequality problem [1] introduced in early 1964. It is a known fact that the variational inequality problem is equivalent to fixed point problem, which plays a central role in suggesting new and novel iterative schemes for solving variational inequality problem and its variant forms. The classical variational inequality has been generalized in many directions by several researchers, see [3, 6, 7, 8, 9] and the references therein. Recently Noor et al. [3, 5] has introduced and investigated a new class of variational inequality problem known as extended general quasi variational inequality problem. It has been shown by Noor et al. [3] that the extended general quasi variational inequalities are equivalent to the implicit fixed point problem.

On the other hand, several modifications and extensions have been made to the classical projection iterative methods in many directions through a number of techniques. It was Shi [2], who proved the equivalence between variational inequality problem and Weiner-Hopf equations by considering the problem of solving a system of nonlinear projections, known as Wiener-Hopf equations.
Noor et al. [3] have extended the projection method and showed that a class of variational inequalities known as extended general variational inequalities are equivalent to implicit general Weiner-Hopf equations.

In 2008, Lu et al. [4] considered an iterative scheme for finding a common element of set fixed points of a finite family of nonexpansive mappings and the set of solution of the variational inequalities based on Wiener-Hopf equations. Motivated from the above and recent work of Noor et al. [3], we suggest an iterative algorithm to find a common element of set of fixed points of a finite family of pseudo-contractive mappings and the set of solutions of extended general quasi variational inequalities on the basis of Wiener-Hopf equations. We also study the convergence of this new method under some suitable conditions. The results contained in this paper brings a significant improvement to already known results and will continue to hold for them.

2. Preliminaries

Let \( \langle \cdot , \cdot \rangle \) and \( \| \cdot \| \) denote the inner product and norm respectively in a real Hilbert space \( H \). Now, we recall some basic definitions and tools of a real Hilbert space \( H \).

**Definition 1.1.** A nonlinear mapping \( T : H \to H \) is called

a). strongly monotone, if there exists some constant \( \alpha > 0 \) such that

\[
\langle Tx - Ty, x - y \rangle \geq \alpha \| x - y \|^2, \quad \forall y \in H,
\]

b). \( \alpha \)-relaxed monotone, if there exists a constant \( \alpha > 0 \) such that

\[
\langle Tx - Ty, x - y \rangle \geq (\alpha) \| x - y \|^2, \quad \forall y \in H.
\]

Note that for \( \alpha = 0 \) the Definition 1.1(a) reduces to monotonicity of \( T \).

c). Lipschitz continuous, if there exist a constant \( \eta > 0 \) such that

\[
\| Tx - Ty \| \leq \eta \| x - y \|, \quad \forall y \in H.
\]

**Definition 1.2.** A mapping \( S : K \to K \) is called \( k \)-strictly pseudo-contractive in the sense of [13], if there exists a constant \( 0 \leq k < 1 \) such that

\[
\| Sx - Sy \|^2 \leq \| x - y \|^2 + \| (I - S)x - (I - S)y \|^2, \quad \forall x, y \in K,
\]

where \( I \) is the identity map. Observe that \( k = 0 \) implies that \( S \) is the usual nonexpansive map.

**Lemma 1.2** [4] Let the sequence \( \{ a_n \} \) of non-negative real numbers satisfying the following

\[
a_{n+1} \leq (1 - \theta_n) a_n + b_n, \quad \forall n \geq n_0
\]
where \( n_0 \) is some non-negative integer, \( \{ \theta_n \} \) is a sequence in \((0, 1)\) such that
\[
\sum \theta_n = \infty, \quad b_n = o(\theta_n), \quad \text{then} \quad \lim_{n \to \infty} a_n = 0.
\]

**Lemma 1.3** [3, 5] Let \( K(x) \) be a closed convex set in \( H \). Then, for a given \( z \in H, \ x \in K(x) \) satisfies the inequality
\[
\langle x - z, y - x \rangle \geq 0, \ \forall y \in K(x),
\]
if and only if
\[
x = P_{K(x)} z,
\]
where \( P_{K(x)} \) is the projection of \( H \) onto the closed convex-valued set \( K(x) \) in \( H \).

**Lemma 1.4** [3, 5] The function \( x \in H : h(x) \in K(x) \) is a solution of the extended general quasi variational inequality if and only if \( x \in H : h(x) \in K(x) \) satisfies the relation
\[
h(x) = P_{K(x)} \{ g(x) - \lambda T x \},
\]
where \( P_{K(x)} \) is the projection mapping and \( \lambda > 0 \) is a positive constant.

Let \( S : K \to K \) be a \( k \)-strict pseudo-contractive mapping with a fixed point. Let us denote by \( \{ S_k \}_{k=1}^n \), the finite family of nonexpansive mappings defined as:
\[
S_k x = kx + (1 - k)Sx, \ \forall x \in K.
\] (2.1)
with the set of fixed points \( F(S_k) \) (i.e., \( F(S_k) = \{ x \in K : x = Tx \} \)). Setting \( F(S) = \bigcap_{k=1}^n F(S_k) \) then the following assertions hold:

**Lemma 1.6** [11] Let \( K \) be a nonempty closed convex subset of a real Hilbert space \( H \) and let \( S : K \to K \) be a \( k \)-strict pseudo-contractive mapping with a fixed point. Then \( F(S) \) is closed and convex. Define a mapping \( S_k : K \to K \) by \( S_k x = kx + (1 - k)Sx, \ \forall x \in K. \) Then \( S_k \) is nonexpansive such that \( F(S_k) = F(S) \).

**Lemma 1.7** [12] Let \( K \) be a nonempty closed convex subset of strictly convex Banach space \( X \). Let \( \{ T_n : n \in N \} \) be a sequence of nonexpansive mappings on \( K \). Suppose \( \bigcap_{n=1}^\infty F(T_n) \neq \emptyset \). Let \( \{ \delta_n \} \) be a sequence of positive numbers such that \( \sum_{n=1}^\infty \delta_n = 1. \) Then a mapping \( S \) on \( K \) can be defined by
\[
Sx = \sum_{n=1}^\infty \delta_n T_n x
\] (2.2)
for each \( x \in K \) is well defined, nonexpansive and \( F(S) = \bigcap_{n=1}^\infty F(T_n) \) holds.

3. Iterative methods and convergence analysis

Let \( T, g, h : H \to H \) be certain nonlinear mappings and \( K(x) \) is a nonempty closed convex-valued set in \( H \). Consider the problem of finding an element \( x \in H \),
such type of inequality known as extended general quasi variational inequalities introduced and studied by Noor et al. [3]. We denote by $\Lambda$ the set of solutions of variational inequality (3.1).

Variational inequality (3.1) entails extended general variational inequality, general variational inequality, variational inequality and other numerous problems as special cases as quoted in [3].

We also face the problem of solving the Wiener-Hopf equations which observe a close relation to variational inequalities as proved by Shi [2]. A huge amount of interest has been shown by many researchers in this regard, see e.g. [3, 4, 10]. To be more specific, let us denote by $Q_{K(x)}(x) = I - S_k g h^{-1} P_{K(x)} z$, where $P_{K(x)}$ is the implicit projection mapping, $S_k$ is the finite family of nonexpansive mappings defined as by (2.1), $I$ is identity map and assume that $h^{-1}$ exist. Let us consider the problem of finding $z \in H$ such that

$$Th^{-1} S_k P_{K(x)} z + \lambda^{-1} Q_{K(x)} z = 0. \quad (3.2)$$

where $T, g, h : H \to H$ are given nonlinear mappings and $\lambda$ is a positive constant. Equation (3.2) is known as implicit general Wiener-Hopf equations containing the finite family of nonexpansive mappings $S_k$.

Now we suggest the iterative method as follow:

**Algorithm 1.** For a given iterate $z_0 \in H$, compute $z_{n+1}$ via the following scheme:

$$h(x_n) = (1 - \beta_n) P_{K(x_n)} z_n + \beta_n S_k P_{K(x_n)} z_n,$$

$$z^* = (1 - \gamma_n) z_n + \gamma_n \left[ g(x_n) - \lambda T x_n \right],$$

where $\{\gamma_n\}$ and $\{\beta_n\}$ are two sequences in $[0, 1]$ and $S_k$ is defined by (2.1).

If $1 - \beta_n = 0$, then Algorithm 1 becomes:

**Algorithm 2.** For a given iterate $z_0 \in H$, compute $z_{n+1}$ via the following scheme:

$$h(x_n) = S_k P_{K(x_n)} z_n,$$

$$z^* = (1 - \gamma_n) z_n + \gamma_n \left[ g(x_n) - \lambda T x_n \right],$$

where $\{\gamma_n\}$ is the sequence in $[0, 1]$ and $S_k$ is defined by (2.1).

If $S_k = I$, then Algorithm 1 reduces to:

**Algorithm 3.** For a given iterate $z_0 \in H$, compute $z_{n+1}$ via the following scheme:

$$h(x_n) = (1 - \beta_n) P_{K(x_n)} z_n + \beta_n P_{K(x_n)} z_n,$$

$$z^* = (1 - \gamma_n) z_n + \gamma_n \left[ g(x_n) - \lambda T x_n \right].$$
where \( \{\gamma_n\} \) and \( \{\beta_n\} \) are two sequences in \([0, 1]\).

If \( S_k = I \) and \( 1 - \beta_n = 0 \), then Algorithm 1 collapses with the same one as suggested by Noor et al. \([3]\), i.e.

**Algorithm 4.** For a given iterate \( z_0 \in H \), compute \( z_{n+1} \) via the following scheme:

\[
h(x_n) = P_{K(x_n)} z_n, \quad z^* = (1 - \gamma_n) z_n + \gamma_n \left[ g(x_n) - \lambda T x_n \right],
\]

where \( \{\gamma_n\} \) is the sequence in \([0, 1]\).

In short, suitable and appropriate choices of mappings may lead one to obtain certain new and known algorithms for solving various classes of Wiener-Hopf equations and variational inequality problems.

Now we study the convergence of our proposed algorithm which is the main objective of this section. Since the implicit projection \( P_{K(\cdot)} \) is not nonexpansive but satisfy some Lipschitz type continuity as quoted by Noor et al. \([3]\). Also they pointed out that this mapping satisfy an inequality stated as below.

**Assumption 1** \([3]\) The implicit projection \( P_{K(\cdot)} \) mapping satisfies the following inequality

\[
\| P_{K(x)} z - P_{K(y)} z \| \leq \tau \| x - y \|
\]

where \( \tau \) is a positive constant. This assumption plays an important part in studying the existence and convergence of iterative algorithms, see \([3, 5]\).

We also need the following:

**Lemma 1.5** \([3, 5]\) The solution \( x \in H : h(x) \in K(x) \) satisfies the extended general quasi variational inequality if and only if, \( z \in H \) is a solution of the extended general implicit Wiener-Hopf equation, where

\[
h(x) = S_k P_{K(x)} z, \quad z = \{g(x) - \lambda T x\},
\]

where \( \lambda > 0 \) is a positive constant.

**Theorem 3.1.** Let \( T, g, h : H \rightarrow H \) be relaxed monotone mappings with constants \( \alpha_1, \alpha_2, \) and \( \alpha_3 \) and Lipschitz continuous with constants \( \eta_1, \eta_2, \) and \( \eta_3 \) respectively. Let \( S_k \) be defined by (2.1) such that \( \Omega = f(S) \cap \Lambda \neq \emptyset \). Let \( \{z_n\} \) and \( \{x_n\} \) be two sequences generated by Algorithm 2.1. Let \( \{\gamma_n\} \) and \( \{\beta_n\} \) are two sequences in \([0, 1]\) satisfying the following conditions:

(i) \( \sum_{n=0}^{\infty} \gamma_n = \infty \).

(ii) \( \left| \lambda - \frac{\alpha_1}{\eta_1} \right| < \frac{\sqrt{\alpha_1^2 - \eta_1^4 (2 - \xi)}}{\eta_1^2} \)

with \( \alpha_1 > \eta_1 \sqrt{\xi (2 - \xi)}, \xi < 1 \), where \( \xi = \sqrt{1 + 2\alpha_2 + \eta_2^2 + \sqrt{1 + 2\alpha_3 + \eta_3^2} + \tau} \)
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If the Assumption 1 and conditions (i) and (ii) holds, then the sequence \( \{ z_n \} \) and \( \{ x_n \} \) converges strongly to \( z^* \in \Delta = WHE(T, g, h) \) and \( x^* \in \Omega \), respectively.

**Proof.** Let us assume that \( x^* \in \Omega \) and \( z^* \in \Delta \) be the solution. Then

\[
\begin{aligned}
    h(x^*) &= (1 - \beta_n) P_{K(x^*)} z^* + \beta_n S_k P_{K(x^*)} z^*, \\
    z^* &= (1 - \gamma_n) z^* + \gamma_n [g(x^*) - \lambda T x^*].
\end{aligned}
\]

Consider

\[
\begin{aligned}
    \| z_{n+1} - z^* \| &= \| (1 - \gamma_n) z_n + \gamma_n [g(x_n) - \lambda T x_n] - z^* \| \\
    &= \| (1 - \gamma_n) z_n + \gamma_n [g(x_n) - \lambda T x_n] - (1 - \gamma_n) z^* + \gamma_n [g(x^*) - \lambda T x^*] \| \\
    & \leq (1 - \gamma_n) \| z_n - z^* \| + \gamma_n \| g(x_n) - g(x^*) \| - \lambda (T x_n - T x^*) \| \\
    & \leq (1 - \gamma_n) \| z_n - z^* \| + \gamma_n \{ \| x_n - x^* - (g(x_n) - g(x^*)) \| \\
    & \quad + \| x_n - x^* - \lambda (T x_n - T x^*) \| \}. \tag{3.4}
\end{aligned}
\]

Next, we estimate

\[
\begin{aligned}
    \| x_n - x^* - \lambda (T x_n - T x^*) \|^2 &= \| x_n - x^* \|^2 - 2 \langle x_n - x^*, \lambda (T x_n - T x^*) \rangle + \| T x_n - T x^* \|^2 \\
    & \leq \| x_n - x^* \|^2 + 2 \lambda \alpha_1 \| x_n - x^* \|^2 + \eta_1^2 \| x_n - x^* \|^2 \\
    & \leq (1 + 2 \lambda \alpha_1 + \eta_1^2) \| x_n - x^* \|^2,
\end{aligned}
\]

which yields

\[
\| x_n - x^* - \lambda (T x_n - T x^*) \| \leq \sqrt{1 + 2 \lambda \alpha_1 + \eta_1^2} \| x_n - x^* \|. \tag{3.5}
\]

Similarly, we have

\[
\begin{aligned}
    \| x_n - x^* - (g(x_n) - g(x^*)) \|^2 &= \| x_n - x^* \|^2 - 2 \langle x_n - x^*, g(x_n) - g(x^*) \rangle \\
    & \quad + \| (g(x_n) - g(x^*)) \|^2 \\
    & \leq \| x_n - x^* \|^2 + 2 \alpha_2 \| x_n - x^* \|^2 + \eta_2^2 \| x_n - x^* \|^2 \\
    & \leq (1 + 2 \alpha_2 + \eta_2^2) \| x_n - x^* \|^2,
\end{aligned}
\]

which yields

\[
\| x_n - x^* - (g(x_n) - g(x^*)) \| \leq \sqrt{1 + 2 \alpha_2 + \eta_2^2} \| x_n - x^* \|. \tag{3.6}
\]

Exploiting (3.5) and (3.6) into (3.4), we obtain

\[
\| z_{n+1} - z^* \| \leq (1 - \gamma_n) \| z_n - z^* \| + \gamma_n \left\{ \sqrt{1 + 2 \lambda \alpha_1 + \eta_1^2} + \sqrt{1 + 2 \alpha_2 + \eta_2^2} \right\} \| x_n - x^* \|. \tag{3.7}
\]
Now we estimate $\|x_n - x^*\|$. For this, consider

$$
\begin{align*}
\|x_n - x^*\| &= \|x_n - x^* - h(x_n) + h(x^*) + P_{K(x_n)} - P_{K(x^*)}\| \\
&\leq \|x_n - x^* - (h(x_n) + h(x^*))\| + \|P_{K(x_n)}z_n - P_{K(x^*)}z^*\| \\
&\leq \|x_n - x^* - (h(x_n) + h(x^*))\| + \|P_{K(x_n)}z_n - P_{K(x^*)}z^*\| \\
&\quad + \|P_{K(x^*)}z_n - P_{K(x^*)}z^*\|.
\end{align*}
$$

Invoking the Assumption 1 and Lipschitz type continuity of the implicit projection mapping, we have

$$
\|x_n - x^*\| \leq \|x_n - x^* - (h(x_n) + h(x^*))\| + \tau \|x_n - x^*\| + \|z_n - z^*\|. 
$$

Since

$$
\begin{align*}
\|x_n - x^* - (h(x_n) + h(x^*))\|^2 &= \|x_n - x^*\|^2 - 2 \langle x_n - x^*, h(x_n) - h(x^*) \rangle \\
&\quad + \|h(x_n) - h(x^*)\|^2 \\
&\leq \|x_n - x^*\|^2 + 2\alpha_3 \|x_n - x^*\|^2 + \eta_3^2 \|x_n - x^*\|^2 \\
&\leq \left(1 + 2\alpha_3 + \eta_3^2\right) \|x_n - x^*\|^2,
\end{align*}
$$

which implies

$$
\|x_n - x^* - (h(x_n) + h(x^*))\| \leq \sqrt{1 + 2\alpha_3 + \eta_3^2} \|x_n - x^*\|. 
$$

Using (3.9) into (3.8) and simplifying, we get

$$
\|x_n - x^*\| \leq \frac{1}{1 - (\tau + \sqrt{1 + 2\alpha_3 + \eta_3^2})} \|z_n - z^*\|. 
$$

On substituting (3.10) into (3.7) we obtain

$$
\|z_{n+1} - z^*\| \leq (1 - \gamma_n) \|z_n - z^*\| + \gamma_n \left\{ \frac{\sqrt{1 + 2\alpha_3 + \eta_3^2} + \sqrt{1 + 2\alpha_2 + \eta_3^2}}{1 - (\tau + \sqrt{1 + 2\alpha_3 + \eta_3^2})} \right\} \|z_n - z^*\|.
$$

Letting $\mu = \frac{\sqrt{1 + 2\alpha_2 + \eta_3^2} + \sqrt{1 + 2\alpha_3 + \eta_3^2}}{1 - (\tau + \sqrt{1 + 2\alpha_3 + \eta_3^2})}$, we get

$$
\|z_{n+1} - z^*\| \leq (1 - \gamma_n) \|z_n - z^*\| + \gamma_n \mu \|z_n - z^*\|.
$$

Then clearly

$$
\|z_{n+1} - z^*\| \leq \prod_{k=0}^{n} (1 - \gamma_k (1 - \mu)) \|z_0 - z^*\|.
$$
Since $\sum_{k=0}^{\infty} \gamma_k = \infty$ and $1 - \mu < 1$. Thus we have
\[
\lim_{n \to \infty} \left( \prod_{k=0}^{n} \left(1 - \gamma_k(1 - \mu)\right) \right) = 0.
\]
Consequently by virtue of Lemma 1.2, we obtain
\[
\lim_{n \to \infty} \|z_n - z^*\| = 0,
\]
implies the sequence $\{z_n\}$ strongly converges to $z^* \in \Delta$ satisfying (3.2). Similarly from (3.10) we get
\[
\lim_{n \to \infty} \|x_n - x^*\| = 0.
\]
implies that $\{x_n\}$ strongly converges to $x^* \in \Omega$ satisfying (3.1). This completes the proof.
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Abstract

In this paper we intend to introduce the new-generation second order hybrid $B-(b, \rho, \omega, \xi, \theta, \tilde{p}, \tilde{r})$-invexities, which generalizes most of the existing invexity concepts in the literature, and then we develop a wide range of higher order parametric duality models and results for multiobjective fractional programming problems. The obtained results generalize and unify, based on this new class for second order hybrid invexities, a wider spectrum of investigations in the literature on applications to other results on multiobjective fractional programming.
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1 Introduction

In a series of publications, Zalmai [42] introduced Hanson-Antczak type invexities and applied to a class of second order parametric duality models for semiinfinite multiobjective fractional programming problems. Verma [26 - 28] investigated based on higher order univexities some results on parametric duality models to the context of fractional programming, while Mishra, Jaiswal and Verma [16] formulated some results on duality models for multiobjective fractional programming problems based on generalized invex functions. Verma [25] also introduced a general framework for a class of $(\rho, \eta, \theta)$-invex functions to examine some parametric sufficient efficiency conditions for multiobjective fractional programming problems for weakly $\epsilon$-efficient solutions.

Inspired by the accelerated recent advances on higher order invexities and other developments to the context of multiobjective fractional programming problems, we first introduce the new generation second order hybrid $(b, \rho, \omega, \xi, \theta, \tilde{p}, \tilde{r})$-invexities, which generalizes largely most of existing notions, including Antczak type $B-(\tilde{p}, \tilde{r})$-invexities, second we develop some duality models for two dual problems with relatively suitable constraints for proving weak and strong duality theorems under the new invexity conditions. The results established in this paper, not only generalize the results on exponential type hybrid invexities regarding
duality models for multiobjective fractional programming problems, but also generalize the higher order invexity results in general settings.

We consider under the general framework of the new-generation second order hybrid \((b, \rho, \omega, \xi, \theta, \tilde{p}, \tilde{r})\)-invexities of functions, the following multiobjective fractional programming problem:

\[
\text{Minimize } \left( \frac{f_1(x)}{g_1(x)}, \frac{f_2(x)}{g_2(x)}, \ldots, \frac{f_p(x)}{g_p(x)} \right)
\]

subject to \(x \in Q = \{ x \in X : H_j(x) \leq 0, j \in \{1, 2, \cdots, m\} \}\), where \(X\) is an open convex subset of \(\mathbb{R}^n\) (n-dimensional Euclidean space), \(f_i\) and \(g_i\) for \(i \in \{1, \cdots, p\}\) and \(H_j\) for \(j \in \{1, \cdots, m\}\) are real-valued functions defined on \(X\) such that \(f_i(x) \geq 0, g_i(x) > 0\) for \(i \in \{1, \cdots, p\}\) and for all \(x \in Q\). Here \(Q\) denotes the feasible set of (P).

Next, we observe that problem (P) is equivalent to the nonfractional programming problem:

\[
\text{(P\lambda)} \quad \text{Minimize } \left( f_1(x) - \lambda_1 g_1(x), \cdots, f_p(x) - \lambda_p g_p(x) \right)
\]

subject to \(x \in Q\) with

\[
\lambda = \left( \lambda_1, \lambda_2, \cdots, \lambda_p \right) = \left( \frac{f_1(x^*)}{g_1(x^*)}, \frac{f_2(x^*)}{g_2(x^*)}, \cdots, \frac{f_p(x^*)}{g_p(x^*)} \right),
\]

where \(x^*\) is an efficient solution to (P).

Based on efficiency results, we develop some duality models and prove a number of appropriate duality theorems under several hybrid invexity constraints. We also recognize the significant role of second order hybrid invexiries in semiinfinite programming problems, especially in terms of applications to game theory, statistical analysis, engineering design (including design of control systems, design of earthquakes-resistant structures, digital filters, and electronic circuits), random graphs, boundary value problems, wavelet analysis, environmental protection planning, decision and management sciences, optimal control problems, continuum mechanics, robotics, data envelopment analysis, and beyond. For more details, we refer the reader [1 - 43].

## 2 New Generation Second Order Invexities

The general invexity has been investigated in several directions. We generalize the notion of the first order Antczak type \(B-(\tilde{p}, \tilde{r})\)-invexities to the case of the second order \((b, \rho, \omega, \xi, \theta, \tilde{p}, \tilde{r})\)-invexities. These notions of the second order invexity encompass most of the existing notions in the literature. Let \(f\) be a twice continuously differentiable real-valued function defined on
The function $f$ is said to be second order $(\rho, \omega, \xi, \theta, \tilde{p}, \tilde{r})$-invex at $x^* \in X$ if there exist functions $\omega, \xi : X \times X \to \mathbb{R}^n$, $b : X \times X \to \mathbb{R}_+$, and real numbers $\tilde{r}$ and $\tilde{p}$ such that for all $x \in X$ and $z \in \mathbb{R}^n$,

\[
b(x, x^*) \left( \frac{1}{\tilde{r}} (e^{[f(x) - f(x^*)]} - 1) \right) \geq \frac{1}{\tilde{p}} \langle \nabla f(x^*) + \nabla^2 f(x^*) z, e^{\tilde{r} \omega(x, x^*)} - 1 \rangle
\]

\[
- \frac{1}{2\tilde{p}} \langle \nabla^2 f(x^*) z, e^{\tilde{r} \omega(x, x^*)} - 1 \rangle + \rho(x, x^*) ||\theta(x, x^*)||^2 \quad \text{for } \tilde{p} \neq 0 \text{ and } \tilde{r} \neq 0,
\]

\[
b(x, x^*) \left( \frac{1}{\tilde{r}} (e^{[f(x) - f(x^*)]} - 1) \right) \geq \langle \nabla f(x^*) + \frac{1}{2} \nabla^2 f(x^*) z, \omega(x, x^*) \rangle
\]

\[
- \frac{1}{2} \langle \nabla^2 f(x^*) z, \xi(x, x^*) \rangle + \rho(x, x^*) ||\theta(x, x^*)||^2 \quad \text{for } \tilde{p} = 0 \text{ and } \tilde{r} \neq 0,
\]

\[
b(x, x^*) \left( [f(x) - f(x^*)] \right) \geq \frac{1}{\tilde{p}} \langle \nabla f(x^*) + \nabla^2 f(x^*) z, \omega(x, x^*) \rangle
\]

\[
- \frac{1}{2} \langle \nabla^2 f(x^*) z, \xi(x, x^*) \rangle + \rho(x, x^*) ||\theta(x, x^*)||^2 \quad \text{for } \tilde{p} = 0 \text{ and } \tilde{r} = 0,
\]

\[
b(x, x^*) \left( [f(x) - f(x^*)] \right) \geq \langle \nabla f(x^*) + \nabla^2 f(x^*) z, \omega(x, x^*) \rangle
\]

\[
- \frac{1}{2} \langle \nabla^2 f(x^*) z, \xi(x, x^*) \rangle + \rho(x, x^*) ||\theta(x, x^*)||^2 \quad \text{for } \tilde{p} = 0 \text{ and } \tilde{r} = 0,
\]

\[
\Rightarrow b(x, x^*) \left( \frac{1}{\tilde{r}} (e^{[f(x) - f(x^*)]} - 1) \right) \geq 0 \quad \text{for } \tilde{p} \neq 0 \text{ and } \tilde{r} \neq 0,
\]

\[
\Rightarrow b(x, x^*) \left( \frac{1}{\tilde{r}} (e^{[f(x) - f(x^*)]} - 1) \right) \geq 0 \quad \text{for } \tilde{p} = 0 \text{ and } \tilde{r} \neq 0,
\]

\[
\Rightarrow b(x, x^*) \left( \frac{1}{\tilde{r}} (e^{[f(x) - f(x^*)]} - 1) \right) \geq 0 \quad \text{for } \tilde{p} = 0 \text{ and } \tilde{r} \neq 0,
\]
\[
\frac{1}{p} \left( \langle \nabla f(x^*) + \nabla^2 f(x^*)z, e^{\rho \omega(x,x^*)} - 1 \rangle \right) \\
- \frac{1}{p} \left( \frac{1}{2} \nabla^2 f(x^*)z, e^{\rho \xi(x,x^*)} - 1 \rangle \right) + \rho(x, x^*)\|\theta(x, x^*)\|^2 \geq 0 \\
\Rightarrow \quad b(x, x^*) \left( \langle f(x) - f(x^*) \rangle \right) \geq 0 \text{ for } \tilde{p} \neq 0 \text{ and } \tilde{r} = 0,
\]

**Definition 2.3** The function \( f \) is said to be second order strictly \( (b, \rho, \omega, \xi, \theta, \tilde{p}, \tilde{r}) \)-pseudoinvex at \( x^* \in X \) if there exist a function \( \omega, \xi : X \times X \to \mathbb{R}^n \), a function \( b : X \times X \to \mathbb{R}_+ \), and real numbers \( \tilde{r} \) and \( \tilde{p} \) such that for all \( x \in X \) and \( z \in \mathbb{R}^n \),

\[
\frac{1}{p} \left( \langle \nabla f(x^*) + \nabla^2 f(x^*)z, e^{\rho \omega(x,x^*)} - 1 \rangle \right) \\
- \frac{1}{p} \left( \frac{1}{2} \nabla^2 f(x^*)z, e^{\rho \xi(x,x^*)} - 1 \rangle \right) + \rho(x, x^*)\|\theta(x, x^*)\|^2 \geq 0 \\
\Rightarrow \quad b(x, x^*) \left( \frac{1}{\tilde{r}} \langle e^{\tilde{r}f(x) - f(x^*)} - 1 \rangle \right) > 0 \text{ for } \tilde{p} \neq 0 \text{ and } \tilde{r} \neq 0,
\]

\[
\frac{1}{p} \left( \langle \nabla f(x^*) + \nabla^2 f(x^*)z, e^{\rho \omega(x,x^*)} - 1 \rangle \right) \\
- \frac{1}{p} \left( \frac{1}{2} \nabla^2 f(x^*)z, e^{\rho \xi(x,x^*)} - 1 \rangle \right) + \rho(x, x^*)\|\theta(x, x^*)\|^2 \geq 0 \\
\Rightarrow \quad b(x, x^*) \left( \frac{1}{\tilde{r}} \langle e^{\tilde{r}f(x) - f(x^*)} - 1 \rangle \right) > 0 \text{ for } \tilde{p} = 0 \text{ and } \tilde{r} \neq 0,
\]

\[
\frac{1}{p} \left( \langle \nabla f(x^*) + \nabla^2 f(x^*)z, e^{\rho \omega(x,x^*)} - 1 \rangle \right) \\
- \frac{1}{p} \left( \frac{1}{2} \nabla^2 f(x^*)z, e^{\rho \xi(x,x^*)} - 1 \rangle \right) + \rho(x, x^*)\|\theta(x, x^*)\|^2 \geq 0 \\
\Rightarrow \quad b(x, x^*) \left( \langle f(x) - f(x^*) \rangle \right) > 0 \text{ for } \tilde{p} \neq 0 \text{ and } \tilde{r} = 0,
\]

\[
\frac{1}{p} \left( \langle \nabla f(x^*) + \nabla^2 f(x^*)z, e^{\rho \omega(x,x^*)} - 1 \rangle \right) \\
- \frac{1}{p} \left( \frac{1}{2} \nabla^2 f(x^*)z, e^{\rho \xi(x,x^*)} - 1 \rangle \right) + \rho(x, x^*)\|\theta(x, x^*)\|^2 \geq 0 \\
\Rightarrow \quad b(x, x^*) \left( \langle f(x) - f(x^*) \rangle \right) > 0 \text{ for } \tilde{p} = 0 \text{ and } \tilde{r} = 0.
\]
**Definition 2.4** The function \( f \) is said to be second order prestrictly \( B - (b, \rho, \omega, \xi, \theta, \tilde{\rho}, \tilde{\rho}) \)-pseudoinvex at \( x^* \in X \) if there exist functions \( \omega, \xi : X \times X \to \mathbb{R}^n \), a function \( b : X \times X \to \mathbb{R}_+ \), and real numbers \( \tilde{\rho} \) and \( \tilde{\rho} \) such that for all \( x \in X \) and \( z \in \mathbb{R}^n \),

\[
\frac{1}{\tilde{\rho}} \left( (\nabla f(x^*) + \nabla^2 f(x^*)z, e^{\rho\omega(x,x^*)} - 1) \right) \\
- \frac{1}{\tilde{\rho}} \left( \frac{1}{2} \nabla^2 f(x^*)z, e^{\rho\xi(x,x^*)} - 1 \right) + \rho(x, x^*)\|\theta(x, x^*)\|^2 > 0 \\
\Rightarrow b(x, x^*) \left( \frac{1}{\tilde{\rho}} (e^{\rho[f(x) - f(x^*)]} - 1) \right) \geq 0 \text{ for } \tilde{\rho} \neq 0 \text{ and } \tilde{\rho} \neq 0,
\]

\[
\left( \langle \nabla f(x^*) + \nabla^2 f(x^*)z, \omega(x, x^*) \rangle \right) \\
- \left( \frac{1}{2} \nabla^2 f(x^*)z, \xi(x, x^*) \right) + \rho(x, x^*)\|\theta(x, x^*)\|^2 > 0 \\
\Rightarrow b(x, x^*) \left( [f(x) - f(x^*)] \right) \geq 0 \text{ for } \tilde{\rho} \neq 0 \text{ and } \tilde{\rho} = 0,
\]

\[
\left( \langle \nabla f(x^*) + \nabla^2 f(x^*)z, \omega(x, x^*) \rangle \right) \\
- \left( \frac{1}{2} \nabla^2 f(x^*)z, \xi(x, x^*) \right) + \rho(x, x^*)\|\theta(x, x^*)\|^2 > 0 \\
\Rightarrow b(x, x^*) \left( [f(x) - f(x^*)] \right) \geq 0 \text{ for } \tilde{\rho} = 0 \text{ and } \tilde{\rho} = 0.
\]

**Definition 2.5** The function \( f \) is said to be second order \( (b, \rho, \omega, \xi, \theta, \tilde{\rho}, \tilde{\rho}) \)-quasiinvex at \( x^* \in X \) if there exist functions \( \omega, \xi : X \times X \to \mathbb{R}^n \), a function \( b : X \times X \to \mathbb{R}_+ \), and real numbers \( \tilde{\rho} \) and \( \tilde{\rho} \) such that for all \( x \in X \) and \( z \in \mathbb{R}^n \),

\[
b(x, x^*) \left( \frac{1}{\tilde{\rho}} (e^{\rho[f(x) - f(x^*)]} - 1) \right) \leq 0 \text{ for } \tilde{\rho} \neq 0 \text{ and } \tilde{\rho} \neq 0 \\
\Rightarrow \frac{1}{\tilde{\rho}} \left( \nabla f(x^*) + \nabla^2 f(x^*)z, e^{\rho\omega(x,x^*)} - 1 \right) \\
- \frac{1}{\tilde{\rho}} \left( \frac{1}{2} \nabla^2 f(x^*)z, e^{\rho\xi(x,x^*)} - 1 \right) + \rho(x, x^*)\|\theta(x, x^*)\|^2 \leq 0,
\]
\[ b(x, x^*) \left( \frac{1}{p} \left( e^{p[f(x) - f(x^*)]} - 1 \right) \right) \leq 0 \text{ for } \tilde{p} = 0 \text{ and } \tilde{r} \neq 0 \]

\[ \Rightarrow \left( \langle \nabla f(x^*) + \nabla^2 f(x^*)z, \omega(x, x^*) \rangle \right) \]

\[ - \left( \frac{1}{2} \nabla^2 f(x^*)z, \xi(x, x^*) \right) + \rho(x, x^*)\|\theta(x, x^*)\|^2 \leq 0, \]

\[ b(x, x^*) \left( [f(x) - f(x^*)] \right) \leq 0 \text{ for } \tilde{p} \neq 0 \text{ and } \tilde{r} = 0 \]

\[ \Rightarrow \left( \langle \nabla f(x^*) + \nabla^2 f(x^*)z, e^{\tilde{p}w(x, x^*)} - 1 \rangle \right) \]

\[ - \left( \frac{1}{p} \left( \frac{1}{2} \nabla^2 f(x^*)z, e^{\tilde{p}w(x, x^*)} - 1 \right) + \rho(x, x^*)\|\theta(x, x^*)\|^2 \leq 0, \]

\[ b(x, x^*) \left( [f(x) - f(x^*)] \right) \leq 0 \text{ for } \tilde{p} = 0 \text{ and } \tilde{r} = 0 \]

\[ \Rightarrow \left( \langle \nabla f(x^*) + \nabla^2 f(x^*)z, \omega(x, x^*) \rangle \right) \]

\[ - \left( \frac{1}{2} \nabla^2 f(x^*)z, \xi(x, x^*) \right) + \rho(x, x^*)\|\theta(x, x^*)\|^2 \leq 0. \]

**Definition 2.6** The function \( f \) is said to be second order strictly \((b, p, \omega, \xi, \theta, \tilde{p}, \tilde{r})\)-quasiinvex at \( x^* \in X \) if there exist functions \( \omega, \xi : X \times X \to \mathbb{R}^n \), a function \( b : X \times X \to \mathbb{R}_+ \), and real numbers \( \tilde{r} \) and \( \tilde{p} \) such that for all \( x \in X \) and \( z \in \mathbb{R}^n \),

\[ b(x, x^*) \left( \frac{1}{p} \left( e^{p[f(x) - f(x^*)]} - 1 \right) \right) \leq 0 \text{ for } \tilde{p} \neq 0 \text{ and } \tilde{r} \neq 0 \]

\[ \Rightarrow \left( \langle \nabla f(x^*) + \nabla^2 f(x^*)z, e^{\tilde{p}w(x, x^*)} - 1 \rangle \right) \]

\[ - \left( \frac{1}{p} \left( \frac{1}{2} \nabla^2 f(x^*)z, e^{\tilde{p}w(x, x^*)} - 1 \right) + \rho(x, x^*)\|\theta(x, x^*)\|^2 < 0, \]

\[ b(x, x^*) \left( \frac{1}{p} \left( e^{p[f(x) - f(x^*)]} - 1 \right) \right) \leq 0 \text{ for } \tilde{p} = 0 \text{ and } \tilde{r} \neq 0 \]

\[ \Rightarrow \left( \langle \nabla f(x^*) + \nabla^2 f(x^*)z, \omega(x, x^*) \rangle \right) \]

\[ - \left( \frac{1}{2} \nabla^2 f(x^*)z, \xi(x, x^*) \right) + \rho(x, x^*)\|\theta(x, x^*)\|^2 < 0, \]
Definition 2.7 The function $f$ is said to be second order prestrictly $(b, \rho, \omega, \xi, \theta, \bar{\rho}, \bar{\omega})$-quasiinvex at $x^* \in X$ if there exist functions $\omega, \xi : X \times X \to \mathbb{R}^n$, a function $b : X \times X \to \mathbb{R}_+$, and real numbers $\bar{\rho}$ and $\bar{\omega}$ such that for all $x \in X$ and $z \in \mathbb{R}^n$,

$$b(x, x^*) \left(\{f(x) - f(x^*)\} - 1\right) < 0 \text{ for } \bar{\rho} \neq 0 \text{ and } \bar{\omega} \neq 0$$

$$\Rightarrow \frac{1}{\bar{\rho}} \left(\nabla f(x^*) + \nabla^2 f(x^*) z, e^{\bar{\rho} \omega(x, x^*)} - 1\right)$$

$$- \frac{1}{\bar{\rho}} \left(\frac{1}{2} \nabla^2 f(x^*) z, e^{\bar{\rho} \omega(x, x^*)} - 1\right) + \rho(x, x^*)||\theta(x, x^*)||^2 < 0,$$

$$b(x, x^*) \left(\{f(x) - f(x^*)\} - 1\right) < 0 \text{ for } \bar{\rho} = 0 \text{ and } \bar{\omega} \neq 0$$

$$\Rightarrow \left(\nabla f(x^*) + \nabla^2 f(x^*) z, \omega(x, x^*)\right)$$

$$- \left(\frac{1}{2} \nabla^2 f(x^*) z, \xi(x, x^*)\right) + \rho(x, x^*)||\theta(x, x^*)||^2 < 0.$$
\[ b(x, x^*) \left( \left[ f(x) - f(x^*) \right] \right) < 0 \text{ for } \bar{p} = 0 \text{ and } \bar{r} = 0 \]
\[ \Rightarrow \left( \langle \nabla f(x^*) + \nabla^2 f(x^*) z, \omega(x, x^*) \rangle \right) \]
\[ - \left( \left( \frac{1}{2} \nabla^2 f(x^*) z, \xi(x, x^*) \right) \right) + \rho(x, x^*) \| \theta(x, x^*) \|_2^2 \leq 0. \]

Now we consider the efficiency solvability conditions for (P) and (P\(\bar{\lambda}\)) problems. We need to recall some auxiliary results crucial to the problem on hand.

**Definition 2.8** A point \(x^* \in Q\) is an efficient solution to (P) if there exists no \(x \in Q\) such that
\[
\frac{f_1(x)}{g_1(x)} \leq \frac{f_1(x^*)}{g_1(x^*)} \quad \forall 1, \ldots, p.
\]

Next to this context, we have the following auxiliary problem:

\((P\bar{\lambda})\)

\[
\minimize_{x \in Q} (f_1(x) - \bar{\lambda}_1 g_1(x), \ldots, f_p(x) - \bar{\lambda}_p g_p(x)),
\]
subject to \(x \in Q\),

where \(\bar{\lambda}_i\) for \(i \in \{1, \ldots, p\}\) are parameters, and \(\bar{\lambda}_i = \frac{f_i(x^*)}{g_i(x^*)}\).

Next, we introduce the solvability conditions for \((P\bar{\lambda})\) problem.

\(x^*\) is an efficient solution to (P) if there exists no \(x \in Q\) such that
\[
\left( \frac{f_1(x)}{g_1(x)} , \frac{f_2(x)}{g_2(x)}, \ldots, \frac{f_p(x)}{g_p(x)} \right) \leq \left( \frac{f_1(x^*)}{g_1(x^*)} , \frac{f_2(x^*)}{g_2(x^*)}, \ldots, \frac{f_p(x^*)}{g_p(x^*)} \right).
\]

**Lemma 2.1** [28] Let \(x^* \in Q\). Suppose that \(f_i(x^*) \geq g_i(x^*)\) for \(i = 1, \ldots, p\). Then the following statements are equivalent:

(i) \(x^*\) is an efficient solution to (P).

(ii) \(x^*\) is an efficient solution to \((P\bar{\lambda})\), where
\[
\bar{\lambda} = \left( \frac{f_1(x^*)}{g_1(x^*)} , \ldots, \frac{f_p(x^*)}{g_p(x^*)} \right).
\]

**Lemma 2.2** [28] Let \(x^* \in Q\). Suppose that \(f_i(x^*) \geq g_i(x^*)\) for \(i = 1, \ldots, p\). Then the following statements are equivalent:

(i) \(x^*\) is an efficient solution to (P).
(ii) There exists \( c = (c_1, \cdots, c_p) \in \mathbb{R}_+^p \setminus \{0\} \) such that
\[
\sum_{i=1}^p c_i [f_i(x^*) - \left( \frac{f_i(x^*)}{g_i(x^*)} \right) g_i(x)] \geq 0
\]
\[
= \sum_{i=1}^p c_i [f_i(x^*) - \left( \frac{f_i(x^*)}{g_i(x^*)} \right) g_i(x)] \quad \text{for any } x \in Q.
\]

Next, we recall the following result (Verma [28]) that is crucial to developing the results for the next section based on second order \((\phi, \rho, \eta, \theta, \tilde{\phi}, \tilde{\rho})\)-invexities.

**Theorem 2.1** Let \( x^* \in \mathbb{F} \) and \( \lambda^* = \max_{1 \leq i \leq p} f_i(x^*)/g_i(x^*) \), for each \( i \in \mathbb{P} \), let \( f_i \) and \( g_i \) be twice continuously differentiable at \( x^* \), for each \( j \in \mathbb{Q} \), let the function \( z \rightarrow G_j(z, t) \) be twice continuously differentiable at \( x^* \) for all \( t \in T_j \), and for each \( k \in \mathbb{R} \), let the function \( z \rightarrow H_k(z, s) \) be twice continuously differentiable at \( x^* \) for all \( s \in S_k \). If \( x^* \) is an optimal solution of \((P)\), if the second order generalized Abadie constraint qualification holds at \( x^* \), and if for any critical direction \( y \), the set cone
\[
\{ \nabla G_j(x^*, t), \langle y, \nabla^2 G_j(x^*, t) y \rangle : t \in \tilde{T}_j(x^*), j \in \mathbb{Q} \}
\]
\[+ \text{span}\{ \nabla H_k(x^*, s), \langle y, \nabla^2 H_k(x^*, s) y \rangle : s \in S_k, k \in \mathbb{R} \},
\]
where \( \tilde{T}_j(x^*) = \{ t \in T_j : G_j(x^*, t) = 0 \} \), is closed, then there exist \( u^* \in U = \{ u \in \mathbb{R}^p : u \geq 0, \sum_{i=1}^p u_i = 1 \} \) and integers \( \nu_0^* \) and \( \nu^* \), with \( 0 \leq \nu_0^* \leq \nu^* \leq n + 1 \), such that there exist \( \nu_0^* \) indices \( j_m \), with \( 1 \leq j_m \leq q \), together with \( \nu_0^* \) points \( t_m^* \in \tilde{T}_j(x^*) \), \( m \in \nu_0^* \), \( \nu^* - \nu_0^* \) indices \( k_m \), with \( 1 \leq k_m \leq r \), together with \( \nu^* - \nu_0^* \) points \( s_m^* \in S_{k_m} \) for \( m \in \nu^* \setminus \nu_0^* \), and \( \nu^* \) real numbers \( \nu_m^* \), with \( \nu_m^* > 0 \) for \( m \in \nu_0^* \), with the property that
\[
\sum_{i=1}^p u_i^* [\nabla f_i(x^*) - \lambda^* (\nabla g_i(x^*))] + \sum_{m=1}^{\nu_0^*} \nu_m^* [\nabla G_{j_m}(x^*, t_m^*)]
\]
\[+ \sum_{m=\nu_0^*+1}^{\nu^*} \nu_m^* \nabla H_k(x^*, s_m^*) = 0,
\]
\[\text{(2.1)}
\]
\[
\langle y, \left[ \sum_{i=1}^p u_i^* [\nabla^2 f_i(x^*) - \lambda^* \nabla^2 g_i(x^*)] + \sum_{m=1}^{\nu_0^*} \nu_m^* \nabla^2 G_{j_m}(x^*, t_m^*)
\]
\[+ \sum_{m=\nu_0^*+1}^{\nu^*} \nu_m^* \nabla^2 H_k(x^*, s_m^*) \right] y \rangle \geq 0,
\]
\[\text{(2.2)}
\]
where \( \tilde{T}_j(x^*) = \{ t \in T_{j_m} : G_{j_m}(x^*, t) = 0 \} \), \( U = \{ u \in \mathbb{R}^p : u \geq 0, \sum_{i=1}^p u_i = 1 \} \), and \( \nu^* \setminus \nu_0^* \) is the complement of the set \( \nu_0^* \) relative to the set \( \nu^* \).
We next recall a set of second-order necessary optimality conditions for \((P)\). This result will be needed for proving strong and strict converse duality theorems.

**Theorem 2.2** [30] Let \(x^*\) be an optimal solution of \((P)\), let \(\lambda^* = \phi(x^*) \equiv \max_{1 \leq i \leq p} f_i(x^*)/g_i(x^*)\), and assume that the functions \(f_i, g_i, i \in p, G_j, j \in q, \text{ and } H_k, k \in r\) are twice continuously differentiable at \(x^*\), and that the second-order Guignard constraint qualification holds at \(x^*\). Then for each \(z^* \in C(x^*)\), there exist

\[ u^* \in U \equiv \{ u \in \mathbb{R}^p : u \geq 0, \sum_{i=1}^p u_i = 1 \}, \]

\[ v^* \in \mathbb{R}^q_+ \equiv \{ v \in \mathbb{R}^q : v \geq 0 \}, \text{ and } w^* \in \mathbb{R}^r \text{ such that} \]

\[ \sum_{i=1}^p u_i^* [\nabla f_i(x^*) - \lambda^* \nabla g_i(x^*)] + \sum_{j=1}^q v_j^* \nabla G_j(x^*) + \sum_{k=1}^r w_k^* \nabla H_k(x^*) = 0, \]

\[ \langle z^*, \left\{ \sum_{i=1}^p u_i^* [\nabla^2 f_i(x^*) - \lambda^* \nabla^2 g_i(x^*)] + \sum_{j=1}^q v_j^* \nabla^2 G_j(x^*) + \sum_{k=1}^r w_k^* \nabla^2 H_k(x^*) \right\} z^* \rangle \geq 0, \]

\[ u_i^*[f_i(x^*) - \lambda^* g_i(x^*)] = 0, \quad i \in p, \]

\[ v_j^* G_j(x^*) = 0, \quad j \in q, \]

where \(C(x^*)\) is the set of all critical directions of \((P)\) at \(x^*\), that is,

\[ C(x^*) = \{ z \in \mathbb{R}^n : (\nabla f_i(x^*) - \lambda^* \nabla g_i(x^*), z) = 0, \quad i \in A(x^*), \quad (\nabla H_j(x^*), z) \leq 0, \quad j \in B(x^*) \}, \]

\[ A(x^*) = \{ j \in p : f_j(x^*)/g_j(x^*) = \max_{1 \leq i \leq p} f_i(x^*)/g_i(x^*) \}, \text{ and } B(x^*) = \{ j \in m : H_j(x^*) = 0 \}. \]

We shall assume that the functions \(f_i, g_i, i \in p, H_j, j \in m\) are twice continuously differentiable on the open set \(X\). Moreover, we shall assume, without loss of generality, that \(g_i(x) > 0, \quad i \in p, \) and \(\varphi(x) \geq 0\) for all \(x \in X\).

### 3 Duality Model I

In this section, we consider two duality models with relatively standard constraint structures and prove weak and strong duality theorems. Consider the following two problems:

\((DI)\) Maximize \(\lambda\)

subject to

\[ \sum_{i=1}^p u_i [\nabla f_i(y) - \lambda \nabla g_i(y)] + \sum_{j=1}^m v_m \nabla H_j(y) = 0, \quad \text{(3.1)} \]

\[ \frac{1}{2} \left\{ \sum_{i=1}^p u_i [\nabla^2 f_i(y) - \lambda \nabla^2 g_i(y)] + \sum_{j=1}^m v_j \nabla^2 H_j(y) \right\} z \geq 0, \quad \text{(3.2)} \]
\[
\sum_{i=1}^{p} u_i [f_i(y) - \lambda g_i(y)] \geq 0, \quad (3.3)
\]
\[
\sum_{j=1}^{m} v_j H_j(y) \geq 0, \quad (3.4)
\]
\[y \in X, \; z \in \mathbb{R}^n, \; u \in U, \; v \in \mathbb{R}_+^q, \; \lambda \in \mathbb{R}_+.\]

\((\tilde{D}I)\) 
Maximize \(\lambda\)

subject to (3.2) - (3.4) and
\[
\left\langle \sum_{i=1}^{p} u_i [\nabla f_i(y) - \lambda \nabla g_i(y)] + \sum_{j=1}^{m} v_j \nabla H_j(y), \omega(x, y) \right\rangle \geq 0, \quad (3.5)
\]
\[
\left\langle \left\{ \sum_{i=1}^{p} u_i [\nabla^2 f_i(y) - \lambda \nabla^2 g_i(y)] + \sum_{j=1}^{m} v_j \nabla^2 H_j(y) \right\} z, \omega(x, y) \right\rangle \geq 0 \text{ for all } x \in \mathbb{F}, \quad (3.6)
\]
\[
-\frac{1}{2} \left\langle \left\{ \sum_{i=1}^{p} u_i [\nabla^2 f_i(y) - \lambda \nabla^2 g_i(y)] + \sum_{j=1}^{m} v_j \nabla^2 H_j(y) \right\} z, \xi(x, y) \right\rangle \geq 0 \text{ for all } x \in \mathbb{F}, \quad (3.7)
\]

where \(\omega, \xi : X \times X \rightarrow \mathbb{R}^n\) are functions.

Comparing \((DI)\) and \((\tilde{D}I)\), we see that \((\tilde{D}I)\) is relatively more general than \((DI)\) in the sense that any feasible solution of \((DI)\) is also feasible for \((\tilde{D}I)\), but the converse is not necessarily true. Furthermore, we observe that (3.1) is a system of \(n\) equations, whereas (3.5) is a single inequality. We observe that from a computational point of view, \((DI)\) is preferable to \((\tilde{D}I)\) because of the dependence of (3.5) - (3.7) on the feasible set of \((P)\). We will just establish the duality theorems for the pair \((P) - (DI)\) since the duality results for the pair \((P) - (\tilde{D}I)\) are similar in nature.

We shall use the following list of symbols in the statements and proofs of our duality theorems:
\[C(x, v) = \sum_{j=1}^{m} v_j H_j(x),\]
\[E_i(x, \lambda) = f_i(x) - \lambda g_i(x), \; i \in p,\]
\[E(x, u, \lambda) = \sum_{i=1}^{p} u_i [f_i(x) - \lambda g_i(x)],\]
\[I_+(u) = \{i \in p : u_i > 0\}, \quad J_+(v) = \{j \in m : v_j \geq 0\}.\]

The next two theorems show that \((DI)\) is a dual problem for \((P)\).
Theorem 3.1 (Weak Duality) Let \( x \) and \( S \equiv (y, z, u, v, \lambda) \) be arbitrary feasible solutions of \((P)\) and \((DI)\), respectively, and assume that either one of the following two sets of hypotheses is satisfied:

(a) (i) for each \( i \in I_+ \equiv I_+(u) \), \( E_i(\cdot, u, \lambda) \) is prestrictly \((b, \omega, \xi, \tilde{\rho}, \theta, \tilde{r})\)-quasiinvex at \( y \),

(ii) for each \( j \in J_+ \equiv J_+(v) \), \( H_j \) is strictly \((b, \omega, \xi, \hat{\rho}_j, \theta, \tilde{r})\)-quasiinvex at \( y \);

(iii) \( \sum_{i \in I_+} u_i \tilde{\rho}_i(x, y) + \sum_{j \in J_+} v_j \hat{\rho}_j(x, y) \geq 0 \);

(b) the Lagrangian-type function

\[
\xi \rightarrow L(\xi, u, v, \lambda) = \sum_{i=1}^{p} u_i [f_i(\xi) - \lambda g_i(\xi)] + \sum_{j=1}^{m} v_j H_j(\xi)
\]

is \((b, \omega, \xi, \rho, \theta, \tilde{p}, \tilde{r})\)-pseudoinvex at \((x, y) \geq 0\).

Then \( \varphi(x) \geq \lambda \) for \( \varphi(x) = \left( f_1(x), f_2(x), \cdots, f_p(x) \right) \).

Proof: Based on the assumptions, we have

\[ H_j(x) \leq 0 \leq H_j(y), \ j \in m. \]

This implies

\[
\frac{1}{r} (e^{\tilde{r}\sum_{j=1}^{m} [H_j(x) - H_j(y)]} - 1) \leq 0, \tag{3.8}
\]

which further implies

\[
b(x, y) \left( \frac{1}{r} (e^{\tilde{r}\sum_{j=1}^{m} [H_j(x) - H_j(y)]} - 1) \right) \leq 0. \tag{3.9}
\]

Then by (ii), we have (for \( j \in J_+ \))

\[
\frac{1}{r} \langle \nabla H_j(y), \nabla H_j(y)z, e^{\tilde{p}_j(x, y)} - 1 \rangle - \frac{1}{2p} \langle \nabla^2 H_j(y)z, e^{\tilde{p}_j(x, y)} - 1 \rangle
\]

\[ + \quad \hat{\rho}_j(x, y) \| \theta(x, y) \|^2 < 0. \tag{3.10} \]

Using (3.1), (3.2), (3.10) and (iii), we have (for \( i \in I_+ \))

\[
\frac{1}{r} (\nabla E_i(y, u, \lambda) + \nabla^2 E_i(y, u, \lambda)z, e^{\tilde{p}_j(x, y)} - 1) - \frac{1}{p} \langle \nabla^2 E_i(y, u, \lambda)z, e^{\tilde{p}_j(x, y)} - 1 \rangle
\]

\[ > -\tilde{\rho}_i(x, y) \| \theta(x, y) \|^2, \tag{3.11} \]

which applying (i) implies

\[
\frac{1}{r} (e^{\tilde{r}[E_i(x, u, \lambda) - E_i(y, u, \lambda)]} - 1) \geq 0, \ i \in I_+. \tag{3.12} \]
Since the above inequality holds (for both cases of $\tilde{r}$), we have
\[ \sum_{i=1}^{p} u_i [f_i(x) - \lambda g_i(x)] \geq \sum_{i=1}^{p} u_i [f_i(y) - \lambda g_i(y)] \geq 0. \]

It follows that
\[ \varphi(x) \leq \lambda. \]

(b): Using the dual feasibility of $\mathcal{S}$, nonnegativity of $\rho(x, y)$, (3.1), and (3.2), we obtain the following inequality:
\[
\frac{1}{p} \langle \nabla L(y, u, v, \lambda) + \nabla^2 L(y, u, v, \lambda) \omega, e^{\tilde{p} \omega(x, y)} - 1 \rangle - \frac{1}{p} \langle \frac{1}{2} \nabla^2 L(y, u, v, \lambda) \zeta, e^{\tilde{p} \zeta(x, y)} - 1 \rangle \\
greater than or equal to \ - \rho(x, y) \| \theta(x, y) \|^2,
\]
which in view of our $(b, \omega, \xi, \rho, \theta, \tilde{p}, \tilde{r})$-pseudoinvexity assumption implies that
\[
\frac{1}{p} b(x, y) (e^{f[L(x,u,v,\lambda)-L(y,u,v,\lambda)]} - 1) \geq 0,
\]
which implies
\[ L(x, u, v, \lambda) - L(y, u, v, \lambda) \geq 0. \]

Since $x \in \mathcal{F}$, $v \geq 0$, and (3.3) holds, we get
\[ \sum_{i=1}^{p} u_i [f_i(x) - \lambda g_i(x)] \geq 0, \]
which is precisely (3.11). As seen in the proof of part (a), this inequality leads to the desired conclusion.

Now we consider the second theorem to show that $\mathcal{D}$ is a dual of $(P)$. We adopt the similar notations as for Theorem 3.1. and define real-valued functions $E_i(., u)$ and $B_j(., v)$ by
\[ E_i(x, u, \lambda) = u_i [f_i(x) - \lambda g_i(x)], \ i \in \{1, \ldots, p\} \]
and
\[ B_j(x, v) = v_j H_j(x), \ j = 1, \ldots, m. \]

**Theorem 3.2 (Weak Duality)** Let $x$ and $D = (y, z, u, v, \lambda)$ be arbitrary feasible solutions of $(P)$ and $(\mathcal{D})$, respectively. Let $f_i, g_i$ for $i \in \{1, \ldots, p\}$ and $H_j$ for $j \in \{1, \ldots, m\}$ be twice continuously differentiable at $y \in X$, and let there exist $u^* \in U = \{u \in \mathbb{R}^p : u > 0, \sum_{i=1}^{p} u_i = 1\}$ and $v \in \mathbb{R}_+^m$.

Suppose, in addition, that any one of the following assumptions holds:
(i) \( E_i(.; y, u^*, \lambda) \forall i \in \{1, \cdots, p\} \) are second order \((b, \rho, \omega, \xi, \theta, \tilde{p}, \tilde{r})\)-pseudoinvex at \( y \in X \) if there exist functions \( \omega, \xi : X \times X \to \mathbb{R}^n, b : X \times X \to \mathbb{R}_+, \) and real numbers \( \tilde{r} \) and \( \tilde{p} \) for all \( x \in X \) and \( z \in \mathbb{R}^n, \) and \( B_j(., v^*) \forall j \in \{1, \cdots, m\} \) are second order \((b, \rho, \omega, \xi, \theta, \tilde{p}, \tilde{r})\)-quasiinvex at \( y \in X \) if there exist functions \( \omega, \xi : X \times X \to \mathbb{R}^n, \) a function \( b : X \times X \to \mathbb{R}_+, \) and real numbers \( \tilde{r} \) and \( \tilde{p} \) for all \( x \in X \) and \( z \in \mathbb{R}^n, \) and \( B_j(., v^*) \forall j \in \{1, \cdots, m\} \) are second order strictly \((b, \rho, \omega, \xi, \theta, \tilde{p}, \tilde{r})\)-quasiinvex at \( y \in X \) if there exist functions \( \omega, \xi : X \times X \to \mathbb{R}^n, b : X \times X \to \mathbb{R}_+, \) and real numbers \( \tilde{r} \) and \( \tilde{p} \) for all \( x \in X, z \in \mathbb{R}^n, \) and \( \rho_1(x, x^*), \rho_2(x, x^*) \geq 0 \) with \( \rho_2(x, x^*) \geq \rho_1(x, x^*). \)

(ii) \( E_i(.; y, u^*, \lambda) \forall i \in \{1, \cdots, p\} \) are second order pristictly \((b, \rho, \omega, \xi, \theta, \tilde{p}, \tilde{r})\)-pseudoinvex at \( y \in X \) if there exist functions \( \omega, \xi : X \times X \to \mathbb{R}^n, b : X \times X \to \mathbb{R}_+, \) and real numbers \( \tilde{r} \) and \( \tilde{p} \) for all \( x \in X \) and \( z \in \mathbb{R}^n, \) and \( B_j(., v^*) \forall j \in \{1, \cdots, m\} \) are second order strictly \((b, \rho, \omega, \xi, \theta, \tilde{p}, \tilde{r})\)-quasiinvex at \( y \in X \) if there exist functions \( \omega, \xi : X \times X \to \mathbb{R}^n, b : X \times X \to \mathbb{R}_+, \) and real numbers \( \tilde{r} \) and \( \tilde{p} \) for all \( x \in X, z \in \mathbb{R}^n, \) and \( \rho_1(x, x^*), \rho_2(x, x^*) \geq 0 \) with \( \rho_2(x, x^*) \geq \rho_1(x, x^*). \)

(iii) \( E_i(.; x^*, u^*, \lambda) \forall i \in \{1, \cdots, p\} \) are second order pristictly \((b, \rho, \omega, \xi, \theta, \tilde{p}, \tilde{r})\)-pseudoinvex at \( y \in X \) if there exist functions \( \omega, \xi : X \times X \to \mathbb{R}^n, b : X \times X \to \mathbb{R}_+, \) and real numbers \( \tilde{r} \) and \( \tilde{p} \) for all \( x \in X \) and \( z \in \mathbb{R}^n, \) and \( B_j(., v^*) \forall j \in \{1, \cdots, m\} \) are second order strictly \((b, \rho, \omega, \xi, \theta, \tilde{p}, \tilde{r})\)-quasiinvex at \( y \in X \) if there exist functions \( \omega, \xi : X \times X \to \mathbb{R}^n, b : X \times X \to \mathbb{R}_+, \) and real numbers \( \tilde{r} \) and \( \tilde{p} \) for all \( x \in X, z \in \mathbb{R}^n, \) and \( \rho_1(x, x^*), \rho_2(x, x^*) \geq 0 \) with \( \rho_2(x, x^*) \geq \rho_1(x, x^*). \)

(iv) \( E_i(.; y, u^*, \lambda) \forall i \in \{1, \cdots, p\} \) are second order pristictly \((b, \rho, \omega, \xi, \theta, \tilde{p}, \tilde{r})\)-quasiinvex at \( y \in X \) if there exist functions \( \omega, \xi : X \times X \to \mathbb{R}^n, b : X \times X \to \mathbb{R}_+, \) and real numbers \( \tilde{r} \) and \( \tilde{p} \) for all \( x \in X \) and \( z \in \mathbb{R}^n, \) and \( B_j(., v^*) \forall j \in \{1, \cdots, m\} \) are second order strictly \((b, \rho, \omega, \xi, \theta, \tilde{p}, \tilde{r})\)-quasiinvex at \( y \in X \) if there exist functions \( \omega, \xi : X \times X \to \mathbb{R}^n, b : X \times X \to \mathbb{R}_+, \) and real numbers \( \tilde{r} \) and \( \tilde{p} \) for all \( x \in X, z \in \mathbb{R}^n, \) and \( \rho_1(x, x^*), \rho_2(x, x^*) \geq 0 \) with \( \rho_2(x, x^*) \geq \rho_1(x, x^*). \)

(v) For each \( i \in \{1, \cdots, p\}, f_i \) is second order \((b, \rho, \omega, \xi, \theta, \tilde{p}, \tilde{r})\)-invex and \(-g_i \) is second order \(-B=(b, \rho, \omega, \xi, \theta, \tilde{p}, \tilde{r})\)-invex at \( x^* \). \( H_j(., v^*) \forall j \in \{1, \cdots, m\} \) is \((b, \rho, \omega, \xi, \theta, \tilde{p}, \tilde{r})\)-quasiinvex at \( y \), and \( \Sigma_{j=1}^m v_j^* \rho_3 + \rho^* \geq 0 \) for \( \rho^* = \Sigma_{i=1}^p u_i^*(\rho_1 + \phi(x^*)) \rho_2 \) and for \( \phi(x^*) = \frac{f_i(x^*)}{g_i(x^*)} \).

Then \( \varphi(x) \geq \lambda \) for \( \varphi(x) = \left( \frac{f_1(x)}{g_1(x)}, \cdots, \frac{f_p(x)}{g_p(x)} \right) \).

**Proof:** If (i) holds, and since \( x \in Q \) and \( y \in D \), it follows from (3.1) and (3.2) that

\[
\frac{1}{p} \left[ \Sigma_{i=1}^p u_i^* [\nabla f_i(y) - \lambda \nabla g_i(y)] + \Sigma_{j=1}^m v_j^* \nabla^2 H_j(y) \right] z, e^{\tilde{r} \omega(x, y)} - 1 \geq 0 \]

\[
\frac{1}{2p} \left[ \Sigma_{i=1}^p u_i^* [\nabla^2 f_i(y) - \lambda \nabla^2 g_i(y)] + \Sigma_{j=1}^m v_j^* \nabla^2 H_j(y) \right] z, e^{\tilde{p} \xi(x, y)} - 1 \geq 0. \] (3.13)
Since \( v^* \geq 0, x \in Q \) and (3.3) holds, we have
\[
\sum_{j=1}^{m} v^*_j H_j(x) \leq 0 \leq \sum_{j=1}^{m} v^*_j H_j(y),
\]
and so
\[
b(x, y) \left( \frac{1}{\rho} \left( e^{\tilde{r}[H_j(x) - H_j(y)]} - 1 \right) \right) \leq 0
\]
since \( \tilde{r} \neq 0 \) and \( b(x, y) \geq 0 \) for all \( x \in Q \). In light of the \((b, \rho, \omega, \xi, \theta, \tilde{p}, \tilde{r})\)-quasiinvexity of \( B_j(\cdot, \cdot v^*) \) at \( y \), it follows that
\[
\frac{1}{\rho} \langle \nabla H_j(y) + \nabla^2 H_j(y), e^{\tilde{r}[x,y]} - 1 \rangle - \frac{1}{\rho} \left( \frac{1}{2} \nabla^2 H_j(y), e^{\tilde{r}[x,y]} - 1 \right) + \rho(x, y) \| \theta(x, y) \|^2 \leq 0,
\]
and hence,
\[
\frac{1}{\rho} \langle \sum_{j=1}^{m} \nabla H_j(y) + \sum_{j=1}^{m} \nabla^2 H_j(y), e^{\tilde{r}[x,y]} - 1 \rangle - \frac{1}{\rho} \left( \frac{1}{2} \sum_{j=1}^{m} \nabla^2 H_j(y), e^{\tilde{r}[x,y]} - 1 \right) \leq -\rho(x, y) \| \theta(x, y) \|^2. \tag{3.14}
\]
It follows from (3.13) and (3.14) that
\[
\frac{1}{\rho} \langle \sum_{i=1}^{p} u^*_i [\nabla f_i(x) - \lambda \nabla g_i(x)] + \sum_{i=1}^{p} u^*_i [\nabla^2 f_i(y) z - \lambda \nabla^2 g_i(y) z], e^{\tilde{r}[x,y]} - 1 \rangle - \frac{1}{\rho} \left( \frac{1}{2} \sum_{i=1}^{p} u^*_i [\nabla^2 f_i(y) z - \lambda \nabla^2 g_i(y) z], e^{\tilde{r}[x,y]} - 1 \right) \geq \rho(x, y) \| \theta(x, y) \|^2. \tag{3.15}
\]
Since \( \rho(x, y) \geq 0 \), applying \((b, \rho, \omega, \xi, \theta, \tilde{p}, \tilde{r})\)-pseudo-invexity at \( y \) to (3.15), we have
\[
\frac{1}{\rho} b(x, y) \left( e^{\tilde{r}[E_1(\cdot, x, u^*) - E_1(\cdot, y, u^*)]} - 1 \right) \geq 0. \tag{3.16}
\]
Since \( b(x, y) \geq 0 \), (3.16) implies
\[
\sum_{i=1}^{p} u^*_i [f_i(x) - \lambda g_i(x)] \geq \sum_{i=1}^{p} u^*_i [f_i(y) - \lambda g_i(y)] \geq 0.
\]
Thus, we have
\[
\sum_{i=1}^{p} u^*_i [f_i(x) - \lambda g_i(x)] \geq 0. \tag{3.17}
\]
Since \( u^*_i > 0 \) for each \( i \in \{1, \ldots, p\} \), we conclude that
\[
\frac{f_i(x)}{g_i(x)} - \lambda \geq 0 \ \forall \ i = 1, \ldots, p.
\]
Hence, \( \varphi(x) \geq \lambda \), i.e., \((\text{DI})\) is a dual for \((\text{P})\).
The proof for (ii) is similar to that of (i), but we include for the sake of the completeness. If (ii) holds, and if \( x \in Q \), then it follows from (3.18) and (3.20) that

\[
\frac{1}{p} \langle \sum_{i=1}^{p} u_{i}^{*} [\nabla f_{i}(y) - \lambda \nabla g_{i}(y)] + \sum_{j=1}^{m} v_{j}^{*} \nabla H_{j}(y) \rangle + \left[ \sum_{i=1}^{p} u_{i}^{*} [\nabla^{2} f_{i}(y) - \lambda \nabla^{2} g_{i}(y)] + \sum_{j=1}^{m} v_{j}^{*} \nabla^{2} H_{j}(y) \right] z, e^\rho_{\omega(x,y)} - 1 \rangle \geq 0
\]

(3.18)

Since \( v^{*} \geq 0, x \in Q \) and (3.3) holds, we have

\[
\sum_{j=1}^{m} v_{j}^{*} H_{j}(x) \leq 0 = \sum_{j=1}^{m} v_{j}^{*} H_{j}(y),
\]

and so

\[
b(x, y) \left( \frac{1}{p} \langle e^\rho_{\omega(x,y)} - 1 \rangle \right) \leq 0
\]

since \( \tilde{r} \neq 0 \) and \( b(x, y) \geq 0 \) for all \( x \in Q \). In light of the \((b, \rho_{2}, \omega, \xi, \theta, \tilde{p}, \tilde{r})\)-quasi-invexity of \( B_{j}(., u^{*}) \) at \( y \), it follows that

\[
\frac{1}{p} \langle \nabla H_{j}(y) + \nabla^{2} H_{j}(y) z, e^\rho_{\omega(x,y)} - 1 \rangle - \frac{1}{p} \left( \frac{1}{2} \nabla^{2} H_{j}(y) z, e^\rho_{\omega(x,y)} - 1 \right) + \rho_{2}(x, y) \| \theta(x, y) \|^{2} \leq 0.
\]

Now it follows from (3.18) that

\[
\frac{1}{p} \langle \sum_{i=1}^{p} u_{i}^{*} [\nabla f_{i}(y) - \lambda \nabla g_{i}(y)] \rangle + \frac{1}{2} \sum_{i=1}^{p} u_{i}^{*} [\nabla^{2} f_{i}(y) z - \lambda \nabla^{2} g_{i}(y) z], e^\rho_{\omega(x,y)} - 1 \rangle

\[
- \frac{1}{p} \langle \sum_{i=1}^{p} u_{i}^{*} [\nabla^{2} f_{i}(y) z - \lambda \nabla^{2} g_{i}(y) z], e^\rho_{\omega(x,y)} - 1 \rangle \geq \rho_{2}(x, y) \| \theta(x, y) \|^{2}.
\]

(3.19)

Since \( \rho_{1}(x, y), \rho_{2}(x, y) \geq 0 \) with \( \rho_{2}(x, y) \geq \rho_{1}(x, y) \), applying \( B - (b, \rho_{1}, \omega, \xi, \theta, \tilde{p}, \tilde{r}) \)-pseudo-invexity at \( y \) to (3.19), we have

\[
\frac{1}{p} b(x, y) \left( e^{\rho_{E_{1}(x,u^{*},\lambda) - E_{1}(y,u^{*},\lambda)}} - 1 \right) \geq 0.
\]

(3.20)

It follows from (3.20) that
\[ \sum_{i=1}^{p} u_i^*[f_i(x) - \lambda g_i(x)] \geq \sum_{i=1}^{p} u_i^*[f_i(y) - \lambda g_i(y)] \geq 0. \]

Thus, we have
\[ \sum_{i=1}^{p} u_i^*[f_i(x) - \lambda g_i(x)] \geq 0. \quad (3.21) \]

Next, the proofs for (iii)-(v) are similar to that of (i).

Before we prove the theorem on strong duality, we recall that an efficient solution \( x^* \in \mathcal{F} \) is referred to as a normal efficient solution of (P) if the generalized Guignard constraint qualification is satisfied at \( x^* \) and for each \( i_0 \in p \), the set \( \text{cone}(\{ \nabla G_j(x^*, t) : t \in \hat{T}_j(x^*), j \in q \} \cup \{ \nabla f_i(x^*) - \lambda_i^* \nabla g_i(x^*) : i \in p, i \neq i_0 \}) + \text{span}(\{ \nabla H_k(x^*, s) : s \in S_k, k \in r \}) \) is closed, where \( \lambda_i^* = f_i(x^*)/g_i(x^*), \ i \in p. \)

**Theorem 3.3 (Strong Duality)** Let \( x^* \) be a normal efficient solution of (P) and assume that for each feasible solution \((y, z, u, v, \lambda)\) of (DI), any one of the four sets of conditions specified in Theorem 3.2 is satisfied. Then there exist \( u^*, v^*, \lambda^* \), such that \((x^*, z^*, u^*, v^*, \lambda^*)\) is an efficient solution of (DI) and \( \varphi(x^*) = \lambda^* \).

**Proof:** The proof is similar to that of Theorem 3.2.

\[ \square \]

## 4 Concluding Remarks

We observe that the obtained results in this paper can be generalized to the case of multiobjective fractional subset programming with generalized invex functions, for instance based on the work of Mishra, Jaiswal and Verma [16], and Verma [29] to the case of the \( \epsilon \)-efficiency and weak \( \epsilon \)-efficiency conditions to the context of minimax fractional programming problems involving n-set functions.
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Under mild conditions, we find the best linear prediction of linear processes with arbitrary innovations. The prediction method is based on the theory of Hilbert spaces. Using the presented method we can predict non-causal ARMA processes. Finally, we utilize the presented method for prediction of natural logarithms of volumes of Wal-Mart stock traded daily.
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1 Introduction

Infinite variance distributions have been used for modeling of data that arise in finance, telecommunications, insurance and medicine, see Kabašinskas et al. (2009), Nolan (2003), Tsay (2002), Rachev and Mittnik (2000) and Gallardo (2000), among many others. These applications justify the need to develop an effective methodology for the prediction of heavy tailed processes.

The set of all finite variance random variables constitutes a Hilbert space (denoted by $H$) with the inner product $<X,Y>_H = E(XY)$, for every $X,Y$ in $H$. If values of a random process are in a Hilbert space then one can find the best linear prediction based on projections on the past values. When the second moment is infinite the classical method (prediction based on the Hilbert space $H$) for prediction fail. Several researchers have studied prediction of infinite variance processes. Cline and Brockwell (1985) used minimum dispersion criterion for the prediction of causal ARMA processes with i.i.d. innovations. They assumed that innovations have regularly varying tails. In the case of $\alpha$-stable random processes, minimum dispersion criterion focuses tails of errors. This criterion is used in Kokoszka (1996) for predicting FARIMA processes with innovations in the domain of attraction of an $\alpha$-stable distribution with $1 < \alpha \leq 2$. Generally, the predictor using minimum dispersion criterion is not unique and, except some cases, the calculations for finding predictors are not routine. We refer the reader interested in the prediction of infinite variance processes to Cambanis and Soltani (1984), Miamee and Pourahmadi (1988) and Soltani and Moeanaddin (1994).

In Mohammadi and Mohammadpour (2009), using integral representation of $\alpha$-stable random variables a Hilbert space, is defined: the following Hilbert space
\[
\left\{ \int_E f(x)dM(x) \mid f \in L^\alpha(E,\mathcal{E},p) \right\},
\]
where $M$ is an $\alpha$-stable, $0 < \alpha \leq 2$, random measure on $(E,\mathcal{E})$ with finite control measure $p$. The prediction method is based on the introduced Hilbert space with an inner product known as stable covariation. In Karchera et al. (2013) three methods for predicting $\alpha$-stable random fields are investigated.
Non-causal ARMA processes with finite or infinite variance innovations are important process that the above described methods cannot be applied to. As we know, there is not any model based method for predicting such processes. It should be noted that there is a best linear predictor for non-causal ARMA processes with finite variance innovations, but, in practice we can not compute predictor.

In this article, our aim is to find the best linear prediction of the linear process \( \{X_t | t \in \mathbb{Z}\} \) of the following form

\[
X_t = \sum_{j=-\infty}^{+\infty} c_j W_{t-j}, \quad t \in \mathbb{Z},
\]

where \( \{W_t\} \) is an arbitrary sequence of random variables which satisfies many weak assumptions (see Theorem 2.1). Consider the process \( \{X_t | t \in \mathbb{Z}\} \) which satisfies the following system

\[
\Phi(B)X_t = \Theta(B)Z_t,
\]

where \( \{Z_t\} \) is an arbitrary sequence, \( \Phi(B) = 1-\phi_1 B^1-\cdots-\phi_p B^p \), \( \Theta(B) = 1+\theta_1 B^1+\cdots+\theta_q B^q \), \( p, q \in \mathbb{N} \) and \( B \) is a backward shift operator. Obviously, two processes \( \{\Phi(B)X_t\} \) and \( \{\Theta(B)Z_t\} \) satisfy (1).

Section 2 is devoted to the construction of Hilbert spaces based on linear processes of the form (1). In Section 3, we explain the prediction method. Finally, in Section 4, we explain the application of the new prediction method for a financial time series which a non-causal ARMA(2,0) is an appropriate model for that.

## 2 Hilbert space generated by a linear process

In this section, under mild conditions we present a Hilbert space such that it contains the linear process of the form (1).

We can rewrite the linear process of the form (1) as

\[
X_t = \sum_{j=-\infty}^{+\infty} c_{t+j} W_{-j}.
\]
In the sequel, we consider sequence of random variables \( \{W_t\} \) such that for every sequence \( \{a_j\} \subset \mathbb{C} \),
\[
\sum_{j=-\infty}^{+\infty} a_{t+j}W_{-j} = 0 \text{ if and only if } a_j = 0, \text{ for every } j \in \mathbb{Z}.
\] (3)

Also, we consider linear processes of the form (2) such that
\[
\sum_{j=-\infty}^{+\infty} |c_j|^2 < \infty \quad \text{and} \quad \sum_{j=-\infty}^{+\infty} |c_{t+j}W_{-j}| < \infty, \text{ a.s.}
\] (4)

**Theorem 2.1.** Let \( \{W_t\} \) be a sequence of random variables satisfying (3). Let
\[
A = \left\{ \sum_{j=-\infty}^{+\infty} c_{t+j}W_{-j} + \mu \middle| t \in \mathbb{Z}, \mu \in \mathbb{C}, \text{ and } \{c_j\} \text{ satisfies 4} \right\}.
\]
For every two elements \( X = \sum_{j=-\infty}^{+\infty} c_{t_1+j}W_{-j} + \mu_1 \) and \( Y = \sum_{j=-\infty}^{+\infty} d_{t_2+j}W_{-j} + \mu_2 \) in \( A \), we assign the following value to them,
\[
<X, Y>_A = \sum_{j=-\infty}^{+\infty} c_{t_1+j}d_{t_2+j} + \mu_1\bar{\mu}_2.
\]
Then, there is a Hilbert space (denoted by \( \bar{A} \)) containing \( A \) such that
\[
<X, Y>_A = <X, Y>_H,
\] (5)
for every \( X, Y \in A \).

**Proof.** It is obvious that \( A \) is a vector space with field \( \mathbb{C} \). It is enough we show that \( A \) is an inner product space. Condition (3) ensures that the function \( <.,.>_A \) is well defined and \( <.,.>_A \) satisfies properties of the inner product. Therefore, \( A \) is an inner product space. Now, the completion of \( A \) is a Hilbert space satisfying (5). \( \square \)

**Definition 2.2.** We call the space \( \bar{A} \), the Hilbert space generated by the process \( \{W_t\} \).

**Remark 2.3.** If \( \{W_t\} \) is an i.i.d. sequence of random variables such that \( \text{Var}(W_t) < +\infty \) and \( E(W_t) = 0 \), for every \( t \in \mathbb{Z} \) then \( \bar{A} \) is a subset of the Hilbert space \( H \) generated from all finite variance random variables. In this case, we have
\[
<X, Y>_H = \text{Var}(W_1) <X, Y>_A,
\]
for every \( X, Y \in A \).
Remark 2.4. The inner product of the space $A$ is not necessary based on distribution function. For example, even if the distributions $W_1$ and $W_2$ in $A$ are different, it is possible to have \[ ||W_1||_A = ||W_2||_A, \] where \[ ||.||_A = (\langle ., . \rangle_A)^{1/2}. \] Conversely, consider two non-zero random variables $W_1$ and $aW_2$ in $A$ such that they have same distribution for $a \neq 1$. However, it is possible to have \[ ||W_1||_A \neq ||aW_2||_A. \]

Example 2.5. Assume that the process \{\textit{X}_t\} satisfies the system

\[
\textit{X}_t = \sum_{j=\infty}^{\infty} c_j \textit{W}_{t-j}, \quad t \in \mathbb{Z},
\]

where \{\textit{C}_j\} and \{\textit{W}_j\} satisfy (3) and (4). From Theorem (2.1), the process \{\textit{W}_j\} takes its values in the space $A$. On the other hand, by assuming that \{\textit{X}_t\} satisfies (3), the process \{\textit{X}_t\} takes its values in the following space

\[
A_1 = \left\{ \sum_{j=\infty}^{\infty} d_{t+j} \textit{X}_{t-j} \mid t \in \mathbb{Z}, \{d_j\} \subset \mathbb{C}, \text{ and } \{d_j\} \text{ satisfies 4} \right\}.
\]

Two functions \[ ||.||_A \] and \[ ||.||_{A_1} \] are not necessary equal. This result follows from the fact that the introduced inner product is not based on distribution function.

By a similar argument as in the proof of Theorem 2.1, we can generalize the space $A$ to a larger space such that sum of linear processes takes its values in a Hilbert space.

Theorem 2.6. Let the following two sets

\[
\left\{ \{\textit{W}_t^\nu \mid t \in \mathbb{Z}\}, \nu = 1, \ldots, I \right\} \text{ and } \left\{ \{\textit{C}_t^\nu \mid t \in \mathbb{Z}\}, \nu = 1, \ldots, I \right\}
\]

satisfy

\[
\sum_{\nu=1}^{I} \sum_{j=\infty}^{\infty} c_j^\nu \textit{W}_{t-j} = 0 \text{ if and only if } c_j^\nu = 0, \text{ for all } j \in \mathbb{Z} \text{ and } \nu = 1, \ldots, I,
\]

where $I \in \mathbb{N}$. Moreover, assume that

\[
\sum_{j=\infty}^{\infty} |c_j^\nu|^2 < \infty \text{ and } \sum_{j=\infty}^{\infty} c_j^\nu \textit{W}_{t-j} < \infty, \text{ a.s.}
\]
3 Prediction method

In the previous section, under conditions (3) and (4) we showed that every linear process \( \{X_t\} \) in the form of (2) takes its values in a Hilbert space. Therefore, using the projection theorem (see Brockwell and Davis (1991) chapter 2), one can find the best linear prediction of \( X_{n+h} \) in terms of some past values \( X_1, \ldots, X_n \). In other words, using the projection theorem, we can find the coefficient vector \( \mathbf{a}_n = (a_{1n}, \ldots, a_{nn})' \) such that

\[
\left\| \sum_{i=1}^{n} a_{in}X_{n+1-i} - X_{n+h} \right\|_\bar{A} = \inf_{K \in \text{span}\{X_1, \ldots, X_n\}} \left\| K - X_{n+h} \right\|_\bar{A},
\]

where \( \bar{A} \) is the Hilbert space generated by the linear process \( \{W_t\} \). The coefficient vector \( \mathbf{a}_n \) satisfies the following equations

\[
< \sum_{i=1}^{n} a_{in}X_{n+1-i} - X_{n+h}, X_{n+1-j} >_{\bar{A}} = 0, \quad j = 1, \ldots, n.
\]  

(8)
3 PREDICTION METHOD

Set $\gamma(h) := \langle X_0, X_h \rangle_X$, $h \in \mathbb{Z}$. Then, equations (8) can be rewritten as

$$\Gamma_n a_n = \gamma_n,$$  \hspace{1cm} (9)

where

$$\Gamma_n = [\gamma(i - j)]_{i,j=1,...,n}$$

and $\gamma_n = (\gamma(h), \ldots, \gamma(n+h-1))'$. If $\Gamma_n$ is non-singular then we have the unique solution,

$$a_n = \Gamma_n^{-1} \gamma_n.$$

Remark 3.1. Similarly to Proposition 5.1.1 in Brockwell and Davis (1991), it can be shown that if $\gamma(0) > 0$ and $\gamma(h) \to 0$, as $h \to +\infty$ then $\Gamma_n$ is non-singular. For the linear process $\{X_t\}$ of the form (2) with conditions (3) and (4) we have $\gamma(h) \to 0$, as $h \to +\infty$. Therefore, $\Gamma_n$ in (9) is non-singular.

3.1 Prediction method for a class of linear processes with infinite variance

Consider the real valued process $\{X_t = \sum_{j=-\infty}^{+\infty} c_j W_{t-j} \mid t \in \mathbb{Z}\}$, with conditions (3) and (4) and $\{W_t\}$ is an i.i.d. sequence of random variables such that

$$P(|W_t| > x) = x^{-\alpha} L(x), \quad P(W_t > x) \to p \quad \text{and} \quad P(W_t < -x) \to q,$$  \hspace{1cm} (10)

as $x \to +\infty$, where $L(.)$ is a slowly varying function at infinity, $\alpha \in (0, 2)$, $p \in [0, 1]$ and $q = 1 - p$. In the sequel, for the process $\{X_t\}$ we describe a reasonable method for estimating the coefficient vector $a_n$ in (9). Assume that

$$\rho(h) = \sum_{k=-\infty}^{+\infty} c_k c_{k+h} \quad \text{and} \quad \hat{\rho}_n(h) = \frac{\sum_{t=1}^{n} X_t X_{t+h}}{\sum_{t=1}^{n} X_t^2}, \quad h \in \mathbb{Z}.$$

In Davis and Resnick (1985) it is shown that

$$(\hat{\rho}_n(1), \ldots, \hat{\rho}_n(H)) \to_p (\rho(1), \ldots, \rho(H)), \quad H > 0$$  \hspace{1cm} (11)
as \( n \to +\infty \). The notation “\( \to \mathbb{P} \)” denotes convergence in probability. By dividing two sides (9) on \( \sum_{k=-\infty}^{+\infty} |c_k|^2 \) we obtain

\[
\Gamma^*_n a_n = \gamma^*_n,
\]

(12)

where

\[
\Gamma^*_n = \left[ \rho(i-j) \right]_{i,j=1,\ldots,n} \text{ and } \gamma^*_n = (\rho(h), \ldots, \rho(n+h-1))'.
\]

Using (11), we can estimate \( \Gamma^*_n \) and \( \gamma^*_n \). We summarize the obtained results in the following lemma. In this lemma a reasonable estimator for \( a_n \) is presented.

**Lemma 3.2.** Let \( X_1, \ldots, X_N \) be a path of length \( N \) from the linear process \( \{X_t = \sum_{j=-\infty}^{+\infty} c_j W_{t-j}\} \) with conditions (3) and (4) and \( \{W_t\} \) is an i.i.d. sequence of random variables satisfying (10). Let

\[
\hat{\Gamma}^*_{n,N} = \left[ \hat{\rho}_N(|i-j|) \right]_{i,j=1,\ldots,n},
\]

be non-singular and \( \hat{\gamma}^*_{n,N} = (\hat{\rho}_N(h), \ldots, \hat{\rho}_N(n+h-1))' \). Let \( \hat{a}_{n,N} = \hat{\Gamma}^{-1}_{n,N} \hat{\gamma}^*_{n,N} \). Then, \( \hat{a}_{n,N} \to \mathbb{P} a_n \), as \( N \to +\infty \).

4 Application in finance

In this section, we utilize the new prediction method for predicting a set of financial data.

Andrews et al. (2009) showed that the natural logarithms of the volumes of Wal-Mart stock traded daily on the New York Stock Exchange between December 1, 2003 and December 31, 2004, can be fitted by the following non-causal ARMA(2,0) process

\[
X_t + 2.0766X_{t-1} - 2.0772X_{t-2} = Z_t,
\]

where \( \{Z_t\} \) is an i.i.d. sequence of \( \alpha \)-stable random variables with \( \alpha = 1.8335 \). As we know, there is not any model base method for predicting this process. For the values \( \{x_t\}_{t=1}^{274} \) we found \( \sum_{t=1}^{274} x_t/274 = 16.08896 \). Our aim is to predict \( X_{n+1} \) in terms of some past values. Firstly, we find the best linear prediction for the process \( \{X_t^* = X_t - 16.08896 | t \in \mathbb{Z}\} \). Then, we consider \( \hat{X}_{n+1}^* + 16.08896 \) as a predictor of \( X_{n+1} \).
We have $X_t^* + 2.0766X_{t-1}^* - 2.0772X_{t-2}^* = Z_t^*$, where $Z_t^* = Z_t - 16.07931$. We can rewrite $X_t^*$ as $X_t^* = Z_t^* - 2.0766X_{t-1}^* + 2.0772X_{t-2}^*$. Using the introduced space in Theorem 2.6, the values of the process $\{Z_t^* - 2.0766X_{t-1}^* + 2.0772X_{t-2}^* \mid t \in \mathbb{Z}\}$ are in a Hilbert space. Therefore, for the process $\{X_t^*\}$ we have

$$
\gamma(h) = \begin{cases} 
1 + 2.0766^2 + 2.0772^2 & h = 0 \\
-2.0766 \times 2.0772 & h = 1 \\
0 & \text{otherwise}
\end{cases}.
$$

Figure 1 shows the value of $X_{n+1}$ and its prediction in terms of 20 past values, for $n = 20, \ldots, 273$. We calculated the mean square error of prediction and true values:

$$
\frac{1}{253} \sum_{n=21}^{273} (\hat{x}_{n+1} - x_{n+1})^2 = 0.2435914.
$$

The procedure described in this section can be used for predicting of causal and non-causal ARMA processes.
Figure 1: Dotted line displays the natural logarithms of the volumes of Wal-Mart stock traded daily on the New York Stock Exchange between December 21, 2003 and December 31, 2004. Smooth line displays the predicted values for $X_{n+1}$ in terms of 20 past values, where $n = 20, \ldots, 273$. 
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Abstract

The construction of Boehmians is similar to the construction of field of quotients and in some cases, it just gives the field of quotients. Strong Boehmians are introduced as a subclass of generalized functions to generalize distributions [4]. In this article, we continue the analysis obtained in [20] and [21]. We discuss the Fresnel transform on a certain space of strong Boehmians. The Fresnel transform and its inverse are extended to a context of Boehmians and are well-defined, linear, analytic and one-to-one mappings. New convergence is also defined.
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1 INTRODUCTION

In wave optics theory, the generalized Fresnel transform is frequently used to describe beam propagation in paraxial approximation and Fresnel diffraction of light. The generalized Fresnel transform (the diffraction Fresnel transform) of an arbitrary function $f(x)$ is defined as [16,9]

$$
F_d f(\tau) = \int_{\mathbb{R}} E(\alpha_1, \gamma_1, \gamma_2, \alpha_2; x, \tau) f(x) \, dx.
$$

where

$$
E(\alpha_1, \gamma_1, \gamma_2, \alpha_2; x, \tau) := \frac{1}{\sqrt{2\pi i \gamma_1}} \exp\left(\frac{i}{2\gamma_1} (\alpha_1 x^2 - 2x\tau + \alpha_2 \tau^2)\right)
$$

is the transform kernel parameterized by a real matrix $M$ being restricted by $\alpha_1 \alpha_2 - \gamma_1 \gamma_2 = 1$. Since diffraction Fresnel transforms are related to a wide class of optical transforms; their various properties and applications have brought great interests for physicists recently. In this article, we pay attention to a particular case of the diffraction Fresnel transform, namely, the fresnel transform $\alpha_1 = \alpha_2$. The reason we choose this simplified form of the diffraction Fresnel transform "Fresnel transform” lies in two aspects: the first is that the Fresnel transform can be analyzed more conveniently which provide a favourable performance; the second reason is related
to the complexity of finding a strong Boehmian space that can handle the diffraction Fresnel transform entangled with four parameters.

However, our results are new even for usual Boehmian spaces. We consider certain space of Boehmians named as "strong Boehmian space" for the distributional Fresnel transform. Enlightened by this space, the extended Fresnel transform is shown to constitute a usual Boehmian. Further properties are also discussed.

We spread the paper into five sections: The Fresnel transform is reviewed in Section 1. Section 2 presents a general construction of usual Boehmian spaces. The strong Boehmian space is obtained in Section 3. The image space of Boehmians is described in Section 4. Properties of the extended Fresnel transform and its inverse are discussed in Section 5.

By considering the case, $\alpha_1 = \alpha_2$, the reduction of Equ.(1) is the so-called Fresnel transform whose integral equation given by [8, p.p.207]

$$Tf(\tau) := F(\tau) := \int_{\mathbb{R}} f(x) \exp i (\tau - x)^2 \, dx,$$

where $f(x)$ is a single valued function over $\mathbb{R}$. Let $E'(\mathbb{R})$ be the dual space of $E(\mathbb{R})$ of all infinitely smooth complex-valued functions $\phi(x)$, over $\mathbb{R}$ (the set of real numbers), such that

$$\gamma_k(\phi) = \sup_{x \in \mathbb{R}} |D_k^x \phi(x)| < \infty,$$

where $k \in \mathbb{N} (k = 0, 1, 2, ...)$ and $K$ run through compact subsets of $\mathbb{R}$. Elements of $E' (\mathbb{R})$ are called distributions of compact support. The topology of $E(\mathbb{R})$ is generated by the sequence $(\gamma_k(\phi))_{k \geq 0}^\infty$ of multinorms which makes $E(\mathbb{R})$ locally convex Hausdorff topological vector space, $D(\mathbb{R}) \subset E(\mathbb{R}), D(\mathbb{R})$ is the test function space of compact support. The topology of $D(\mathbb{R})$ is, therefore, stronger than that induced on $D(\mathbb{R})$ by $E'(\mathbb{R})$, and the restriction of any element of $E(\mathbb{R})$ to $D(\mathbb{R})$ is in $D'(\mathbb{R})$; the dual space of Schwartz distributions.

The classical theory of the Fresnel transform is extended to distributions in $E'(\mathbb{R})$ by the formula

$$Tf(\tau) := F(\tau) \Delta \left\langle f(x), \exp i (\tau - x)^2 \right\rangle,$$

where $\tau \in \mathbb{R}$ is arbitrary but fixed.

We state without proof the following theorem.

**Theorem 1.1 (Analyticity of $T$).** Let $f \in E'(\mathbb{R})$, then $T$ is differentiable and

$$D_k^x Tf(\tau) = \left\langle f(x), D_k^x \exp i (\tau - x)^2 \right\rangle,$$

for every nonnegative integer $k$.

**Theorem 1.2.** The mapping $T$ is linear and one-one. 

Proof is straightforward.
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**Definition 1.3.** Let \( f \) and \( g \in E' (\mathbb{R}) \). The generalized convolution product \( \lambda \) of \( f \) and \( g \) is defined as

\[
\langle (f \lambda g) (x), \phi (x) \rangle = \langle f (x), \langle g (\tau), \phi (x + \tau) \rangle \rangle,
\]

for every \( \phi \in E (\mathbb{R}) \).

**Theorem 1.4.** For every \( f \in E' (\mathbb{R}) \), \( \psi (x) = \langle f (\tau), \phi (x + \tau) \rangle \) is infinitely smooth and satisfies the relation

\[
D^k_x \psi (x) = \left\langle f (\tau), D^k_x \phi (x + \tau) \right\rangle,
\]

for all \( k \in \mathbb{N} \).

**Proof** (see [16] for more details).

## 2 THE STRONG SPACE OF BOEHMIANS \( B_\tau \)

Let \( \mathbb{Y} = \mathbb{N} \times \mathbb{R}, \mathbb{R} = (-\infty, \infty) \), then \( f (n, x) \in E (\mathbb{Y}) \) if and only if \( f (n, x) \) is infinitely smooth and

\[
\gamma_k (f (n, x)) = \sup_{x \in K} D^k_x f (n, x) < \infty, \tag{5}
\]

for every \( k \in \mathbb{N}, K \) being compact subset of \( \mathbb{R} \).

Let \( f (n, x) \in E (\mathbb{Y}) \) and \( \omega \in D (\mathbb{R}) \). The usual convolution product of \( f (n, x) \) and \( \omega \) with respect to \( x \) is given by

\[
(f \ast \omega) (n, x) = \int_{\mathbb{R}} f (n, y) \omega (x - y) \, dy, \tag{6}
\]

\( n \in \mathbb{N} \).

Let \( E (\mathbb{R}) (\subset D (\mathbb{R})) \) be the set of all test functions \( \omega \) such that

\[
\int_{\mathbb{R}} \omega (x) \, dx = 1.
\]

The pair \((f, \omega)\), or \( \frac{f (n, x)}{\omega} \), is said to be a quotient of functions if and only if

\[
f (n, x) \ast d_m \omega (x) = f (m, x) \ast d_n \omega (x),
\]

\( n, m \in \mathbb{N} \) and \( d_r \omega (x) = r \omega (rx) \).

Two quotients of functions are equivalent, \( \frac{f (n, x)}{\omega} \sim \frac{g (m, x)}{\psi} \), if and only if

\[
f (n, x) \ast d_m \psi (x) = g (m, x) \ast d_n \omega (x). \tag{7}
\]

Let \( Q = \left\{ \frac{f (n, x)}{\omega} : f (n, x) \in E (\mathbb{Y}), \omega \in E (\mathbb{R}) \right\} \), then the equivalence class \( \left[ \frac{f (n, x)}{\omega} \right] \) containing \( \frac{f (n, x)}{\omega} \) is said to be a strong Boehmian. The space of all such Boehmians is denoted by \( B_\tau \).
Addition, scalar multiplication, differentiation and convolution in $B_\tau$ are defined by
\begin{align*}
\left[ \frac{f(n,x)}{\omega} \right] + \left[ \frac{g(m,x)}{\psi} \right] &= \left[ \frac{f(n,x) \land \psi + g(m,x) \land \omega}{\omega \land \psi} \right]; \\
k \left[ \frac{f(n,x)}{\omega} \right] &= \left[ \frac{kf(n,x)}{\omega} \right]; \\
D^k_x \left[ \frac{f(n,x)}{\omega} \right] &= \left[ \frac{D^k_x f(n,x)}{\omega} \right]
\end{align*}
and
\begin{align*}
\left[ \frac{f(n,x)}{\omega} \right] \land \psi &= \left[ \frac{f(n,x) \land \psi}{\omega} \right],
\end{align*}
respectively.

$E$ convergence $\beta_v \xrightarrow{E} \beta$ in $B_\tau$ if for some $f_v(n,x), f(n,x) \in E'(Y)$ such that $\beta_v = \left[ \frac{f_v(n,x)}{\omega} \right], \beta = \left[ \frac{f(n,x)}{\omega} \right]$ we have $f_v(n,x) \rightarrow f(n,x)$ as $\nu \rightarrow \infty$ in $E'(Y)$.

**Theorem 2.1.** The mapping $f(n,x) \rightarrow \left[ \frac{f(n,x) \land d_n \omega}{\omega} \right]$ is continuous and imbedding from $E'(Y) \rightarrow B_\tau$.

Proof see [7, Theorem 3.1] for detailed proof.

### 3 STRUCTURE OF USUAL BOEHMIANS

One of most youngest generalizations of functions, and more particularly of distributions, is the theory of Boehmians. The idea of construction of Boehmians was initiated by the concept of regular operators introduced by Boehme [6]. Regular operators form a subalgebra of the field of Mikusinski operators and they include only such functions whose support is bounded from the left. In a concrete case, the space of Boehmians contains all regular operators, all distributions and some objects which are neither operators nor distributions.

The construction of Boehmians is similar to the construction of the field of quotients and in some cases, it gives just the field of quotients. On the other hand, the construction is possible where there are zero divisors, such as space $C$ (the space of continuous functions) with the operations of pointwise additions and convolution.

Let $G$ be a linear space and $S$ be a subspace of $G$. We assume to each pair of elements $f \in G$ and $\omega \in S$, is assigned the product $f \ast g$ such that the following conditions are satisfied:

1. If $\omega, \psi \in S$, then $\omega \ast \psi \in S$ and $\omega \ast \psi = \psi \ast \omega$.
2. If $f \in G$ and $\omega, \psi \in S$, then $(f \ast \omega) \ast \psi = f \ast (\omega \ast \psi)$.
3. If $f, g \in G, \omega \in S$ and $\lambda \in \mathbb{R}$, then
\begin{align*}
(f + g) \ast \omega &= f \ast \omega + g \ast \omega \\
\lambda (f \ast \omega) &= (\lambda f) \ast \omega.
\end{align*}

Let $\Delta$ be a family of sequences from $S$, such that:
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\[ \Delta_1 \text{ If } f, g \in \mathcal{G}, (\delta_n) \in \Delta \text{ and } f * \delta_n = g * \delta_n \text{ (}n = 1, 2, \ldots\text{), then } f = g, \forall n. \]

\[ \Delta_2 \text{ If } (\omega_n), (\delta_n) \in \Delta, \text{ then } (\omega_n * \psi_n) \in \Delta. \]

Elements of \( \Delta \) will be called delta sequences. Consider the class \( \mathcal{A} \) of pair of sequences defined by

\[ \mathcal{A} = \{ ((f_n), (\omega_n)) : (f_n) \subseteq \mathcal{G}^\mathbb{N}, (\omega_n) \in \Delta \}, \]

for each \( n \in \mathbb{N} \).

An element \( ((f_n), (\omega_n)) \in \mathcal{A} \) is called a quotient of sequences, denoted by \( \left[ \frac{f_n}{\omega_n} \right] \)

if \( f_n * \omega_m = f_m * \omega_n, \forall n, m \in \mathbb{N} \).

Two quotients of sequences \( \frac{f_n}{\omega_n} \) and \( \frac{g_n}{\psi_n} \) are said to be equivalent, \( \frac{f_n}{\omega_n} \sim \frac{g_n}{\psi_n} \), if

\( f_n * \psi_m = g_m * \omega_n, \forall n, m \in \mathbb{N} \).

The relation \( \sim \) is an equivalent relation on \( \mathcal{A} \) and hence, splits \( \mathcal{A} \) into equivalence classes. The equivalence class containing \( \frac{f_n}{\omega_n} \) is denoted by \( \left[ \frac{f_n}{\omega_n} \right] \). These equivalence classes are called \textit{Boehmians}; or \textit{usual Boehmians}; and the space of all Boehmians is denoted by \( \mathcal{B} \).

The sum of two Boehmians and multiplication by a scalar can be defined in a natural way \( \left[ \frac{f_n}{\omega_n} \right] + \left[ \frac{g_n}{\psi_n} \right] = \left[ \frac{f_n * \psi_n + g_n * \omega_n}{\omega_n * \psi_n} \right] \) and \( \alpha \left[ \frac{f_n}{\omega_n} \right] = \left[ \frac{\alpha f_n}{\omega_n} \right], \alpha \in \mathbb{C}, \text{ space of complex numbers.} \)

The operation \( * \) and the differentiation are defined by \( \left[ \frac{f_n}{\omega_n} \right] * \left[ \frac{g_n}{\psi_n} \right] = \left[ \frac{f_n * g_n}{\omega_n * \psi_n} \right] \)

and \( \mathcal{D}^\alpha \left[ \frac{f_n}{\omega_n} \right] = \left[ \mathcal{D}^\alpha f_n \right] \).

Many a time, \( \mathcal{G} \) is equipped with a notion of convergence. The relationship between the notion of convergence and \( * \) are given by:

(4) If \( f_n \to f \) as \( n \to \infty \) in \( \mathcal{G} \) and, \( \omega \in \mathcal{S} \) is any fixed element, then

\[ f_n * \omega \to f * \omega \text{ in } \mathcal{G} \text{ (as } n \to \infty) \).

(5) If \( f_n \to f \) as \( n \to \infty \) in \( \mathcal{G} \) and \( (\omega_n) \in \Delta \), then

\[ f_n * \omega_n \to f \text{ in } \mathcal{G} \text{ (as } n \to \infty) \).

The operation \( * \) can be extended to \( \mathcal{B} \times \mathcal{S} \) by : If \( \left[ \frac{f_n}{\omega_n} \right] \in \mathcal{B} \) and \( \omega \in \mathcal{S} \), then

\[ \left[ \frac{f_n}{\omega_n} \right] * \omega = \left[ \frac{f_n * \omega}{\omega_n} \right]. \]

In \( \mathcal{B} \), two types of convergence, \( \delta \) convergence and \( \Delta \) convergence, are defined as follows:

\[ \delta \text{ convergence: A sequence of Boehmians } (\beta_n) \text{ in } \mathcal{B} \text{ is said to be } \delta \text{ convergent to a Boehmian } \beta \text{ in } \mathcal{B}, \text{ denoted by } \beta_n \overset{\delta}{\to} \beta, \text{ if there exists a delta sequence } (\omega_n) \text{ such that} \]

\[ (\beta_n * \omega_n), (\beta * \omega_n) \in \mathcal{G}, \forall k, n \in \mathbb{N}, \]
The following is equivalent for the statement of convergence:

**Theorem 3.1.** \( \beta_n \xrightarrow{\delta} \beta \) \((n \to \infty)\) in \( B \) if and only if there is \( f_{n,k}, f_k \in G \) and \((\omega_k) \in \Delta \) such that \( \beta_n = \left[ \frac{f_{n,k}}{\omega_k} \right], \beta = \left[ \frac{f_k}{\omega_k} \right] \) and for each \( k \in \mathbb{N} \), \( f_{n,k} \to f_k \) as \( n \to \infty \) in \( G \).

**\( \Delta \) convergence:** A sequence of Boehmians \( (\beta_n) \) in \( B \) is said to be \( \Delta \) convergent to a Boehmian \( \beta \) in \( B \), denoted by \( \beta_n \xrightarrow{\Delta} \beta \), if there exists a \( (\omega_n) \in \Delta \) such that \((\beta_n - \beta) \ast \omega_n \in G, \forall n \in \mathbb{N} \), and \((\beta_n - \beta) \ast \omega_n \to 0 \) as \( n \to \infty \) in \( G \). See; \([1 - 7, 15 - 17, 19]\), for further investigation.

## 4 THE IMAGE SPACE OF BOEHMIANS

The function \( \ell (n, \tau) \) is a member in \( L (Y), Y = \mathbb{N} \times \mathbb{R} \), if there is \( f (n, x) \in E' (Y) \) such that \( \ell (n, \tau) := (T f) (n, \tau) := F (n, \tau) \).

A sequence \((\ell_v (n, \tau))\)\(_{v=1}^{\infty} \to \ell (n, \tau)\) as \( v \to \infty \), in \( L (Y) \), if and only if there are \( f_v (n, x), f (n, x) \) in \( E' (Y) \), such that

\[
\ell_v (n, x) \to f (n, x) \quad \text{as} \quad v \to \infty,
\]

where, \( \ell_v (n, \tau) = (T f_v) (n, \tau), \ell (n, \tau) = (T f) (n, \tau) \).

To \( L (Y) \) and \( E (\mathbb{R}) \), the usual convolution product \( \gamma \) is interpreted to mean

\[
(\ell \gamma \omega) (n, y) = \int_{\mathbb{R}} \ell (n, \tau - y) d_m \omega (y) dy, \quad n, m \in \mathbb{N},
\]

where \( \ell = T f, \omega \in E (\mathbb{R}) \).

Let

\[
\bar{E} (\mathbb{R}) = \{ (d_n \omega) : \omega \in E (\mathbb{R}), \text{supp} \, d_n \omega \to 0 \quad \text{as} \quad n \to \infty \}
\]

then \( \bar{E} (\mathbb{R}) \) is a family of delta sequences.

Following results constitute the space \( B \left( L, (E, \lambda), \bar{E}, \gamma \right) \) of general Boehmians.

**Lemma 4.1.** Let \( f \in E' (Y) \) and \( \omega \in E (\mathbb{R}) \), then the following holds

\[
T (f (n, x) \lambda d_m \omega (x)) (n, \tau) = (\ell \gamma \omega) (n, \tau),
\]

where \( \ell = T f \).

**Proof.** Let \( f \in E' (Y) \) and \( \omega \in E (\mathbb{R}) \), then by using Equ.(4) we get

\[
T (f (n, x) \lambda d_m \omega) (n, \tau) = \left( (f (n, x) \lambda d_m \omega) (x), \exp i \left( \tau - x \right)^2 \right).
\]
Definition 1.3 implies
\[ T \left( f (n, x) \wedge d_m \omega \right) (n, \tau) = \left\langle f (n, x), \left\langle d_m \omega (y), \exp i (\tau - (x + y))^2 \right\rangle \right\rangle \]
\[ = \left\langle f (n, x), \left\langle d_m \omega (y), \exp i ((\tau - y) - x)^2 \right\rangle \right\rangle . \]
That is,
\[ T \left( f (n, x) \wedge d_m \omega \right) (n, \tau) = \int \left\langle f (n, x), \exp i ((\tau - y) - x)^2 \right\rangle d_m \omega (y) dy. \]

Equ.(8) gives
\[ T \left( f (n, x) \wedge d_m \omega \right) (n, \tau) = \int \ell (n, \tau - y) d_m \omega (y) dy = (\ell (n, \tau) \gamma \omega) (n, \tau) , \]
where \( \ell = Tf. \)

This completes the proof of the lemma.

**Lemma 4.2.** Let \( \ell \in \mathcal{L} (Y) \) and \( \omega \in E (R) \), then \( \ell \gamma \omega \in \mathcal{L} (Y) \).

**Proof.** Let \( f (n, x) \in E' (Y) \) be such that \( \ell (n, \tau) = Tf (n, \tau) \). From Lemma 4.1. we see that
\[ (\ell \gamma \omega) (n, \tau) = T \left( f (n, x) \wedge d_m \omega \right) (n, \tau) , \]
\( m, n \in \mathbb{N} \). The fact that \( \omega \in E (R) \) implies \( (d_m \omega) \in E (R) \), by [7, p.p.886,(2.4)].

Hence,
\[ f (n, x) \wedge d_m \omega \in E' (Y) . \]

Thus, \( \ell \gamma \omega \in \mathcal{L} (Y) \).

This completes the proof of the lemma.

**Lemma 4.3.** Let \( \ell (n, \tau) \in \mathcal{L} (Y) , \omega, \psi \in E (R) \), then \( \ell \gamma (\omega \wedge \psi) = (\ell \gamma \omega) \wedge \psi \).

**Proof.** The hypothesis of the lemma and Liebniz Theorem yield
\[ (\ell \gamma (\omega \wedge \psi)) (n, \tau) = \int \ell (n, \tau - y) d_m (\omega \wedge \psi) (y) dy \]
\[ = \int \left( \int \ell (n, \tau - y) m\omega (my - t) dy \right) \psi (t) dt. \]

The substitution \( my - t = x \) implies
\[ (\ell \gamma (\omega \wedge \psi)) (n, \tau) = \int \left( \int \ell \left( n, \tau - \frac{t + x}{m} \right) m\omega (x) dx \right) \psi (t) dt. \]

The substitution \( x = mz \) implies
\[ (\ell \gamma (\omega \wedge \psi)) (n, \tau) = \int \left( \int \ell \left( n, \tau - z - \frac{t}{m} \right) d_m \omega (z) dz \right) m\psi (t) dt. \]
Once again, the substitution $t = mr$ together with Liebniz Theorem imply
\[
(\ell \gamma (\omega \wedge \psi)) (n, \tau) = \int_R \left( \int_R \ell (n, \tau - z - r) \, d_m \omega (z) \, dz \right) \, d_m \psi (r) \, dr
\]
Hence, by Equ.(8), we get that
\[
(\ell \gamma (\omega \wedge \psi)) (n, \tau) = \int_R (\ell \gamma \omega) (\tau - r) \, d_m \psi (r) \, dr = ((\ell \gamma \omega) \wedge \psi) (n, \tau)
\]
The lemma is therefore completely proved.

**Lemma 4.4.** Let $\ell_1, \ell_2 \in \mathcal{L} (Y), \omega \in E^c (R)$, then
\[
(i) \ (\ell_1 + \ell_2) \gamma \omega = \ell_1 \gamma \omega + \ell_2 \gamma \omega;
\]
\[
(ii) \ k (\ell_1 \gamma \omega) = (k \ell_1) \gamma \omega = \ell_1 \gamma (k \omega).
\]

**Proof** is straightforward from properties of integral operators.

**Lemma 4.5.** Let $\ell_1, \ell_2 \in \mathcal{L} (Y), (d_v \omega) \in E^c (R)$ and $\ell_1 \gamma \omega = \ell_2 \gamma \omega$, then $\ell_1 = \ell_2$ in $\mathcal{L} (Y)$.

**Proof.** For every $\ell_1 (n, \tau), \ell_2 (m, \tau) \in \mathcal{L} (Y)$, there are the corresponding distributions $f_1 (n, x), f_2 (m, x) \in E^c (Y)$ such that $\ell_1 = T f_1$ and $\ell_2 = T f_2$. Hence, the hypothesis of the lemma and linearity of the distributional Fresnel transform, imply $T (f_1 (n, x) - f_2 (m, x)) \gamma \omega = 0, \forall n, m \in N$. Therefore $\mathcal{T} (f_1 (n, x) - f_2 (m, x)) = 0, n, m \in N, x \in R$, in $\mathcal{L} (Y)$. Thus $\ell_1 (n, \tau) = \ell_2 (m, \tau)$ in $\mathcal{L} (Y), \forall n, m \in N, \tau \in R$.

Hence the lemma.

**Lemma 4.6.** Let $\ell_v \rightarrow \ell$ in $\mathcal{L} (Y)$ as $v \rightarrow \infty$ and $\omega \in E (R)$, then $\ell_v \gamma \omega \rightarrow \ell \gamma \omega$ in $\mathcal{L} (Y)$ as $v \rightarrow \infty$.

**Proof** is a straightforward consequence from definitions.

**Lemma 4.7.** Let $\ell_v \rightarrow \ell$ in $\mathcal{L} (Y)$ as $v \rightarrow \infty$ and $(d_v \omega) \in E^c (R)$, then $\ell_v \gamma \omega \rightarrow \ell$ as $v \rightarrow \infty$.

**Proof.** We have $\ell_v (n, \tau) \gamma \omega - \ell (n, \tau) = T f_v (n, \tau) \gamma \omega - T f (n, \tau), \forall f_v (n, x), f (n, x) \in E^c (R)$. Hence, Lemma 4.1. implies
\[
\ell_v (n, \tau) \gamma \omega - \ell (n, \tau) = T (f_v (n, x) \wedge d_r \omega) (n, \tau) - T f (n, \tau), \forall r \in N.
\]
Once again, linearity of $T$ and the fact that $(d_r \omega)$ is delta sequence yield
\[
\ell_v (n, \tau) \gamma \omega - \ell (n, \tau) = T (f_v (n, x) \wedge d_r \omega - f (n, x)) (n, \tau)
\]
\[
\rightarrow T (f_v (n, x) - f (n, x)) (n, \tau) \text{ as } r \rightarrow \infty.
\]
Hence
\[
\ell_v (n, \tau) \gamma \omega - \ell (n, \tau) \rightarrow 0 \text{ as } v \rightarrow \infty.
\]
The proof is therefore completed.
The Boehmian space $B \left( \mathcal{L}, (E, \lambda), \tilde{E}, \gamma \right)$ is thus constructed.

A typical element in $B \left( \mathcal{L}, (E, \lambda), \tilde{E}, \gamma \right)$ is denoted by

$$\left[ \frac{\ell(n, \tau)}{d_n \omega} \right].$$

Two Boehmians $\left[ \frac{\ell_1(n, \tau)}{d_n \omega} \right]$ and $\left[ \frac{\ell_2(m, \tau)}{d_m \psi} \right]$ are said to be equal in $B \left( \mathcal{L}, (E, \lambda), \tilde{E}, \gamma \right)$ if and only if

$$\ell_1(n, \tau) \gamma \psi = \ell_2(m, \tau) \gamma \omega. \quad (9)$$

In $B \left( \mathcal{L}, (E, \lambda), \tilde{E}, \gamma \right)$, we define, addition, scalar multiplication, differentiation and convolution between Boehmians by

$$\left[ \frac{\ell_1(n, \tau)}{d_n \omega} \right] + \left[ \frac{\ell_2(m, \tau)}{d_m \psi} \right] = \left[ \frac{\ell_1(n, \tau) \gamma \psi + \ell_2(m, \tau) \gamma \omega}{\omega \gamma \psi} \right];$$

$$k \left[ \frac{\ell(n, \tau)}{d_n \omega} \right] = \left[ \frac{k \ell(n, \tau)}{d_n \omega} \right];$$

and

$$\frac{\ell(n, \tau)}{d_n \omega} \gamma \psi = \left[ \frac{\ell(n, \tau) \gamma \psi}{d_n \omega} \right],$$

respectively.

**Definition 4.8.** (δ convergence): $\beta_v \xrightarrow{\delta} \beta$ in $B \left( \mathcal{L}, (E, \lambda), \tilde{E}, \gamma \right)$ is δ convergent if there exists a delta sequence $(d_n \omega) \in \tilde{E}(\mathbb{R})$ such that

$$(\beta_v \gamma \omega), (\beta \gamma \omega) \in \mathcal{L}, \forall v, n \in \mathbb{N},$$

and

$$(\beta_v \gamma \omega) \to (\beta \gamma \omega) \text{ as } v \to \infty, \text{ in } \mathcal{L}, \text{ for every } v \in \mathbb{N}.$$  

**Theorem 4.9.** $\beta_v \xrightarrow{\delta} \beta$ (v $\to \infty$) in $B \left( \mathcal{L}, (E, \lambda), \tilde{E}, \gamma \right)$ if and only if there are $\ell_v(n, \tau), \ell(n, \tau) \in \mathcal{L}$ and $(d_n \omega) \in \tilde{E}(\mathbb{R})$ such that $\beta_v = \left[ \frac{\ell_v(n, \tau)}{d_n \omega} \right]$, $\beta = \left[ \frac{\ell(n, \tau)}{d_n \omega} \right]$ and for each $v \in \mathbb{N}, \ell_v(n, \tau) \to \ell(n, \tau)$ as $v \to \infty$ in $\mathcal{L}$.

**Definition 4.10.** (Δ convergence): $(\beta_v) \xrightarrow{\Delta} \beta$ in $B \left( \mathcal{L}, (E, \lambda), \tilde{E}, \gamma \right)$ is Δ convergent, if there exists a $(d_n \omega) \in \tilde{E}(\mathbb{R})$ such that $(\beta_v - \beta) \gamma \omega \in \mathcal{L}, \forall v \in \mathbb{N}$, and $(\beta_v - \beta) \gamma \omega \to 0$ as $v \to \infty$ in $\mathcal{L}$.  

5 FRESNEL TRANSFORMS TO BOEHMIANS

This section is devoted for extending the Fresnel transform to Boehmians in $B$. Let $f(n;x) \in B$ then, the extended Fresnel transform of $f(n;x)$ is viewed as

$$\tilde{T} \left[ \frac{f(n,x)}{\omega} \right] = \left[ \frac{\ell(n,\tau)}{d_n\omega} \right] \in B \left( \mathcal{L}, (E, \lambda), \tilde{E}, \gamma \right),$$

where $\ell = Tf$.

**Theorem 5.1.** The mapping $\tilde{T} : B \rightarrow B \left( \mathcal{L}, (E, \lambda), \tilde{E}, \gamma \right)$ is well-defined.

**Proof.** Let $\left[ \frac{f(n,x)}{\omega} \right], \left[ \frac{g(m,x)}{\psi} \right] \in B$, then, using Equ.(7) yields

$$f(n,x) \lambda d_m \psi = g(m,x) \lambda d_n \omega.$$  \hfill (11)

Applying the Fresnel transform on both sides of Equ.(11), and applying Lemma 4.1. imply $\ell_1(n,\tau) \gamma \psi = \ell_2(m,\tau) \gamma \omega$ where, $\ell_1 = Tf, \ell_2 = Tg, f, g \in E' (\mathbb{R})$. Hence, from Equ.(9), we obtain

$$\left[ \frac{\ell_1(n,\tau)}{d_n\omega} \right] = \left[ \frac{\ell_2(m,\tau)}{d_m\psi} \right]$$

in the space $B \left( \mathcal{L}, (E, \lambda), \tilde{E}, \gamma \right)$.

The proof is completed.

**Theorem 5.2.** The mapping $\tilde{T} : B \rightarrow B \left( \mathcal{L}, (E, \lambda), \tilde{E}, \gamma \right)$ is linear.

**Proof** Let $\left[ \frac{f(n,x)}{\omega} \right], \left[ \frac{g(m,x)}{\psi} \right] \in B$, then

$$\left[ \frac{f(n,x)}{\omega} \right] + \left[ \frac{g(m,x)}{\psi} \right] = \left[ \frac{f(n,x) \lambda d_m \psi + g(m,x) \lambda d_n \omega}{\omega \lambda \psi} \right].$$  \hfill (12)

Employing the Fresnel transform for Equ.(12) yields

$$\tilde{T} \left( \left[ \frac{f(n,x)}{\omega} \right] + \left[ \frac{g(m,x)}{\psi} \right] \right) = \left[ \frac{\ell_1(n,\tau) \gamma \psi + \ell_2(m,\tau) \gamma \omega}{\omega \gamma \psi} \right] = \left[ \frac{\ell_1(n,\tau)}{d_n\omega} \right] + \left[ \frac{\ell_2(m,\tau)}{d_m\psi} \right].$$

By using Lemma 4.1., we get

$$\tilde{T} \left( \left[ \frac{f(n,x)}{\omega} \right] + \left[ \frac{g(m,x)}{\psi} \right] \right) = \tilde{T} \left( \left[ \frac{f(n,x)}{\omega} \right] \right) + \tilde{T} \left( \left[ \frac{g(n,x)}{\psi} \right] \right),$$

where $\ell_1 = Tf, \ell_2 = Tg.$
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Further, for each \( k \in \mathbb{R} \), we have

\[
k \tilde{T} \left( \frac{f(n, x)}{\omega} \right) = \tilde{T} \left( k \frac{f(n, x)}{\omega} \right) = \tilde{T} \left( k f(n, x) \right) = \left[ \frac{k \ell_1(n, \tau)}{d_n \omega} \right],
\]

\( \ell_1 = T f \).

Hence the theorem is proved.

**Theorem 5.3.** \( \tilde{T} : B_{\tau} \rightarrow B \left( \mathcal{L}, (E, \lambda), \tilde{E}, \gamma \right) \) is one-one mapping.

**Proof.** Let \( \left[ \frac{f(n, x)}{\omega} \right], \left[ \frac{g(m, x)}{\psi} \right] \in B_{\tau} \) be such that

\[
\tilde{T} \left[ \frac{f(n, x)}{\omega} \right] = \tilde{T} \left[ \frac{g(m, x)}{\psi} \right] \text{ in } B \left( \mathcal{L}, (E, \lambda), \tilde{E}, \gamma \right).
\]

Equ.(10) then yields

\[
\left[ \frac{\ell_1(n, \tau)}{d_n \omega} \right] = \left[ \frac{\ell_2(m, \tau)}{d_m \psi} \right],
\]

where \( \ell_1(n, \tau) = T f(n, x) \), \( \ell_2(m, \tau) = T g(m, x) \).

From Equ.(9) we get, \( \ell_1(n, \tau) \gamma \psi = \ell_2(m, \tau) \gamma \omega \). Applying Lemma 4.1. leads to

\[
f(n, x) \cdot d_m \psi = g(m, x) \cdot d_n \omega.
\]

Hence, upon considering Equ.(7), proof of our theorem is completed.

**Definition 5.4.** Let \( \left[ \frac{\ell(n, \tau)}{d_n \omega} \right] \in B \left( \mathcal{L}, (E, \lambda), \tilde{E}, \gamma \right) \), then we define its inverse Fresnel transform by

\[
\tilde{T}^{-1} \left( \left[ \frac{\ell(n, \tau)}{d_n \omega} \right] \right) = \left[ \frac{f(n, x)}{\omega} \right],
\]

where \( \ell = T f \).

**Theorem 5.5.** The mapping \( \tilde{T}^{-1} : B \left( \mathcal{L}, (E, \lambda), \tilde{E}, \gamma \right) \rightarrow B_{\tau} \) is well defined.

**Proof.** Let \( \left[ \frac{\ell_1(n, \tau)}{d_n \omega} \right], \left[ \frac{\ell_2(m, \tau)}{d_m \psi} \right] \in B \left( \mathcal{L}, (E, \lambda), \tilde{E}, \gamma \right) \), then \( \ell_1(n, \tau) \gamma \psi = \ell_2(m, \tau) \gamma \omega \). By virtue of Lemma 4.1. we get

\[
T \left( f(n, x) \cdot d_m \psi \right) = T \left( g(m, x) \cdot d_n \omega \right),
\]

for some \( f \) and \( g \) in \( E' \left( \mathbb{R} \right) \), where \( \ell_1 = T f, \ell_2 = T g \).
The property that $T$ is one-one results in

$$f(n, x) \land d_m \psi = g(m, x) \land d_n \omega.$$ 

Therefore,

$$\begin{bmatrix} f(n, x) \\ \omega \end{bmatrix} = \begin{bmatrix} g(m, x) \\ \psi \end{bmatrix}$$

in $B_\tau$.

The proof is therefore completed.

**Theorem 5.6.** The mapping $\tilde{T}^{-1} : B\left(\mathcal{L}, (E, \lambda), \tilde{E}, \gamma\right) \rightarrow B_\tau$ is linear.

Proof of this theorem is analogous to that of Theorem 5.2. Details are, thus, avoided.

**Theorem 5.7.** $\tilde{T}^{-1} : B\left(\mathcal{L}, (E, \lambda), \tilde{E}, \gamma\right) \rightarrow B_\tau$ is continuous with respect to $\delta$ convergence.

**Proof** Let $\beta_v \rightarrow \beta$ in $B\left(\mathcal{L}, (E, \lambda), \tilde{E}, \gamma\right)$. Then, using Theorem 3.1, there are $\ell_v(n, \tau), \ell(n, \tau) \in B\left(\mathcal{L}, (E, \lambda), \tilde{E}, \gamma\right)$ and $(d_v, \omega) \in \tilde{E}(\mathbb{R})$ such that $\beta_v = \begin{bmatrix} \ell_v(n, \tau) \\ d_v \omega \end{bmatrix}$, $\beta = \begin{bmatrix} \ell(n, \tau) \\ d_\omega \omega \end{bmatrix}$ and $\ell_v(n, \tau) \rightarrow \ell(n, \tau)$ as $v \rightarrow \infty$ in $\mathcal{L}$. Hence, for some $f_v(n, x), f(n, x) \in \mathcal{E}'(Y)$, where $\ell_v(n, \tau) = Tf_v(n, \tau), \ell(n, \tau) = Tf(n, \tau)$, we have $f_v(n, x) \rightarrow f(n, x)$ as $v \rightarrow \infty$ in $\mathcal{E}'(Y)$. This implies

$$\begin{bmatrix} f_v(n, x) \\ \omega \end{bmatrix} \rightarrow \begin{bmatrix} f(n, x) \\ \omega \end{bmatrix}$$

in $B_\tau$.

That is, $\tilde{T}^{-1} \beta_v \rightarrow \tilde{T}^{-1} \beta$ as $v \rightarrow \infty$.

This completes the proof of the theorem.

**Theorem 5.8.** $\tilde{T}^{-1} : B\left(\mathcal{L}, (E, \lambda), \tilde{E}, \gamma\right) \rightarrow B_\tau$ is continuous with respect to $\Delta$ convergence.

**Proof** Let $\beta_v \rightarrow \beta$ as $v \rightarrow \infty$ in $B\left(\mathcal{L}, (E, \lambda), \tilde{E}, \gamma\right)$, then we find $\ell_v(n, \tau) \in B\left(\mathcal{L}, (E, \lambda), \tilde{E}, \gamma\right)$, $(d_v, \omega) \in \tilde{E}(\mathbb{R})$ such that $(\beta_v - \beta) \gamma \omega = \begin{bmatrix} \ell_v(n, \tau) \gamma \omega \\ \omega \end{bmatrix}$ and $\ell_v(n, \tau) \rightarrow 0$ as $v \rightarrow \infty$, $\ell_v(n, \tau) = Tf_v(n, \tau)$, for some $f_v(n, x) \in \mathcal{E}'(Y)$.

By aid of Lemma 4.1. we get

$$(\beta_v - \beta) \gamma \omega = \begin{bmatrix} T(f(n, x) \land d_m \omega) \\ \omega \end{bmatrix}.$$ 

Employing $\tilde{T}^{-1}$ yields

$$\tilde{T}^{-1}((\beta_v - \beta) \gamma \omega) = \begin{bmatrix} f_v(n, x) \land d_m \omega \\ \omega \end{bmatrix} = f_v(n, x) \rightarrow 0,$$

as $v \rightarrow \infty$, by [7, Theorem 3.1]. Thus $\tilde{T}^{-1} \beta_v \rightarrow \tilde{T}^{-1} \beta$ in $B_\tau$. 

The theorem is completely proved.

**Theorem 5.9.** \( \hat{T} : B_{\tau} \rightarrow B(\mathcal{L}, (E, \lambda), \hat{E}, \gamma) \) is continuous with respect to \( E \) convergence.

**Proof.** Let \( \beta \in B_{\tau} \), then for some \( f_{\nu}(n, x), f(n, x) \in E'(Y) \) we have \( \beta = \left[ \frac{f(n, x)}{\omega} \right] \) and \( f_{\nu}(n, x) \rightarrow f(n, x) \) as \( \nu \rightarrow \infty \). Hence, applying the Fresnel transform implies \( \ell_{\nu}(n, \tau) \rightarrow \ell(n, \tau) \) as \( \nu \rightarrow \infty \). Therefore \( \ell_{\nu}(n, \tau) \gamma \omega \rightarrow \ell(n, \tau) \gamma \omega \) as \( \nu \rightarrow \infty \), or equivalently,

\[
\left[ \frac{\ell_{\nu}(n, \tau)}{d_{n}\omega} \right] \rightarrow \left[ \frac{\ell(n, \tau)}{d_{n}\omega} \right]
\]

as \( \nu \rightarrow \infty \). Thus \( \hat{T}(\beta_{\nu}) \xrightarrow{E} \hat{T}(\beta) \) as \( \nu \rightarrow \infty \). The proof is, therefore, completed.

It can further be observed that :

**Theorem 5.10.** \( \hat{T} : B_{\tau} \rightarrow B(\mathcal{L}, (E, \lambda), \hat{E}, \gamma) \) is continuous with respect to \( \Delta \) convergence.

**Proof** Let \( \beta \in B_{\tau} \) as \( \nu \rightarrow \infty \). Then, we find \( f_{\nu}(n, x) \in E'(Y), \omega \in E(R) \) such that \( (\beta_{\nu} - \beta) \land d_{m}\omega = \left[ \frac{f_{\nu}(n, x) \land d_{m}\omega}{\omega} \right] \) and \( f_{\nu}(n, x) \rightarrow 0 \) as \( n \rightarrow \infty \). Hence, we have \( \hat{T}((\beta_{\nu} - \beta) \land d_{m}\omega) = \left[ \frac{\hat{T}(f_{\nu}(n, x) \land d_{m}\omega)}{\omega} \right] = \left[ \frac{\ell_{\nu}(n, \tau) \gamma \omega}{\omega} \right] = \ell_{\nu}(n, \tau) \rightarrow 0 \) as \( \nu \rightarrow \infty \) in \( E'(Y) \). Therefore

\[
\hat{T}((\beta_{\nu} - \beta) \land d_{m}\omega) = \left( \hat{T}\beta_{\nu} - \hat{T}\beta \right) \gamma \omega \rightarrow 0 \text{ as } \nu \rightarrow \infty.
\]

Hence, \( \hat{T}\beta_{\nu} \xrightarrow{\Delta} \hat{T}\beta \) as \( \nu \rightarrow \infty \) in \( B(\mathcal{L}, (E, \lambda), \hat{E}, \gamma) \).

The theorem is proved.

**Conflict of Interests** The author declares there is no conflict of interests regarding the publication of the paper.

**References**


some estimate for the extended Fresnel transform and ...


Resonance Problems for Nonlinear Elliptic Equations with Nonlinear Boundary Conditions

N. Mavinga
Department of Mathematics & Statistics, Swarthmore College, Swarthmore, PA 19081-1390
E-mail: mavinga@swarthmore.edu

and

M. N. Nkashama
Department of Mathematics, University of Alabama at Birmingham, Birmingham, AL 35294-1170
E-mail: nkashama@math.uab.edu

Abstract

We study the solvability of nonlinear second order elliptic partial differential equations with nonlinear boundary conditions where we impose asymptotic conditions on both nonlinearities in the differential equation and on the boundary in such a way that resonance occurs at a generalized eigenvalue; which is an eigenvalue of the linear problem in which the spectral parameter is both in the differential equation and on the boundary. The proofs are based on some variational techniques and topological degree arguments.
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1 Introduction

In this paper we prove the existence of (weak) solutions to nonlinear second order elliptic partial differential equations with (possibly) nonlinear boundary conditions

\[
\begin{aligned}
-\Delta u + c(x)u &= f(x, u) \quad \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} + \sigma(x)u &= g(x, u) \quad \text{on } \partial \Omega,
\end{aligned}
\]

where the nonlinear reaction-function \( f(x, u) \) and the nonlinear boundary function \( g(x, u) \) interact, in some sense, with the generalized spectrum of the following linear problem (with possibly singular \((m, \rho)\)-weights)

\[
\begin{aligned}
-\Delta u + c(x)u &= \mu m(x)u \quad \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} + \sigma(x)u &= \mu \rho(x)u \quad \text{on } \partial \Omega.
\end{aligned}
\]
Notice that the eigenproblem (2) includes as special cases the weighted Steklov eigenproblem (when \( m \equiv 0 \) and \( \rho \not\equiv 0 \)) which was considered in [3, 4, 6, 17, 24] as well as the weighted Robin-Neumann eigenproblem (when \( \rho \equiv 0 \) and \( m \not\equiv 0 \)); the latter is also referred to in the literature as Neumann or regular oblique derivative boundary condition (see e.g. [1, 16] and references therein). When \( m \not\equiv 0 \) and \( \rho \not\equiv 0 \), we have then the eigenparameter \( \mu \) both in the differential equation and on the boundary condition, we refer for instance to [5, 7, 8, 18].

Unlike previous results in the literature, what sets our results apart is that we compare both the reaction nonlinearity \( f \) in the differential and the boundary nonlinearity \( g \) in Eq.(1) with higher eigenvalues of the spectrum of problem (2), where the spectral parameter is both in the differential equation and on the boundary (with weights).

The nonlinear problem (1) has received much attention in recent years. Such problem (and its parabolic analog) has been studied in [9, 22] as a model for heat conduction in a body where cooling and heating appear inside and at the boundary at a rate proportional to a power of \( u \). Problem (1) has also been considerably studied by many authors in the framework of sub and super-solutions method. We refer e.g. to [1, 2, 21], and references therein. Since it is based on (the so-called) comparison techniques, the (ordered) sub-super solutions method does not apply when the nonlinearities are compared with higher eigenvalues.

After Landesman-Lazer [14], much work has been devoted to the study of the solvability of elliptic boundary value problems (with linear homogeneous boundary conditions) where the reaction nonlinearity in the differential equation interacts with the eigenvalues of the corresponding linear differential equation with linear homogeneous boundary conditions (resonance and nonresonance problems). For some recent results in this direction we refer e.g. to [11, 12, 13, 19, 20, 23], and references therein.

A few results on a disk (\( n = 2 \)) were obtained in the case of linear elliptic equations with nonlinear boundary conditions, where the nonlinearity on the boundary was compared with the first Steklov eigenvalue (that is, \( m \equiv 0 \) in Eq.(2)). We refer to Cushing [10] and Klingelhöfer [15] (the results in [15] were significantly generalized to higher dimensions in [1] in the framework of sub and super-solutions method as aforementioned). In [3, 17] the resonance problem for elliptic equations with nonlinear boundary conditions was analyzed using bifurcation theory (see Remark 3.6 herein). More recently, the authors in [19] proved nonresonance results for problem (1) in which the nonlinearities interact, in some sense, only with either the Steklov or the Neumann spectrum. In a very recent paper of one of the authors [18], nonresonance results for problem (1) were proved in which both nonlinearities in the differential equation and on the boundary interact, in some sense, with the generalized spectrum of problem (2).

It is our purpose in this paper to establish existence results for problem (1) by imposing asymptotic conditions on both nonlinearities in the differential equation and on the boundary in such a way that resonance occurs at a generalized eigenvalue of problem (2). Our results generalize earlier ones in [1, 2, 12, 23], and in some instances some of those in [3, 11, 17] which were obtained in a different setting.

The content of this paper is organized as follows. In Section 2, we state and prove some preliminary results that we shall need in the sequel. Section 3 is devoted to the statement and proof of existence results for Eq.(1) at resonance. The proof of the main result is based on variational and topological degree arguments. We conclude the paper with some remarks which show (among other) how our result can be extended to problems with variable
Throughout this paper we assume that $\Omega$ is a bounded domain in $\mathbb{R}^n$ ($n \geq 2$) with boundary $\partial \Omega$ of class $C^{0,1}$, $\partial/\partial \nu$ is the (unit) outer normal derivative. By a weak solution of Eq.(1) we mean a function $u \in H^1(\Omega)$ such that
\begin{equation}
\int \nabla u \nabla v + \int c(x)uv + \oint \sigma(x)uv = \int f(x,u)v + \oint g(x,u)v \quad \text{for all } v \in H^1(\Omega),
\end{equation}
where $\int$ denotes the (volume) integral on $\Omega$ and $\oint$ denotes the (surface) integral on $\partial \Omega$.

Let us mention that $H^1(\Omega)$ denotes the usual real Sobolev space of functions on $\Omega$ endowed with the $(c,\sigma)$-inner product defined by
\begin{equation}
(u,v)_{(c,\sigma)} = \int \nabla u \nabla v + \int c(x)uv + \oint \sigma(x)uv
\end{equation}
with the associated norm denoted by $\|u\|_{(c,\sigma)}$. (The conditions on $c$ and $\sigma$ which imply that (4) is an inner product are given below.) This norm is equivalent to the standard $H^1(\Omega)$-norm.

Besides the Sobolev spaces, we shall make use, in what follows, of the real Lebesgue spaces $L^q(\partial \Omega)$, $1 \leq q \leq \infty$, and the compactness of the trace operator $\Gamma : H^1(\Omega) \to L^q(\partial \Omega)$ for $1 \leq q < \frac{2(n-1)}{n-2}$. (Sometimes we will just use $u$ in place of $\Gamma u$ when considering the trace of a function on $\partial \Omega$.)

The functions $c : \Omega \to \mathbb{R}$, $\sigma : \partial \Omega \to \mathbb{R}$, $f : \Omega \times \mathbb{R} \to \mathbb{R}$ and $g : \partial \Omega \times \mathbb{R} \to \mathbb{R}$ satisfy the following conditions.

(C1) $c \in L^p(\Omega)$ with $p \geq n/2$ when $n \geq 3$ ($p > 1$ when $n = 2$) and $\sigma \in L^q(\partial \Omega)$ with $q \geq n-1$ when $n \geq 3$ ($q > 1$ when $n = 2$) with $(c,\sigma) > 0$; that is, $c(x) \geq 0$ a.e. on $\Omega$ and $\sigma(x) \geq 0$ a.e. on $\partial \Omega$ such that
\[ \int c(x) \, dx + \oint \sigma(x) \, dx \neq 0. \]

(C2) $f : \Omega \times \mathbb{R} \to \mathbb{R}$ and $g : \partial \Omega \times \mathbb{R} \to \mathbb{R}$ are Carathéodory functions (i.e., measurable in $x$ for each $u$, and continuous in $u$ for a.e. $x$).

(C3) There exist constants $a_1$, $a_2 > 0$ such that for a.e. $x \in \partial \Omega$ and all $u \in \mathbb{R}$,
\[ |g(x,u)| \leq a_1 + a_2|u|^s \quad \text{with } 0 \leq s < \frac{n}{n-2}. \]

(C3') There exist constants $b_1$, $b_2 > 0$ such that for a.e. $x \in \Omega$ and all $u \in \mathbb{R}$,
\[ |f(x,u)| \leq b_1 + b_2|u|^s \quad \text{with } 0 \leq s < \frac{n+2}{n-2}. \]

2 Generalized Eigenproblems and Weighted Nonresonance

To put our results into context, we have collected in this short section some relevant results on generalized linear eigenproblems and nonresonance for nonlinear elliptic problem (1) needed for our purposes. We refer to a paper of one of the authors [18] for the proofs of these results.
Consider the linear problem
\[
\begin{cases}
-\Delta u + c(x)u = \mu m(x)u & \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} + \sigma(x)u = \mu \rho(x)u & \text{on } \partial \Omega,
\end{cases}
\]
(5)
where \((m, \rho) \in L^p(\Omega) \times L^q(\partial \Omega)\) with \(p\) and \(q\) as in Section 1, and \((m, \rho) > 0\); that is,
\[
m(x) \geq 0 \text{ a.e. on } \Omega \text{ and } \rho(x) \geq 0 \text{ a.e. on } \partial \Omega \text{ with } \int m(x) \, dx + \oint \rho(x) \, dx \neq 0.
\]
(6)
(We stress the fact that the weight-functions \(m\) and \(\rho\) may vanish on subsets of positive measure.)

The (generalized) eigenproblem is to find a pair \((\mu, \varphi) \in \mathbb{R} \times H^1(\Omega)\) with \(\varphi \not\equiv 0\) such that
\[
\int \nabla \varphi \nabla v + \int c(x) \varphi v + \oint \sigma(x) \varphi v = \mu \left( \int m(x) \varphi v + \oint \rho(x) \varphi v \right)
\]
for all \(v \in H^1(\Omega)\). (7)

Picking \(v = \varphi\) it follows that, if there is such an eigenpair, then one has that \(\mu > 0\) and
\[
\int m(x) \varphi^2 + \oint \rho(x) \varphi^2 > 0.
\]

Therefore, one can split the Hilbert space \(H^1(\Omega)\) as a direct \((c, \sigma)\)-orthogonal sum in the following way,
\[
H^1(\Omega) = V_{(m, \rho)}(\Omega) \oplus H^1_{(m, \rho)}(\Omega),
\]
(8)
where \(V_{(m, \rho)}(\Omega) := \left\{ u \in H^1(\Omega) : \int m(x) u^2 + \oint \rho(x) u^2 = 0 \right\}\) and \(H^1_{(m, \rho)}(\Omega) = \left[ V_{(m, \rho)}(\Omega) \right]^\perp\).

On \(H^1_{(m, \rho)}(\Omega) \subset H^1(\Omega)\), we will also consider the inner product defined by
\[
(u, v)_{(m, \rho)} := \int m(x) uv + \oint \rho(x) uv,
\]
(9)
with corresponding norm denoted by \(\| \cdot \|_{(m, \rho)}\) (see e.g. [18] for details).

Assuming that the above assumptions are satisfied, one of the authors [18] proved that, for \(n \geq 2\), the eigenproblem (5) has a sequence of real eigenvalues
\[
0 < \mu_1 < \mu_2 \leq \ldots \leq \mu_j \leq \ldots \to \infty, \text{ as } j \to \infty,
\]
each eigenvalue has a finite-dimensional eigenspace. The eigenfunctions \(\varphi_j\) corresponding to these eigenvalues form a complete orthonormal family in the (proper) subspace \(H^1_{(m, \rho)}(\Omega)\).

Moreover, the first eigenvalue \(\mu_1\) is simple, and its associated eigenfunction \(\varphi_1\) is strictly positive (or strictly negative) in \(\Omega\) and the following inequalities hold.

(i) For all \(u \in H^1(\Omega)\),
\[
\mu_1 \left( \int m(x) u^2 + \oint \rho(x) u^2 \right) \leq \int |\nabla u|^2 + \int c(x) u^2 + \oint \sigma(x) u^2,
\]
(10)
where \(\mu_1 > 0\) is the least eigenvalue for Eq.(5). If equality holds in (10), then \(u\) is a multiple of an eigenfunction of Eq.(5) corresponding to \(\mu_1\).
(ii) For every \( v \in \oplus_{i \leq j} E(\mu_i) \), and \( w \in \oplus_{i \geq j+1} E(\mu_i) \), we have that
\[
||v||_{(\sigma, c)}^2 \leq \mu_j ||v||_{(m, \rho)}^2 \quad \text{and} \quad ||w||_{(\sigma, c)}^2 \geq \mu_{j+1} ||w||_{(m, \rho)}^2,
\]
where \( E(\mu_i) \) is the \( \mu_i \)-eigenspace, \( \oplus_{i \leq j} E(\mu_i) \) is the span of eigenfunctions associated with eigenvalues below and up to \( \mu_j \), and \( ||\cdot||_{(m, \rho)} \) is the norm induced by (9).

The next theorem concerns an existence result for the nonlinear problem (1) in the case of weighted nonresonance. We refer to [18] for the proof of this result.

**Theorem 2.1** (Weighted nonresonance between consecutive generalized eigenvalues)
Suppose that the assumptions (C1)-(C3') and (6) are met, and that the following conditions hold.

(C4) There exist constants \( a, b, \alpha, \beta \in \mathbb{R} \) such that
\[
\alpha m(x) \leq \liminf_{|u| \to \infty} \frac{f(x,u)}{u} \leq \limsup_{|u| \to \infty} \frac{f(x,u)}{u} \leq \beta m(x)
\]
and
\[
\alpha \rho(x) \leq \liminf_{|u| \to \infty} \frac{g(x,u)}{u} \leq \limsup_{|u| \to \infty} \frac{g(x,u)}{u} \leq b \rho(x),
\]
uniformly for a.e. \( x \in \Omega \), respectively for a.e. \( x \in \partial \Omega \), where
\[
\mu_j < \min(a, \alpha) \leq \max(b, \beta) < \mu_{j+1}. \tag{12}
\]

Then, Eq.(1) has at least one (weak) solution \( u \in H^1(\Omega) \).

**Remark 2.2** The result in Theorem 2.1 remains valid if one replaces the functions \( f(x,u) \) and \( g(x,u) \) with \( f(x,u) + A(x) \) and \( g(x,u) + B(x) \) respectively, where \( A \in L^2(\Omega) \) and \( B \in L^2(\partial \Omega) \).

### 3 Main Result

In this section, we prove an existence result for problem (1) at resonance which includes both the Steklov as well as Neumann and Robin problems with appropriate choices of the weights \( m \) and \( \rho \) as aforementioned. Notice that the nonlinearity in the boundary condition is at resonance as well. We require that the nonlinearities satisfy some sign conditions and a Landesman-Lazer type condition (possibly at a generalized higher eigenvalue).

Consider the following nonlinear problem
\[
\begin{align*}
-\Delta u + c(x)u &= \mu_j m(x)u + f(x,u) \quad \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} + \sigma(x)u &= \mu_j \rho(x)u + g(x,u) \quad \text{on } \partial \Omega,
\end{align*}
\]
where \( \mu_j \) is a generalized eigenvalue of the (weighted) problem (5).

**Theorem 3.1** (Resonance at any generalized eigenvalue)
Suppose that the assumptions (C1)-(C3') and (6) are met, and that the following conditions hold.
(C5) There exists a constant $\beta$ such that

$$0 \leq \liminf_{|u| \to \infty} \frac{f(x,u)}{u} \leq \limsup_{|u| \to \infty} \frac{f(x,u)}{u} \leq \beta m(x)$$

and

$$0 \leq \liminf_{|u| \to \infty} \frac{g(x,u)}{u} \leq \limsup_{|u| \to \infty} \frac{g(x,u)}{u} \leq \beta \rho(x),$$

uniformly for a.e. $x \in \Omega$, respectively for a.e. $x \in \partial \Omega$, where $\beta < (\mu_{j+1} - \mu_{j})$.

(C6) Sign conditions: There exist functions $a, A \in L^{2}(\Omega)$, $b, B \in L^{2}(\partial \Omega)$, and constants $r < 0 < R$ such that

$$f(x,u) \geq A(x) \quad \text{and} \quad g(x,u) \geq B(x)$$

for a.e. $x \in \Omega$, respectively for a.e. $x \in \partial \Omega$ and all $u \geq R$,

$$f(x,u) \leq a(x) \quad \text{and} \quad g(x,u) \leq b(x)$$

for a.e. $x \in \Omega$, respectively for a.e. $x \in \partial \Omega$ and all $u \leq r$.

Then, Eq. (13) has at least one (weak) solution $u \in H^{1}(\Omega)$ provided that the following Landesman-Lazer type condition holds:

$$\int_{\varphi > 0} f_{+} + \int_{\varphi < 0} f_{-} + \int_{\varphi > 0} g_{+} \varphi + \int_{\varphi < 0} g_{-} \varphi > 0 \quad \text{for all } \varphi \in E(\mu_{j}) \setminus \{0\}, \quad (14)$$

where $E(\mu_{j})$ is the $\mu_{j}$-eigenspace, $f_{+}(x) := \liminf_{u \to \infty} f(x,u)$, $g_{+}(x) := \liminf_{u \to \infty} g(x,u)$,

$f_{-}(x) := \limsup_{u \to -\infty} f(x,u)$, $g_{-}(x) := \limsup_{u \to -\infty} g(x,u)$ and, $\int_{\varphi > 0}$ and $\int_{\varphi < 0}$ denote the integrals on the sets $\{x \in \Omega : \varphi(x) > 0\}$ and $\{x \in \partial \Omega : \varphi(x) > 0\}$ respectively.

Unlike previous results in the literature, what sets our results apart is that we compare both the reaction nonlinearity $f$ in the differential equation and the boundary nonlinearity $g$ with higher eigenvalues of the spectrum of problem (2), where the spectral parameter is both in the differential equation and on the boundary (with possibly singular weights). It should also be noted that the presence of the boundary nonlinearity extends the range of allowable ‘forcing’ terms in the condition (14). Our results generalize earlier ones in [1, 2, 3, 12, 17, 23] (see Remark 3.6 for details).

We will use variational and topological degree techniques combined with some duality arguments. Before giving a proof of our main result, we first prove several lemmas that are relevant in order to obtain a priori estimates. (For some of these lemmas, we borrow some techniques of proof from [12, 13].)

For $u \in H^{1}(\Omega)$, we shall write

$$u = u^{0} + \tilde{u} + \check{u} + v,$$

where $u^{0} \in E^{0} := E(\mu_{j}), \tilde{u} \in \oplus_{i \leq j-1} E(\mu_{i}), \check{u} \in \oplus_{i \geq j+1} E(\mu_{i})$, and $v \in V_{(m,\rho)}$. Moreover, we shall set

$$w := \tilde{u} + v - \check{u} - u^{0} \quad \text{and} \quad u_{\perp}^{\pm} := \tilde{u} + v + \check{u}.$$
Lemma 3.2 Let $\beta > 0$ be as in Theorem 3.1. Then there exists $\delta = \delta(\beta) > 0$ such that for all $u \in H^1(\Omega)$
\[
\int \nabla u \nabla w + \int c(x)uw + \int \sigma(x)uw - (\mu_j + \beta) \left( \int m(x)uw + \int \rho(x)uw \right) \geq \delta \left\| u^+ \right\|^2_{(c,\sigma)}.
\]

Proof. Let $u \in H^1(\Omega)$, define $D_\beta(u)$ by
\[
D_\beta(u) := \int \nabla u \nabla w + \int c(x)uw + \int \sigma(x)uw - (\mu_j + \beta) \left( \int m(x)uw + \int \rho(x)uw \right).
\]

Taking into account the $(c,\sigma)$-orthogonality of $\tilde{u}$, $v$, $\bar{u}$ and $u^0$ in $H^1(\Omega)$ and the fact that $v \in V_{(m,\rho)}$ and $u^0 \in E^0$, one has that
\[
D_\beta(u) = \left\| \tilde{u} \right\|^2_{(c,\sigma)} + \left\| v \right\|^2_{(c,\sigma)} - \left\| \tilde{u} \right\|^2_{(c,\sigma)} - (\mu_j + \beta) \left\| \tilde{u} \right\|^2_{(m,\rho)} + (\mu_j + \beta) \left\| \tilde{u} \right\|^2_{(m,\rho)} + \beta \left\| u^0 \right\|^2_{(m,\rho)}
\]
\[
\geq \left( \left\| \tilde{u} \right\|^2_{(c,\sigma)} - \frac{(\mu_j + \beta)}{\mu_{j+1}} \left\| \tilde{u} \right\|^2_{(c,\sigma)} \right) + \left\| v \right\|^2_{(c,\sigma)} + \left( \frac{\mu_j}{\mu_{j-1}} \left\| \tilde{u} \right\|^2_{(c,\sigma)} - \left\| \tilde{u} \right\|^2_{(c,\sigma)} \right)
\]
\[
\geq \delta \left( \left\| \tilde{u} \right\|^2_{(c,\sigma)} + \left\| v \right\|^2_{(c,\sigma)} + \left\| \tilde{u} \right\|^2_{(c,\sigma)} \right) = \delta \left\| u^+ \right\|^2_{(c,\sigma)},
\]
where $\delta = \min \left\{ 1, 1 - \frac{\mu_j + \beta}{\mu_{j+1}}, 1 - \frac{\mu_j}{\mu_{j-1}} - 1 \right\}$. The proof is complete. $\square$

Lemma 3.3 Let $\beta > 0$ be as in Theorem 3.1, $\delta > 0$ be associated with $\beta$ by Lemma 3.2, and $\epsilon > 0$. Then for all $\bar{x} \in L^p(\Omega)$ and $\bar{\tau} \in L^q(\partial\Omega)$ satisfying $\bar{\tau}(x) \leq \beta m(x) + \epsilon$, $\bar{\tau}(x) \leq \beta \rho(x) + \epsilon$ respectively, and all $u \in H^1(\Omega)$, one has
\[
(u, w)_{(c,\sigma)} - \mu_j \left( \int m(x)uw + \int \rho(x)uw \right) - \int \bar{\tau}(x)uw + \int \bar{\tau}(x)uw \geq C_\delta \left\| u^+ \right\|^2_{(c,\sigma)},
\]
where $C_\delta > 0$ is a constant depending on $\delta$ and $\epsilon$, provided that $\epsilon > 0$ is sufficiently small.

Proof. Let $D_\tau(u) := (u, w)_{(c,\sigma)} - \mu_j \left( \int m(x)uw + \int \rho(x)uw \right) - \int \bar{\tau}(x)uw + \int \bar{\tau}(x)uw$. Using the computations in the proof of Lemma 3.2 we obtain that
\[
D_\tau(u) \geq \delta \left\| u^+ \right\|^2_{(c,\sigma)} - \epsilon \bar{K} \left\| u^+ \right\|^2_{(c,\sigma)} = \left( \delta - \epsilon \bar{K} \right) \left\| u^+ \right\|^2_{(c,\sigma)} = C_\delta \left\| u^+ \right\|^2_{(c,\sigma)},
\]
where $\bar{K}$ is a constant. If $\epsilon$ is sufficiently small then we get that $C_\delta > 0$. The proof is complete. $\square$

Lemma 3.4 Assume (C1)–(C3') and (6) are met, and that (in addition) $f$ and $g$ satisfy the sign-condition (C6). Then, for each real number $K > 0$ there are decompositions
\[
f(x, u) = p_K(x, u) + f_K(x, u) \quad \text{and} \quad g(x, u) = q_K(x, u) + g_K(x, u)
\]
(15)
of $f$ and $g$ such that
\[
0 \leq u p_K(x, u) \quad \text{and} \quad 0 \leq u q_K(x, u)
\]
(16)
for a.e. \( x \in \Omega \), respectively for a.e. \( x \in \partial\Omega \), and all \( u \in \mathbb{R} \). Moreover, there exist functions \( \tilde{\omega} \in L^2(\Omega) \) and \( \tilde{\omega} \in L^2(\partial\Omega) \) depending on \( a, A, f \) and \( b, B, g \) respectively such that
\[
|f_K(x,u)| \leq \tilde{\omega}(x) \quad \text{and} \quad |g_K(x,u)| \leq \tilde{\omega}(x)
\]
(17)
for a.e. \( x \in \Omega \), respectively for a.e. \( x \in \partial\Omega \), and all \( u \in \mathbb{R} \).

**Proof.** Given \( K > 0 \), define \( \hat{g}_K(x,u) := \begin{cases} \inf\{g(x,u), K\} & \text{if } u \geq 1, \\ \sup\{g(x,u), K\} & \text{if } u \leq -1, \end{cases} \)
and \( \hat{q}_K(x,u) := g(x,u) - \hat{g}_K(x,u) \) for \( x \in \bar{\Omega} \) and \( |u| \geq 1 \).

Set \( q_K(x,u) := \begin{cases} \hat{q}_K(x,u) & \text{if } |u| \geq 1, \\ u \hat{q}_K(x,u/|u|) & \text{if } 0 < |u| \leq 1, \\ 0 & \text{if } u = 0. \end{cases} \)

Finally, define \( g_K := g - q_K \). By an easy calculation, one can check that all the conditions of the lemma are satisfied with \( \tilde{\omega} = \tilde{C} + \max\{|b(x)|, |B(x)|, K\} \), where the constant \( \tilde{C} > 0 \) depends on \( R, -r, 1, b_1, b_2 \). Similar arguments are used in the case of the function \( f \). The proof is complete. \( \square \)

**Lemma 3.5** Assume (C1)–(C3’) and (6) are met, and that in (addition) \( f \) and \( g \) satisfy (C5) and (C6). Then, for each real number \( K > 0 \), the functions \( p_K \) and \( q_K \) provided by Lemma 3.4 satisfy the following additional conditions
\[
|p_K(x,u)| \leq (\beta m(x) + \epsilon)|u| - K \quad \text{and} \quad |q_K(x,u)| \leq (\beta \rho(x) + \epsilon)|u| - K
\]
(18)
for a.e. \( x \in \Omega \), respectively for a.e. \( x \in \partial\Omega \), and all \( u \in \mathbb{R} \) with \( |u| \geq \max\{1, \epsilon\} \).

**Proof.** It follows from (C5) that for all \( \epsilon > 0 \) there exists \( \kappa = \kappa(\epsilon) > 0 \) such that
\[
|f(x,u)| \leq (\beta m(x) + \epsilon)|u| \quad \text{and} \quad |g(x,u)| \leq (\beta \rho(x) + \epsilon)|u|
\]
(19)
for a.e. \( x \in \Omega \), respectively for a.e. \( x \in \partial\Omega \), and \( u \in \mathbb{R} \) with \( |u| \geq \kappa \).

Let \( u \in \mathbb{R} \) with \( |u| \geq 1 \). Then \( \hat{g}_K(x,u) := \begin{cases} g(x,u) & \text{if } u \geq 1 \text{ and } g(x,u) \leq K, \\ K & \text{if } u \geq 1 \text{ and } g(x,u) \geq K, \\ g(x,u) & \text{if } u \leq -1 \text{ and } g(x,u) \geq -K, \\ K & \text{if } u \leq -1 \text{ and } g(x,u) \leq -K. \end{cases} \)

It follows that \( q_K(x,u) = \begin{cases} 0 & \text{if } u \geq 1 \text{ and } g(x,u) \leq K, \\ g(x,u) - K & \text{if } u \geq 1 \text{ and } g(x,u) \geq K, \\ 0 & \text{if } u \leq -1 \text{ and } g(x,u) \geq -K, \\ g(x,u) + K & \text{if } u \leq -1 \text{ and } g(x,u) \leq -K. \end{cases} \)

By (19) we get that
\[ 0 \leq q_K(x,u) \leq (\beta \rho(x) + \epsilon)u - K \quad \text{if } u \geq \max\{1, \kappa\} \]
and
\[ 0 \geq q_K(x, u) \geq (\beta \rho(x) + \epsilon) u + K \quad \text{if } u \leq -\max\{1, \kappa\}. \]

Therefore
\[ |q_K(x, u)| \leq (\beta \rho(x) + \epsilon) |u| - K \]
for a.e. \( x \in \partial \Omega \) and all \( u \in \mathbb{R} \) with \( |u| \geq \max\{1, \kappa\} \). Similar arguments are used in the case of \( f \). The proof is complete. □

**Proof of Theorem 3.1.** The proof is divided into four steps.

**Step 1.** Let \( \delta \) be associated to the constant \( \beta \) by Lemma 3.2. Then, by assumption (C5), there exists \( \kappa \equiv \kappa_\delta > 0 \) such that
\[ |f(x, u)| \leq (\beta m(x) + \tilde{d})|u| \quad \text{and} \quad |g(x, u)| \leq (\beta \rho(x) + \tilde{d})|u| \quad (20) \]
for a.e. \( x \in \Omega \), respectively for a.e. \( x \in \partial \Omega \), and all \( u \in \mathbb{R} \) with \( |u| \geq \kappa \), where \( \tilde{d} \) is a sufficiently small constant such that \( 0 < \tilde{d} << \delta \). By using Lemma 3.4 with \( K = 1 \), Eq. (13) is equivalent to
\[ \begin{cases} -\Delta u + c(x)u = \mu_1 m(x)u + p_1(x, u) + f_1(x, u) & \text{in } \Omega, \\ \frac{\partial u}{\partial \nu} + \sigma(x)u = \mu_1 \rho(x)u + q_1(x, u) + g_1(x, u) & \text{on } \partial \Omega, \end{cases} \quad (21) \]
where \( p_1, f_1, q_1 \) and \( g_1 \) are defined in Lemma 3.4 and satisfy conditions (16) and (17). Moreover, since \( f \) and \( g \) verify the inequalities (20), by Lemma 3.5 we get that
\[ |p_1(x, u)| \leq (\beta m(x) + \tilde{d})|u| + 1 \quad \text{and} \quad |q_1(x, u)| \leq (\beta \rho(x) + \tilde{d})|u| + 1 \quad (22) \]
for a.e. \( x \in \Omega \), respectively for a.e. \( x \in \partial \Omega \), and all \( u \in \mathbb{R} \) with \( |u| \geq \bar{\kappa} \) (see the construction of \( p_1 \) and \( q_1 \) in Lemma 3.4). Let us choose \( \bar{\kappa} \geq \max\{1, \kappa\} \) so that \( (1/|u|) < \tilde{d} \).

It follows that
\[ 0 \leq \frac{p_1(x, u)}{u} \leq \beta m(x) + d \quad \text{and} \quad 0 \leq \frac{q_1(x, u)}{u} \leq \beta \rho(x) + d, \quad (23) \]
for a.e. \( x \in \Omega \), respectively for a.e. \( x \in \partial \Omega \), and all \( u \in \mathbb{R} \) with \( |u| \geq \bar{\kappa} \), where \( d = 2\tilde{d} << \delta \).

**Step 2.** Let us define \( \tilde{\gamma}, \bar{\gamma} : \overline{\Omega} \times \mathbb{R} \) by
\[ \tilde{\gamma}(x, u) = \begin{cases} \frac{p_1(x, u)}{p_1(x, \bar{\kappa}) + p_1(x, -\bar{\kappa})} u + \frac{p_1(x, \bar{\kappa}) - p_1(x, -\bar{\kappa})}{2\bar{\kappa}} & \text{for } |u| \geq \bar{\kappa} \\ \frac{p_1(x, u)}{2}\frac{p_1(x, \bar{\kappa}) + p_1(x, -\bar{\kappa})}{2\bar{\kappa}} u + \frac{p_1(x, \bar{\kappa}) - p_1(x, -\bar{\kappa})}{2\bar{\kappa}} & \text{for } |u| < \bar{\kappa}. \end{cases} \]
\[ \bar{\gamma}(x, u) = \begin{cases} \frac{q_1(x, u)}{q_1(x, \bar{\kappa}) + q_1(x, -\bar{\kappa})} u + \frac{q_1(x, \bar{\kappa}) - q_1(x, -\bar{\kappa})}{2\bar{\kappa}} & \text{for } |u| \geq \bar{\kappa} \\ \frac{q_1(x, u)}{2}\frac{q_1(x, \bar{\kappa}) + q_1(x, -\bar{\kappa})}{2\bar{\kappa}} u + \frac{q_1(x, \bar{\kappa}) - q_1(x, -\bar{\kappa})}{2\bar{\kappa}} & \text{for } |u| < \bar{\kappa}. \end{cases} \]
The functions \( \tilde{\gamma} \) and \( \bar{\gamma} \) are Carathéodory in \( \overline{\Omega} \times \mathbb{R} \) since \( p_1 \) and \( q_1 \) are. Moreover, by (23) one has
\[ 0 \leq \tilde{\gamma}(x, u) \leq \beta m(x) + d \quad \text{and} \quad 0 \leq \bar{\gamma}(x, u) \leq \beta \rho(x) + d, \quad (24) \]
Finally, Eq. (21) is equivalent to
\[ |\tilde{h}(x, u)| \leq \zeta(x) \quad \text{and} \quad |\hat{h}(x, u)| \leq \hat{\zeta}(x) \]
for a.e. \( x \in \Omega \), respectively for a.e. \( x \in \partial \Omega \), and all \( u \in \mathbb{R} \).

Define \( \tilde{h} \), \( \hat{h} : \Omega \times \mathbb{R} \rightarrow \mathbb{R} \) by
\[ \tilde{h}(x, u) = f_1(x, u) + p_1(x, u) - \gamma(x, u) u \quad \text{and} \quad \hat{h}(x, u) = g_1(x, u) + q_1(x, u) - \hat{\gamma}(x, u) u, \]
then it follows from (17) that for some \( \tilde{\zeta}(x) \in L^2(\Omega) \) and \( \hat{\zeta}(x) \in L^2(\partial \Omega) \),
\[ |\tilde{h}(x, u)| \leq \zeta(x) \quad \text{and} \quad |\hat{h}(x, u)| \leq \hat{\zeta}(x) \]
for a.e. \( x \in \Omega \), respectively for a.e. \( x \in \partial \Omega \), and all \( u \in \mathbb{R} \), where \( \zeta \), \( \hat{\zeta} \) depend on \( \beta \), \( m \), \( \rho \), \( \kappa \) and the bounds of \( f_1 \) and \( g_1 \).

Finally, Eq. (21) is equivalent to
\[
\begin{cases}
-\Delta u + c(x)u = \mu_j m(x)u + \gamma(x, u) u + \tilde{h}(x, u) & \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} + \sigma(x)u = \mu_j \rho(x)u + \hat{\gamma}(x, u) u + \hat{h}(x, u) & \text{on } \partial \Omega.
\end{cases}
\] (25)

We will use the Leray-Schauder Fixed Point Theorem to prove that Eq. (25) has at least one (weak) solution. In order to apply this theorem, we need to show the existence of an a priori bound for all possible (weak) solutions of the family of equations
\[
\begin{cases}
-\Delta u + c(x)u - \mu_j m(x)u - (1 - \lambda)d m(x)u - \lambda \left[ \gamma(x, u) + \tilde{h}(x, u) \right] = 0 & \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} + \sigma(x)u - \mu_j \rho(x)u - (1 - \lambda)d \rho(x)u - \lambda \left[ \hat{\gamma}(x, u) + \hat{h}(x, u) \right] = 0 & \text{on } \partial \Omega,
\end{cases}
\] (26)
where \( \lambda \in [0, 1] \).

It is clear that for \( \lambda = 0 \), Eq. (26) has only the trivial weak solution. Now, if \( u \) is a (weak) solution of (26) for some \( \lambda \in (0, 1) \), it follows from inequalities (24) that
\[ (1 - \lambda)d m(x) + \lambda \gamma(x, u) \leq (\beta + d)m(x) + d \quad \text{and} \quad (1 - \lambda)d \rho(x) + \lambda \hat{\gamma}(x, u) \leq (\beta + d)\rho(x) + d. \]

Therefore, using Lemma 3.3, Hölder inequality, the Sobolev Embedding Theorem, and the continuity of the trace operator, one gets that
\[
\begin{align*}
0 &= (u, w)_{(c, \sigma)} - \mu_j \left( \int m(x)uw + \int \rho(x)uw \right) - \int \tilde{\tau}(x, u)w + \int \hat{\tau}(x, u)w \\
&\quad - \lambda \int \tilde{h}(x, u)w - \lambda \int \hat{h}(x, u)w \\
&\geq (\delta - \tilde{k}) \| u^\perp \|^2_{(c, \sigma)} - \tilde{k} \left( \| u^\perp \|^2_{(c, \sigma)} + \| u^0 \|^2_{(c, \sigma)} \right) \\
&\geq C_\delta \| u^\perp \|^2_{(c, \sigma)} - \tilde{k} \left( \| u^\perp \|^2_{(c, \sigma)} + \| u^0 \|^2_{(c, \sigma)} \right),
\end{align*}
\]
where \( w = \tilde{u} + v - \tilde{u} - u^0, \ u^\perp = \tilde{u} + \tau(x, u) = \tilde{u} + \hat{u} + \tau(x, u) = (1 - \lambda)d m(x) + \lambda \gamma(x, u) \) and \( \tilde{\tau}(x, u) = (1 - \lambda)d \rho(x) + \lambda \hat{\gamma}(x, u) \). For \( d \) sufficiently small, it follows that \( C_\delta > 0 \). Taking \( a = \frac{\tilde{k}}{2C_\delta} \) we get that
\[ \left\| u^0 \right\|_{(c,\sigma)} \leq a + (a^2 + 2a \left\| u^0 \right\|_{(c,\sigma)})^{1/2}. \]  

(27)

Step 3. We claim that there exists a constant \( C > 0 \) such that

\[ \left\| u \right\|_{H^1} < C \]  

(28)

for any (possible) weak solution \( u \in H^1(\Omega) \) of (26) (\( C \) is independent of \( u \) and \( \lambda \)). If we assume that the claim does not hold, then there exist sequences \( (\lambda_n) \) in the interval \((0, 1]\) and \( (u_n) \) in \( H^1(\Omega) \) with \( \left\| u_n \right\|_{H^1} \to \infty \) such that \( u_n \) is a (weak) solution of the following problem

\[
\begin{cases}
-\Delta u + c(x)u - \mu_j m(x)u - (1 - \lambda_n)d m(x))u - \lambda_n f(x, u) = 0 & \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} + \sigma(x)u - \mu_j \rho(x)u - (1 - \lambda_n)d \rho(x)u - \lambda_n g(x, u) = 0 & \text{on } \partial\Omega.
\end{cases}
\]  

(29)

That is,

\[ 0 = (u_n, v)_{(c,\sigma)} - \mu_j(u_n, v)_{(m,\rho)} - (1 - \lambda_n) d(u_n, v)_{(m,\rho)} - \lambda_n \int f(x, u_n)v - \lambda_n \oint g(x, u_n)v \]  

(30)

for every \( v \in H^1(\Omega) \). From (27), it follows that

\[ \left\| u^0_n \right\|_{(c,\sigma)} \to \infty \quad \text{and} \quad \frac{\left\| u^0_n \right\|_{(c,\sigma)}}{\left\| u^1_n \right\|_{(c,\sigma)}} \to 0. \]  

(31)

Therefore, \( \frac{u_n}{\left\| u^0_n \right\|_{(c,\sigma)}} \) is bounded in \( H^1(\Omega) \). By the reflexivity of \( H^1(\Omega) \), the compact embedding of \( H^1(\Omega) \) into \( L^2(\Omega) \) and the compactness of the trace operator, one can assume (taking a subsequence if it is necessary) that

\[ \frac{u_n}{\left\| u^0_n \right\|_{(c,\sigma)}} \to w \text{ in } H^1(\Omega); \quad \frac{u_n}{\left\| u^0_n \right\|_{(c,\sigma)}} \to w \text{ in } L^2(\Omega) \text{ (also in } L^2(\partial\Omega)); \]

\[ \frac{u^0_n}{\left\| u^0_n \right\|_{(c,\sigma)}} \to w \text{ in } L^2(\Omega) \text{ (also in } L^2(\partial\Omega)). \]

Set \( v_n = \frac{u^0_n}{\left\| u^0_n \right\|_{(c,\sigma)}} \). Substituting \( v \) in (30) by \( (v_n/\lambda_n) \), and taking into account the orthogonality and the fact that \( v_n \in E^0 \), we get

\[ 0 \leq (1 - \lambda_n)\lambda_n^{-1} d \left\| u^0_n \right\|_{(m,\rho)}^{-1} \left\| u^0_n \right\|_{(m,\rho)}^2 = -\int f(x, u_n)v_n - \oint g(x, u_n)v_n \]  

(32)

By taking the liminf as \( n \to \infty \), we have that

\[ \liminf_{n \to \infty} \left( \int f(x, u_n)v_n + \oint g(x, u_n)v_n \right) \leq 0. \]  

(33)
Therefore, by (31) one has that for all \( n \geq \nu(x) \), one has (passing to a subsequence if necessary),

\[
\left| u_n^+(x) \right| \left( \left\| u_n^0 \right\|_{(c, \sigma)} \right)^{-1} < \frac{1}{4} w(x)
\]

and

\[
\left| u_n(x) \left( \left\| u_n^0 \right\|_{(c, \sigma)} \right)^{-1} - w(x) \right| < \frac{1}{4} w(x).
\]

Therefore, for all \( n \geq \nu(x) \) one has

\[
u_n(x) = \frac{1}{2} w(x) \left( \left\| u_n^0 \right\|_{(c, \sigma)} \right) \to \infty \quad \text{since} \quad \left\| u_n^0 \right\|_{(c, \sigma)} \to 0.
\]

On the other hand, for a.e. \( x \in I^- \) there exists an integer \( \nu(x) \in \mathbb{N} \) such that for all \( n \geq \nu(x) \),

\[
u_n(x) = \frac{1}{2} w(x) \left( \left\| u_n^0 \right\|_{(c, \sigma)} \right) \to -\infty.
\]

In order to apply Fatou’s Lemma we need to find \( n_0 \in \mathbb{N} \) such that for \( n \geq n_0 \),

\[
f(x, u_n) v_n \geq \tilde{l}(x) \quad \text{a.e. and} \quad g(x, u_n) v_n \geq \tilde{l}(x) \quad \text{a.e.},
\]

for some \( \tilde{l} \in L^1(\Omega) \) and \( \tilde{l} \in L^1(\partial\Omega) \). Indeed, from (27) one gets

\[
\left\| u_n^0 \right\|_{(c, \sigma)} \left( \left\| u_n^0 \right\|_{(c, \sigma)} \right)^{-1} \leq 2a \left\| u_n^0 \right\|_{(c, \sigma)} \left( \left\| u_n^0 \right\|_{(c, \sigma)} \right)^{-1} + 2a.
\]

Therefore, by (31) one has that for \( n \geq n_0 \), \( \left\| u_n^0 \right\|_{(c, \sigma)} \left( \left\| u_n^0 \right\|_{(c, \sigma)} \right)^{-1} \leq C \), where \( C \) is a constant independent of \( n \). Since \( \tilde{\gamma}(x, u_n(x)) \geq 0 \), one has that for \( n \geq n_0 \),

\[
\tilde{\gamma}(x, u_n(x)) u_n(x) v_n(x) = \tilde{\gamma}(x, u_n(x)) u_n(x) v_n^0(x) \left( \left\| u_n^0 \right\|_{(c, \sigma)} \right)^{-1}
\]

\[
= \frac{1}{2} \tilde{\gamma}(x, u_n(x)) \left( \left\| u_n^0 \right\|_{(c, \sigma)} \right)^{-1} ((u_n(x))^2 + (u_n^0(x))^2 - (u_n(x) - u_n^0(x))^2)
\]

\[
\geq -\frac{1}{2} \tilde{\gamma}(x, u_n(x)) \left( \left\| u_n^0 \right\|_{(c, \sigma)} \right)^{-1} \geq -\tilde{C} \tilde{\gamma}(x, u_n(x)) l_1(x),
\]

where \( l_1 \in L^1(\Omega) \), and \( \tilde{C} > 0 \) are independent of \( n \). Therefore, for \( n \geq n_0 \),

\[
\tilde{\gamma}(x, u_n(x)) u_n(x) v_n(x) \geq -\tilde{C} (\beta m(x) + d) l_1(x).
\]

Now, using the decomposition of \( f \), one has that for \( n \geq n_0 \),

\[
f(x, u_n(x)) v_n(x) = \tilde{\gamma}(x, u_n(x)) u_n(x) v_n(x) + \tilde{h}(x, u_n(x)) v_n(x)
\]

\[
\geq -\tilde{C} (\beta m(x) + d) l_1(x) - K_1 l_2(x) = \tilde{l}(x),
\]
where $l_2 \in L^1(\Omega)$. We use similar arguments to obtain the function $\tilde{l}$ in (34). Notice that it follows from (32) and (34) that $\sup \int f(x, u_n)v_n < \infty$ and $\sup \int g(x, u_n)v_n < \infty$. Therefore, by Fatou’s Lemma and the properties of $\lim \inf$, one has

$$
\int_{w>0} f_+ w \leq \liminf_{n \to \infty} \int_{w>0} f(x, u_n)v_n; \quad \int_{w>0} g_+ w \leq \liminf_{n \to \infty} \int_{w>0} g(x, u_n)v_n
$$

and that

$$
\int_{w>0} f_+ w + \int_{w>0} g_+ w + \int_{w<0} f_- w + \int_{w<0} g_- w \leq 0,
$$

which contradicts the assumption (14). Thus the claim holds.

**Step 4.** We use the Leray-Schauder Fixed Point Theorem combined with some duality arguments.

Define $T : H^1(\Omega) \to (H^1(\Omega))^*$ by

$$
T(u)v = \int \nabla u \nabla v + \int c(x) uv + \int \sigma(x) uv - (\mu_j + d) \left( \int m(x) uv + \int \rho(x) uv \right).
$$

It follows from Theorem 2.1 and Remark 2.2 that $T$ is linear, continuous and bijective. Therefore, by the Open Mapping Theorem we have that $T^{-1}$ is continuous. From (26) one sees that

$$
0 = T(u)v - \lambda \left( \int (f(x, u) + d m(x) u)v + \int (g(x, u) + d \rho(x) u)v \right)
$$

where $\lambda \in [0, 1]$. Applying $T^{-1}$ we get $0 = u - \lambda [T^{-1} J'_f(u) - T^{-1} J'_g(u)]$ where $J'_f(u)v = \int (f(x, u) + d m(x) u)v, J'_g(u)v = \int (g(x, u) + d \rho(x) u)v$. Now, let $M$ be defined by

$$
Mu := T^{-1} J'_f(u) - T^{-1} J'_g(u).
$$

Notice that from the continuity of $T^{-1}$ and the compactness of $J'_f$ and $J'_g$ (see [19]) we have that $M$ is a compact operator from $H^1(\Omega)$ to itself. Therefore, one sees that $u - \lambda Mu = 0$.

It follows from the a priori estimate (28) and the Leray-Schauder Fixed Point Theorem that $M$ has a fixed point. Thus, Problem (13) has a (weak) solution. The proof is complete. □

**Remark 3.6** We (briefly) indicate how some of our results extend previous ones in the literature.

(i) In [3] no reaction term $f$ is considered and the nonlinear perturbation $g$ is sublinear at infinity.

(ii) In [17] the $p$-Laplacian is considered and the nonlinear perturbations $f$ and $g$ are bounded.

Here, we consider the case $p = 2$ and the nonlinear perturbations $f$ and $g$ may be unbounded, with at most linear growth asymptotically.
Remark 3.7 If the boundary nonlinearity $g$ is Lipschitz in $u$, uniformly in $x$ and the functions $c, m \in L^\infty(\Omega)$, $\sigma, \rho \in C^1(\bar{\Omega})$, one can show with a slight modification of the proof that the solution obtained in Theorem 3.1 is actually in $H^2(\Omega)$.

Remark 3.8 Our resonance results remain valid if one considers nonlinear equations with a more general linear part (in divergence form) with variable coefficients:

$$
\begin{aligned}
- \sum_{i,j=1}^{n} \frac{\partial}{\partial x_j} \left( a_{ij}(x) \frac{\partial u}{\partial x_i} \right) + c(x)u &= f(x,u) \quad \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} + \sigma(x)u &= g(x,u) \quad \text{on } \partial \Omega,
\end{aligned}
$$

where $\sigma \in L^\infty(\partial \Omega)$ with $\sigma(x) \geq 0$ a.e. on $\partial \Omega$, and $\partial/\partial \nu := \nu \cdot A\nabla$ is the (unit) outer conormal derivative. The matrix $A(x) := (a_{ij}(x))$ is symmetric with $a_{ij} \in L^\infty(\Omega)$ such that there is a constant $\gamma > 0$ such that for all $\xi \in \mathbb{R}^n$,

$$
\langle A(x)\xi, \xi \rangle \geq \gamma |\xi|^2 \quad \text{a.e. on } \Omega.
$$
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1 Background

In [5], Chapter 19, the authors studied the approximation properties of the general complex-valued singular integral operators $\Theta_{r,\xi}(f; x)$ defined as follows:

They considered the complex valued Borel measurable functions $f : \mathbb{R} \to \mathbb{C}$ such that $f = f_1 + if_2$, $i := \sqrt{-1}$. Here $f_1, f_2 : \mathbb{R} \to \mathbb{R}$ are implied to be real valued Borel measurable functions.
Let $\xi > 0$ and $\mu_\xi$ be a Borel probability measure on $\mathbb{R}$. For $r \in \mathbb{N}$ and $n \in \mathbb{Z}^+$ they put

$$
\alpha_j = \begin{cases} 
(-1)^{r-j} \left( \frac{r}{j} \right)^{j-n}, & j = 1, \ldots, r, \\
1 - \sum_{i=1}^{r} (-1)^{r-i} \left( \frac{r}{i} \right)^{i-n}, & j = 0.
\end{cases} \tag{1}
$$

Then, they defined the general complex-valued singular integral operators as

$$
\Theta_{r, \xi}(f; x) := \int_{-\infty}^{\infty} \left( \sum_{j=0}^{r} \alpha_j f(x + jt) \right) d\mu_\xi(t), \forall \xi > 0. \tag{2}
$$

Clearly by the definition of R.H.S.(2) they had

$$
\Theta_{r, \xi}(f; x) = \Theta_{r, \xi}(f_1; x) + i\Theta_{r, \xi}(f_2; x). \tag{3}
$$

They supposed that $\Theta_{r, \xi}(f_j; x) \in \mathbb{R}, \forall x \in \mathbb{R}, j = 1, 2.$

In [5], Chapter 19, the authors defined the modulus of smoothness finite as follows:

Let $f_1, f_2 \in C^n(\mathbb{R}), n \in \mathbb{Z}^+$ with the $r$th modulus of smoothness finite, that is

$$
\omega_r(f_j^{(n)}, h) := \sup_{|t| \leq h} \| \Delta_r^{(n)} f_j^{(n)}(x) \|_{\infty, x} < \infty, \tag{4}
$$

$h > 0$, where

$$
\Delta_r^{(n)} f_j^{(n)}(x) := \sum_{j=0}^{r} (-1)^{r-j} \left( \frac{r}{j} \right) f_j^{(n)}(x + jt), \tag{5}
$$

$j = 1, 2.$

In [5], Chapter 19, The authors also defined the $r$th $L_p$-modulus of smoothness for $f_1, f_2 \in C^n(\mathbb{R})$ with $f_1^{(n)}, f_2^{(n)} \in L_p(\mathbb{R}), 1 \leq p < \infty$ as

$$
\omega_r(f_j^{(n)}, h)_p := \sup_{|t| \leq h} \| \Delta_r^{(n)} f_j^{(n)}(x) \|_{p, x}, \quad h > 0, \text{ with } j = 1, 2. \tag{6}
$$

There they supposed that $\omega_r(f_j^{(n)}, h)_p < \infty, h > 0, j = 1, 2.$

They denoted

$$
\delta_k := \sum_{j=1}^{r} \alpha_j j^k, \quad k = 1, \ldots, n \in \mathbb{N}.
$$

They assumed that the integrals

$$
e_k, \xi := \int_{-\infty}^{\infty} t^k d\mu_\xi(t)
$$

are finite, $k = 1, \ldots, n.$

They noticed the inequalities

$$
|\Theta_{r, \xi}(f; x) - f(x)| \leq |\Theta_{r, \xi}(f_1; x) - f_1(x)| + |\Theta_{r, \xi}(f_2; x) - f_2(x)|, \tag{7}
$$
\[
\|\Theta_{r,\xi}(f; x) - f(x)\|_{\infty, x} \leq \|\Theta_{r,\xi}(f_1; x) - f_1(x)\|_{\infty, x} + \|\Theta_{r,\xi}(f_2; x) - f_2(x)\|_{\infty, x},
\]
and
\[
\|\Theta_{r,\xi}(f; x) - f(x)\|_{p, x} \leq \|\Theta_{r,\xi}(f_1; x) - f_1(x)\|_{p, x} + \|\Theta_{r,\xi}(f_2; x) - f_2(x)\|_{p, x}, \quad p \geq 1.
\]  

Furthermore, they stated that the equality
\[
f^{(k)}(x) = f^{(k)}_1(x) + i f^{(k)}_2(x),
\]
holds for all \( k = 1, \ldots, n \).  

The authors stated

**Theorem 1** ([5] p.365) Let \( f : \mathbb{R} \to \mathbb{C} \) such that \( f = f_1 + i f_2 \). Here \( j = 1, 2 \). Let \( f_j \in C^n(\mathbb{R}) \), \( n \in \mathbb{Z}^+ \). Assume that
\[
\int_{\infty}^{-\infty} |t|^n \left(1 + \frac{|t|}{\xi}\right)^r \, d\mu_\xi(t) < \infty.
\]
Suppose also that \( \omega_r(f_j^{(n)}; h) < \infty, \forall h > 0 \). Then
\[
\left\| \Theta_{r,\xi}(f; x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!} \delta_{k\xi} c_{k,\xi} \right\|_{\infty, x} \leq \frac{1}{n!} \left[ \int_{-\infty}^{\infty} |t|^n \left(1 + \frac{|t|}{\xi}\right)^r \, d\mu_\xi(t) \right] (\omega_r(f_1^{(n)}), \xi) + \omega_r(f_2^{(n)}), \xi). \]

When \( n = 0 \) the sum in L.H.S. (11) collapses.

They gave their results for the \( n = 0 \) case as follows.

**Corollary 2** ([5] p.366) Let \( f : \mathbb{R} \to \mathbb{C} : f = f_1 + i f_2 \). Here \( j = 1, 2 \). Let \( f_j \in C(\mathbb{R}) \). Assume
\[
\int_{-\infty}^{\infty} \left(1 + \frac{|t|}{\xi}\right)^r \, d\mu_\xi(t) < \infty.
\]
Suppose also \( \omega_r(f_j; h) < \infty, \forall h > 0 \). Then
\[
\|\Theta_{r,\xi}(f) - f\|_{\infty} \leq \left[ \int_{-\infty}^{\infty} \left(1 + \frac{|t|}{\xi}\right)^r \, d\mu_\xi(t) \right] (\omega_r(f_1, \xi) + \omega_r(f_2, \xi)). \]

Next they stated
Theorem 3 ([5] p.366) Let \( g \in C^{n-1}(\mathbb{R}) \), such that \( g^{(n)} \) exists, \( n, r \in \mathbb{N} \). Furthermore assume that for each \( x \in \mathbb{R} \) the function \( g^{(j)}(x + jt) \in L_1(\mathbb{R}, \mu_\xi) \) as a function of \( t \), for all \( \tilde{j} = 0, 1, \ldots, n - 1; j = 1, \ldots, r \). Suppose that there exist \( \lambda_{j, j} \geq 0, \tilde{j} = 1, \ldots, n; j = 1, \ldots, r \), with \( \lambda_{j, j} \in L_1(\mathbb{R}, \mu_\xi) \) such that for each \( x \in \mathbb{R} \) we have
\[
|g^{(\tilde{j})}(x + jt)| \leq \lambda_{j, j}(t),
\]
for \( \mu_\xi \)-almost all \( t \in \mathbb{R} \), all \( \tilde{j} = 1, \ldots, n; j = 1, 2, \ldots, r \). Then \( g^{(\tilde{j})}(x + jt) \) defines a \( \mu_\xi \)-integrable function with respect to \( t \) for each \( x \in \mathbb{R} \), all \( \tilde{j} = 1, \ldots, n; j = 1, \ldots, r \), and
\[
(\Theta_{r, \xi}(g; x))^{(\tilde{j})} = \Theta_{r, \xi}(g^{(\tilde{j})}; x),
\]
for all \( x \in \mathbb{R} \), all \( \tilde{j} = 1, \ldots, n \).

They presented the following approximation result

Theorem 4 ([5] p.366) Let \( f : \mathbb{R} \to \mathbb{C} \), such that \( f = f_1 + if_2 \). Here \( j = 1, 2 \). Let \( f_j \in C^{n+p}(\mathbb{R}) \), \( n, p \in \mathbb{Z}^+ \), and \( \omega_r(f_j^{(n+j)}; h) < \infty, \forall h > 0 \), for \( \tilde{j} = 0, 1, \ldots, \rho \). Assume
\[
\int_{-\infty}^{\infty} |t|^n \left(1 + \frac{|t|}{\xi}\right)^r \, d\mu_\xi(t) < \infty.
\]
We consider the assumptions of Theorem 3 valid regarding \( f_1, f_2 \) for \( n = \rho \). Then
\[
\left\| (\Theta_{r, \xi}(f; x))^{(\tilde{j})} - f^{(\tilde{j})}(x) - \sum_{k=1}^{n} \frac{f^{(k+j)}(x)}{k!} \delta_{k, \xi_\tilde{j}} \right\|_{\infty, x} \leq \frac{1}{n!} \left[ \int_{-\infty}^{\infty} |t|^n \left(1 + \frac{|t|}{\xi}\right)^r \, d\mu_\xi(t) \right] \left( \omega_r(f_1^{(n+j)}; \xi) + \omega_r(f_2^{(n+j)}; \xi) \right),
\]
for all \( \tilde{j} = 0, 1, \ldots, \rho \). When \( n = 0 \) the sum in L.H.S.(15) collapses.

They started to present their \( L_p \) results with the following theorem

Theorem 5 ([5] p.367) Let \( f : \mathbb{R} \to \mathbb{C} \) such that \( f = f_1 + if_2 \). Here \( j = 1, 2 \). Let \( f_j \in C^n(\mathbb{R}) \) with \( f_j^{(n)} \in L_p(\mathbb{R}) \), \( n, p, q \in \mathbb{N} \), \( p, q > 1 \): \( \frac{1}{p} + \frac{1}{q} = 1 \). Suppose that
\[
\int_{-\infty}^{\infty} \left[ \left(1 + \frac{|t|}{\xi}\right)^{rp+1} - 1 \right] |t|^{n-p-1} \, d\mu_\xi(t) < \infty,
\]
and \( c_{k,\xi} \in \mathbb{R}, \, k = 1, \ldots, n \). Then

\[
\left\| \Theta_{r,\xi}(f; x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!}\delta_{k}c_{k,\xi} \right\|_{p,x} \leq \frac{1}{((n-1)!(q(n-1)+1)^{\frac{1}{q}}(rp+1)^{\frac{1}{p}})} \left[ \int_{-\infty}^{\infty} \left( \left(1 + \frac{|t|}{\xi} \right)^{rp+1} - 1 \right) |t|^{n-1} d\mu_{\xi}(t) \right]^{\frac{1}{p}} 
\cdot \xi^{\frac{1}{p}} \left( \omega_{r}(f_{1}^{(n)}, \xi)_{p} + \omega_{r}(f_{2}^{(n)}, \xi)_{p} \right).
\]

For the case of \( p = 1 \), they obtained

\[ \text{Theorem 6 } ([5] \text{ p.368}) \text{Let } f : \mathbb{R} \rightarrow \mathbb{C} \text{ such that } f = f_{1} + if_{2}. \text{ Here } j = 1, 2. \text{ Let } f_{j} \in C^{n}(\mathbb{R}) \text{ with } f_{j}^{(n)} \in L_{1}(\mathbb{R}), \, n \in \mathbb{N}. \text{ Suppose that} \]

\[ \int_{-\infty}^{\infty} \left( 1 + \frac{|t|}{\xi} \right)^{r+1} - 1 |t|^{n-1} d\mu_{\xi}(t) < \infty, \]

and \( c_{k,\xi} \in \mathbb{R}, \, k = 1, \ldots, n \). Then

\[
\left\| \Theta_{r,\xi}(f; x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!}\delta_{k}c_{k,\xi} \right\|_{1,x} \leq \frac{1}{(n-1)! (r+1)} \left[ \int_{-\infty}^{\infty} \left( \left(1 + \frac{|t|}{\xi} \right)^{r+1} - 1 \right) |t|^{n-1} d\mu_{\xi}(t) \right]^{\frac{1}{r}} 
\cdot \xi \left( \omega_{r}(f_{1}^{(n)}, \xi)_{1} + \omega_{r}(f_{2}^{(n)}, \xi)_{1} \right).
\]

For \( n = 0 \), they showed

\[ \text{Proposition 7 } ([5] \text{ p.368}) \text{ Let } f : \mathbb{R} \rightarrow \mathbb{C} \text{ such that } f = f_{1} + if_{2}, \text{ where } f_{1}, f_{2} \in (C(\mathbb{R}) \cap L_{p}(\mathbb{R})): \, p, q > 1: \frac{1}{p} + \frac{1}{q} = 1. \text{ Suppose that} \]

\[ \int_{-\infty}^{\infty} \left( 1 + \frac{|t|}{\xi} \right)^{rp} d\mu_{\xi}(t) < \infty. \]

Then

\[ \| \Theta_{r,\xi}(f) - f \|_{p} \leq \left[ \int_{-\infty}^{\infty} \left( 1 + \frac{|t|}{\xi} \right)^{rp} d\mu_{\xi}(t) \right]^{\frac{1}{p}} \left( \omega_{r}(f_{1}, \xi)_{p} + \omega_{r}(f_{2}, \xi)_{p} \right). \]

Finally, they gave the case of \( n = 0, \, p = 1 \) as
Proposition 8 ([5] p.368) Let \( f : \mathbb{R} \to \mathbb{C} \) such that \( f = f_1 + if_2 \), where \( f_1, f_2 \in \left( C(\mathbb{R}) \cap L_1(\mathbb{R}) \right) \). Suppose

\[
\int_{-\infty}^{\infty} \left( 1 + \frac{|t|}{\xi} \right)^r d\mu_\xi(t) < \infty.
\]

Then

\[
\| \Theta_{r,\xi}(f) - f \|_1 \leq \left[ \int_{-\infty}^{\infty} \left( 1 + \frac{|t|}{\xi} \right)^r d\mu_\xi(t) \right] \left( \omega_r(f_1, \xi)_1 + \omega_r(f_2, \xi)_1 \right). \tag{19}
\]

Next, the authors demonstrated their simultaneous \( L_p \) approximation results.

They started with

Theorem 9 ([5] p.369) Let \( f : \mathbb{R} \to \mathbb{C} \), such that \( f = f_1 + if_2 \). Here \( j = 1, 2 \).

Let \( f_j \in C^{n+p}(\mathbb{R}), n \in \mathbb{N}, \rho \in \mathbb{Z}^+ \), with \( f_j^{(n+j)} \in L_p(\mathbb{R}), \ j = 0, 1, \ldots, \rho \). Let \( p, q > 1 : \frac{1}{p} + \frac{1}{q} = 1 \). Suppose that \( \int_{-\infty}^{\infty} \left( 1 + \frac{|t|}{\xi} \right)^{rp+1} |t|^{np-1} d\mu_\xi(t) < \infty \), and \( c_k, \xi \in \mathbb{R}, k = 1, \ldots, n \). We consider the assumptions of Theorem 3 valid regarding \( f_1, f_2 \) for \( n = \rho \). Then

\[
\left\| \left( \Theta_{r,\xi}(f;x) \right)^{(j)} - f^{(j)}(x) \right\|_{p,x} - \sum_{k=1}^{n} \frac{f^{(k+j)}(x)}{k!} \delta_k c_k, \xi, \xi \geq \frac{1}{(n-1)!!} \left[ \frac{1}{(q(n-1) + 1)^{\frac{1}{2}}} \right] \left( \omega_r(f_1^{(n+j)}, \xi)_p + \omega_r(f_2^{(n+j)}, \xi)_p \right)
\]

\[
\cdot \left[ \int_{-\infty}^{\infty} \left( 1 + \frac{|t|}{\xi} \right)^{rp+1} |t|^{np-1} d\mu_\xi(t) \right]^{\frac{1}{2}} \xi^{\frac{1}{2}},
\]

for all \( j = 0, 1, \ldots, \rho \).

They had

Proposition 10 ([5] p.369) Let \( f : \mathbb{R} \to \mathbb{C} \), such that \( f = f_1 + if_2 \). Let \( f_1^{(j)}, f_2^{(j)} \in \left( C(\mathbb{R}) \cap L_p(\mathbb{R}) \right), \ j = 0, 1, \ldots, \rho \). Suppose that

\[
\int_{-\infty}^{\infty} \left( 1 + \frac{|t|}{\xi} \right)^{rp} d\mu_\xi(t) < \infty.
\]

We consider the assumptions of Theorem 3 valid regarding \( f_1, f_2 \) for \( n = \rho \). Then

\[
\left\| \left( \Theta_{r,\xi}(f) \right)^{(j)} - f^{(j)} \right\|_p \leq \left[ \int_{-\infty}^{\infty} \left( 1 + \frac{|t|}{\xi} \right)^{rp} d\mu_\xi(t) \right]^{\frac{1}{p}} \left( \omega_r(f_1^{(j)}, \xi)_p + \omega_r(f_2^{(j)}, \xi)_p \right), \tag{21}
\]

\( j = 0, 1, \ldots, \rho \).
Next they gave the related $L_1$ result as

**Theorem 11** ([5] p.369) Let $f : \mathbb{R} \to \mathbb{C}$, such that $f = f_1 + if_2$, and $j = 1, 2$. Let $f_1, f_2 \in C^{n+\rho}(\mathbb{R})$, with $f^{(n+j)} \in L_1(\mathbb{R})$, $n \in \mathbb{N}$, $\bar{j} = 0, 1, \ldots, \rho \in \mathbb{Z}^+$. Suppose that

$$
\int_{-\infty}^{\infty} \left(1 + \frac{|t|}{\xi}\right)^{r+1} |t|^{n-1} d\mu_{\xi}(t) < \infty,
$$

and $c_{k, \xi} \in \mathbb{R}$, $k = 1, \ldots, n$. We consider the assumptions of Theorem 3 valid regarding $f_1, f_2$ for $n = \rho$. Then

$$
\left\| (\Theta_{r, \xi}(f;x))^{(j)} - f^{(j)}(x) - \sum_{k=1}^{n} \frac{f^{(k+j)}(x)}{k!} \delta_k c_{k, \xi} \right\|_{1, x} \leq \frac{1}{(n-1)! (r+1)} \left[ \int_{-\infty}^{\infty} \left(1 + \frac{|t|}{\xi}\right)^{r+1} |t|^{n-1} d\mu_{\xi}(t) \right] \xi
$$

$$
\cdot \left( \psi_1(f^{(n+j)}_1, \xi)_1 + \psi_1(f^{(n+j)}_2, \xi)_1 \right),
$$

for all $\bar{j} = 0, 1, \ldots, \rho$.

Their last simultaneous approximation result follows

**Proposition 12** ([5] p.370) Let $f : \mathbb{R} \to \mathbb{C}$, such that $f = f_1 + if_2$. Here $f^{(j)}_1, f^{(j)}_2 \in (C(\mathbb{R}) \cap L_1(\mathbb{R}))$, $j = 0, 1, \ldots, \rho \in \mathbb{Z}^+$. Suppose

$$
\int_{-\infty}^{\infty} \left(1 + \frac{|t|}{\xi}\right)^{r} d\mu_{\xi}(t) < \infty.
$$

We consider the assumptions of Theorem 3 valid regarding $f_1, f_2$ for $n = \rho$. Then

$$
\left\| (\Theta_{r, \xi}(f))^{(j)} - f^{(j)} \right\|_1 \leq \left[ \int_{-\infty}^{\infty} \left(1 + \frac{|t|}{\xi}\right)^{r} d\mu_{\xi}(t) \right] \left( \psi_1(f^{(n+j)}_1, \xi)_1 + \psi_1(f^{(n+j)}_2, \xi)_1 \right),
$$

for all $j = 0, 1, \ldots, \rho$.

Next in [5], Chapter 19, the authors defined the generalized complex fractional integral operators as follows:

Let $\xi > 0, x, x_0 \in \mathbb{R}$, $f : \mathbb{R} \to \mathbb{C}$ Borel measurable, such that $f = f_1 + if_2$. Suppose $f_1, f_2 \in C^{m}(\mathbb{R})$, with $\left\| f^{(m)}_1 \right\|_\infty < \infty, \left\| f^{(m)}_2 \right\|_\infty < \infty$. Let $\mu_{\xi}$ probability
Borel measure on $\mathbb{R}$, $\forall \xi > 0$. Then

$$\Theta_{r, \xi}(f; x) = \int_{-\infty}^{\infty} \left( \sum_{j=0}^{r} \alpha_j f(x + jt) \right) d\mu_\xi(t)$$

$$= \int_{-\infty}^{\infty} \left( \sum_{j=0}^{r} \pi_j f_1(x + jt) \right) d\mu_\xi(t) + i \int_{-\infty}^{\infty} \left( \sum_{j=0}^{r} \pi_j f_2(x + jt) \right) d\mu_\xi(t)$$

$$= \Theta_{r, \xi}(f_1; x) + i\Theta_{r, \xi}(f_2; x),$$

where

$$\pi_j = \begin{cases} (-1)^{r-j} (\xi)^{-\gamma} j^{-\gamma}, & j = 1, \ldots, r, \\ 1 - \sum_{i=1}^{r} (-1)^{r-i} (\xi)^{-\gamma}, & j = 0. \end{cases} \quad (25)$$

for $r \in \mathbb{N}$ and $\gamma > 0$.

Additionally, they denoted

$$\delta_k = \sum_{j=1}^{r} \alpha_j j^k, k = 1, \ldots, m - 1, \quad (26)$$

where $m = \lceil \gamma \rceil$, $\lceil \cdot \rceil$ is the ceiling of a number.

They supposed here that $\Theta_{r, \xi}(f_1, x), \Theta_{r, \xi}(f_2, x) \in \mathbb{R}$, $\forall x \in \mathbb{R}$.

The authors also assumed existence of $c_{k, \xi} := \int_{-\infty}^{\infty} t^k d\mu_\xi(t), k = 1, \ldots, m - 1$, and the existence of $\int_{-\infty}^{\infty} |t|^{\gamma+k} d\mu_\xi(t), k = 0, 1, \ldots, r$.

Finally, they gave their fractional result as

**Theorem 13** ([5] p.371) *It holds*

$$\left\| \Theta_{r, \xi}(f, \cdot) - f(\cdot) - \sum_{k=1}^{m-1} \frac{f^{(k)}(\cdot)}{k!} \delta_k c_{k, \xi} \right\|_{\infty} \leq \left\| \int_{-\infty}^{\infty} \frac{r!}{(r-k)!\Gamma(\gamma+k+1)} \xi^k \int_{-\infty}^{\infty} |t|^{\gamma+k} d\mu_\xi(t) \right\| \sup_{x \in \mathbb{R}} \left\{ \max \left[ \omega_r \left( D_{x, f_1}^\gamma \xi \right), \omega_r \left( D_{x, f_1}^\gamma \xi \right) \right] \right\}$$

$$+ \sup_{x \in \mathbb{R}} \left\{ \max \left[ \omega_r \left( D_{x, f_2}^\gamma \xi \right), \omega_r \left( D_{x, f_2}^\gamma \xi \right) \right] \right\}.$$

If $m = 1$ the sum disappears in L.H.S.(27).

Let $j = 1, 2$. Above $D_{x, f_1}^\gamma f_j$ is the right Caputo fractional derivative of order $\gamma > 0$ is given by

$$D_{x, f_1}^\gamma f_j(x) := \frac{(-1)^m}{\Gamma(m-\gamma)} \int_{x}^{x_0} (\zeta - x)^{m-\gamma-1} f_j^{(m)}(\zeta) d\zeta, \quad (28)$$
\( \forall x \leq x_0 \in \mathbb{R} \text{ fixed}. \)

They supposed \( D^\gamma_{x_0} f(x) = 0, \forall x > x_0. \)

Also \( D^\gamma_{x_0} f_j \) is the left Caputo fractional derivative of order \( \gamma > 0 \) is given by

\[
D^\gamma_{x_0} f_j(x) := \frac{1}{\Gamma(m-\gamma)} \int_{x_0}^{x} (x-t)^{m-\gamma-1} f^{(m)}(t)dt,
\]

(29)

\( \forall x \geq x_0 \in \mathbb{R} \text{ fixed}, \) where \( \Gamma(\nu) = \int_0^\infty e^{-t}t^{\nu-1}dt, \nu > 0. \)

They assumed \( D^\gamma_{x_0} f_j(x) = 0, \) for \( x < x_0. \)

On the other hand, in [1], the authors defined important special cases of \( \Theta_{r,\xi} \) operators for discrete probability measures \( \mu_\xi \) as follows:

Let \( f \in C^n(\mathbb{R}), \ n \in \mathbb{Z}^+, \ 0 < \xi \leq 1, \ x \in \mathbb{R}. \)

\( i) \) When

\[
\mu_\xi(\nu) = \frac{e^{-|\nu|}}{\sum_{\nu=-\infty}^{\infty} e^{-|\nu|}}.
\]

(30)

they defined the generalized discrete Picard operators as

\[
P^*_{r,\xi}(f;x) := \frac{\sum_{\nu=-\infty}^{\infty} \left( \sum_{j=0}^{r} \alpha_j f(x+j\nu) \right) e^{-|\nu|}}{\sum_{\nu=-\infty}^{\infty} e^{-|\nu|}}.
\]

(31)

\( ii) \) When

\[
\mu_\xi(\nu) = \frac{e^{-\nu^2}}{\sum_{\nu=-\infty}^{\infty} e^{-\nu^2}}.
\]

(32)

they defined the generalized discrete Gauss-Weierstrass operators as

\[
W^*_{r,\xi}(f;x) := \frac{\sum_{\nu=-\infty}^{\infty} \left( \sum_{j=0}^{r} \alpha_j f(x+j\nu) \right) e^{-\nu^2}}{\sum_{\nu=-\infty}^{\infty} e^{-\nu^2}}.
\]

(33)

\( iii) \) Let \( \alpha \in \mathbb{N}, \) and \( \beta > \frac{1}{\alpha}. \) When

\[
\mu_\xi(\nu) = \frac{(\nu^{2\alpha} + \xi^{2\alpha})^{-\beta}}{\sum_{\nu=-\infty}^{\infty} (\nu^{2\alpha} + \xi^{2\alpha})^{-\beta}}.
\]

(34)
they defined the generalized discrete Poisson-Cauchy operators as
\[
Q_{r,\xi}^* (f; x) := \sum_{\nu = -\infty}^{\infty} \left( \sum_{j=0}^{r} \alpha_j f(x + j\nu) \right) \left( \nu^{2\alpha} + \xi^{2\alpha} \right)^{-\beta}.
\] (35)

They observed that for \( c \) constant they have
\[
P_{r,\xi}^* (c; x) = W_{r,\xi}^* (c; x) = Q_{r,\xi}^* (c; x) = c.
\] (36)

They assumed that the operators \( P_{r,\xi}^* (f; x) \), \( W_{r,\xi}^* (f; x) \), and \( Q_{r,\xi}^* (f; x) \) for \( x \in \mathbb{R} \). This is the case when \( \|f\|_{\infty,\mathbb{R}} < \infty \).

iv) When
\[
\mu_\xi (\nu) := \mu_{\xi,P} (\nu) := \frac{e^{-|\nu|}}{1 + 2\xi e^{-\frac{1}{\xi}}},
\] (37)

they defined the generalized discrete non-unitary Picard operators as
\[
P_{r,\xi} (f; x) := \sum_{\nu = -\infty}^{\infty} \left( \sum_{j=0}^{r} \alpha_j f(x + j\nu) \right) \frac{e^{-|\nu|}}{1 + 2\xi e^{-\frac{1}{\xi}}}. \] (38)

Here \( \mu_{\xi,P} (\nu) \) has mass
\[
m_{\xi,P} := \sum_{\nu = -\infty}^{\infty} \frac{e^{-|\nu|}}{1 + 2\xi e^{-\frac{1}{\xi}}}.
\] (39)

They observed that
\[
\frac{\mu_{\xi,P} (\nu)}{m_{\xi,P}} = \sum_{\nu = -\infty}^{\infty} \frac{e^{-|\nu|}}{e^{-\frac{1}{\xi}}},
\] (40)

which is the probability measure (30) defining the operators \( P_{r,\xi}^* \).

v) When
\[
\mu_\xi (\nu) := \mu_{\xi,W} (\nu) := \frac{e^{-\frac{x^2}{2}}}{\sqrt{\pi \xi} \left( 1 - \text{erf} \left( \frac{1}{\sqrt{\xi}} \right) \right) + 1},
\] (41)

with \( \text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt \), \( \text{erf}(\infty) = 1 \), they defined the generalized discrete non-unitary Gauss-Weierstrass operators as
\[
W_{r,\xi} (f; x) := \sum_{\nu = -\infty}^{\infty} \left( \sum_{j=0}^{r} \alpha_j f(x + j\nu) \right) \frac{e^{-\frac{x^2}{2}}}{\sqrt{\pi \xi} \left( 1 - \text{erf} \left( \frac{1}{\sqrt{\xi}} \right) \right) + 1}.
\] (42)
Here $\mu_{\xi,W}(\nu)$ has mass

$$m_{\xi,W} := \frac{\sum_{\nu=-\infty}^{\infty} e^{-\frac{\nu^2}{\xi}}}{\sqrt{\pi}\xi \left( 1 - \text{erf}\left(\frac{1}{\sqrt{\xi}}\right)\right) + 1}. \quad (43)$$

They observed that

$$\frac{\mu_{\xi,W}(\nu)}{m_{\xi,W}} = e^{-\frac{\nu^2}{\xi}}, \quad (44)$$

which is the probability measure (32) defining the operators $W_{r,\xi}^*$.

The authors observed that $P_{r,\xi}(f;x)$, $W_{r,\xi}(f;x) \in \mathbb{R}$, for $x \in \mathbb{R}$.

In [1], for $k = 1, \ldots, n$, the authors defined the ratios of sums

$$c_{k,\xi}^* := \frac{\sum_{\nu=-\infty}^{\infty} \nu^k e^{-\frac{\nu^2}{\xi}}}{\sum_{\nu=-\infty}^{\infty} e^{-\frac{\nu^2}{\xi}}}, \quad (45)$$

$$p_{k,\xi}^* := \frac{\sum_{\nu=-\infty}^{\infty} \nu^k e^{-\frac{\nu^2}{\xi}}}{\sum_{\nu=-\infty}^{\infty} e^{-\frac{\nu^2}{\xi}}}, \quad (46)$$

and for $\alpha \in \mathbb{N}$, $\beta > \frac{n+r+1}{2\alpha}$, they introduced

$$q_{k,\xi}^* := \frac{\sum_{\nu=-\infty}^{\infty} \nu^k \left(\nu^{2\alpha} + \xi^{2\alpha}\right)^{-\beta}}{\sum_{\nu=-\infty}^{\infty} \left(\nu^{2\alpha} + \xi^{2\alpha}\right)^{-\beta}}. \quad (47)$$

Furthermore, they proved that these ratios of sums $c_{k,\xi}^*$, $p_{k,\xi}^*$, and $q_{k,\xi}^*$ are finite for all $\xi \in (0, 1]$.

In [1], the authors also proved

$$m_{\xi,P} = \frac{\sum_{\nu=-\infty}^{\infty} e^{-\frac{\nu^2}{\xi}}}{1 + 2\xi e^{-\frac{1}{\xi}}} \to 1 \text{ as } \xi \to 0^+ \quad (48)$$

and

$$m_{\xi,W} = \frac{\sum_{\nu=-\infty}^{\infty} e^{-\frac{\nu^2}{\xi}}}{1 + \sqrt{\pi}\xi \left( 1 - \text{erf}\left(\frac{1}{\sqrt{\xi}}\right)\right)} \to 1 \text{ as } \xi \to 0^+. \quad (49)$$
The authors introduced also
\[ \delta_k := \sum_{j=1}^{r} \alpha_j j^k, \quad k = 1, \ldots, n \in \mathbb{N}. \] (50)

Additionally, in [1], the authors defined the following error quantities:
\[ E_{0,P}(f, x) := P_{r,\xi}(f; x) - f(x) \]
\[ = \sum_{\nu=-\infty}^{\infty} \left( \sum_{j=0}^{r} \alpha_j f(x + j\nu) \right) \frac{e^{-|\nu|}}{1 + 2\xi e^{-\frac{T}{\xi}}} - f(x), \] (51)
\[ E_{0,W}(f, x) := W_{r,\xi}(f; x) - f(x) \]
\[ = \sum_{\nu=-\infty}^{\infty} \left( \sum_{j=0}^{r} \alpha_j f(x + j\nu) \right) \frac{e^{-\nu^2}}{\sqrt{\pi \xi} \left( 1 - \text{erf} \left( \frac{1}{\sqrt{\xi}} \right) \right) + 1} - f(x). \] (52)

Furthermore, they introduced the errors \((n \in \mathbb{N}):\)
\[ E_{n,P}(f, x) := P_{r,\xi}(f; x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!} \delta_k \frac{\sum_{\nu=-\infty}^{\infty} \nu^k e^{-|\nu|}}{1 + 2\xi e^{-\frac{T}{\xi}}} \] (53)
\[ E_{n,W}(f, x) := W_{r,\xi}(f; x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!} \delta_k \frac{\sum_{\nu=-\infty}^{\infty} \nu^k e^{-\nu^2}}{\sqrt{\pi \xi} \left( 1 - \text{erf} \left( \frac{1}{\sqrt{\xi}} \right) \right) + 1}. \] (54)

Next, they obtained the inequalities
\[ |E_{0,P}(f, x)| \leq m_{\xi,P} \left| P_{r,\xi}(f; x) - f(x) \right| + |f(x)| \left| m_{\xi,P} - 1 \right|, \] (55)
\[ |E_{0,W}(f, x)| \leq m_{\xi,W} \left| W_{r,\xi}(f; x) - f(x) \right| + |f(x)| \left| m_{\xi,W} - 1 \right|, \] (56)
and
\[ |E_{n,P}(f, x)| \]
\[ \leq m_{\xi,P} \left| P_{r,\xi}(f; x) - f(x) \right| - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!} \delta_k \left| c_{k,\xi} \right| + |f(x)| \left| m_{\xi,P} - 1 \right|, \] (57)
with
\[
|E_{n,W}(f, x)| \leq m_{\xi,W} \left| W_{r,\xi}^* (f; x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!} \delta_{k} p_{k,\xi}^* \right| + |f(x)| |m_{\xi,W} - 1|.
\] (58)

In [1], they first gave the following simultaneous approximation results for unitary operators. They showed

**Theorem 14** Let \( f \in C^n(\mathbb{R}) \) with \( f^{(n)} \in C_u(\mathbb{R}) \) (uniformly continuous functions on \( \mathbb{R} \)).

i) For \( n \in \mathbb{N} \),
\[
\left\| P_{r,\xi}^* (f; x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!} \delta_{k} c_{k,\xi}^* \right\|_{\infty,x} \leq \frac{\omega_r(f^{(n)}, \xi)}{n!} \left( \sum_{\nu=-\infty}^{\infty} |\nu|^n \left( 1 + |\nu| \right)^r e^{-\frac{|\nu|}{\xi}} \right),
\] (59)
and
\[
\left\| W_{r,\xi}^* (f; x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!} \delta_{k} p_{k,\xi}^* \right\|_{\infty,x} \leq \frac{\omega_r(f^{(n)}, \xi)}{n!} \left( \sum_{\nu=-\infty}^{\infty} |\nu|^n \left( 1 + |\nu| \right)^r e^{-\frac{|\nu|^2}{\xi}} \right).
\] (60)

ii) For \( n = 0 \),
\[
\left\| P_{r,\xi}^* (f; x) - f(x) \right\|_{\infty,x} \leq \omega_r(f, \xi) \left( \sum_{\nu=-\infty}^{\infty} \left( 1 + |\nu| \right)^r e^{-\frac{|\nu|}{\xi}} \right),
\] (61)
and
\[
\left\| W_{r,\xi}^* (f; x) - f(x) \right\|_{\infty,x} \leq \omega_r(f, \xi) \left( \sum_{\nu=-\infty}^{\infty} \left( 1 + |\nu| \right)^r e^{-\frac{|\nu|^2}{\xi}} \right).
\] (62)

In the above inequalities (59) - (62), the ratios of sums in their right hand sides (R.H.S.) are uniformly bounded with respect to \( \xi \in (0, 1) \).
In [1], they had also

**Theorem 15** Let \( f \in C^n(\mathbb{R}) \) with \( f^{(n)} \in C_u(\mathbb{R}) \), \( n \in \mathbb{N} \), and \( \beta > \frac{n+r+1}{2a} \).

i) For \( n \in \mathbb{N} \),

\[
\left\| Q_{r,\xi}^*(f;x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!}\delta_k q_k^* \right\|_{\infty,x} \leq \frac{\omega_r(f^{(n)},\xi)}{n!} \left( \sum_{\nu=-\infty}^{\infty} \frac{|\nu|^r}{\xi^r} \left( \nu^2 + \xi^{2\alpha} \right)^{-\beta} \right) \]  \hspace{1cm} (63)

ii) For \( n = 0 \),

\[
\left\| Q_{r,\xi}^*(f;x) - f(x) \right\|_{\infty,x} \leq \omega_r(f,\xi) \left( \sum_{\nu=-\infty}^{\infty} \frac{|\nu|^r}{\xi^r} \left( \nu^2 + \xi^{2\alpha} \right)^{-\beta} \right). \]  \hspace{1cm} (64)

In the above inequalities (63) - (64), the ratios of sums in their R.H.S. are uniformly bounded with respect to \( \xi \in (0,1) \).

Next, they stated their results in [1] for the errors \( E_{0,P} \), \( E_{0,W} \), \( E_{n,P} \), and \( E_{n,W} \). They had

**Corollary 16** Let \( f \in C_u(\mathbb{R}) \). Then

i)

\[
|E_{0,P}(f,x)| \leq \left( \sum_{\nu=-\infty}^{\infty} \omega_r(f,|\nu|) e^{-\frac{|\nu|}{\xi}} \right) \left( \frac{1}{1 + 2\xi e^{-\frac{1}{\xi}}} \right) + |f(x)| |m_{\xi,P} - 1|, \]  \hspace{1cm} (65)

ii)

\[
|E_{0,W}(f,x)| \leq \left( \sum_{\nu=-\infty}^{\infty} \omega_r(f,|\nu|) e^{-\frac{|\nu|^2}{\xi}} \right) \left( \frac{1}{\sqrt{\pi \xi} \left( 1 - \text{erf} \left( \frac{1}{\sqrt{\xi}} \right) \right) + 1} \right) + |f(x)| |m_{\xi,W} - 1|. \]  \hspace{1cm} (66)

In [1], for \( E_{n,P} \) and \( E_{n,W} \), the authors presented
Theorem 17 Let \( f \in C^n(\mathbb{R}) \) with \( f^{(n)} \in C_u(\mathbb{R}) \), \( n \in \mathbb{N} \), and \( \| f \|_{\infty, \mathbb{R}} < \infty \). Then

i)

\[
\| E_{n,p}(f, x) \|_{\infty, x} \leq \frac{\omega_r(f^{(n)}, \xi)}{n!} \left( \sum_{\nu=-\infty}^{\infty} |\nu|^n \left( 1 + \frac{|\nu|}{\xi} \right)^r \frac{e^{-|\nu|}}{1 + 2\xi e^{-\frac{|\nu|}{\xi}}} \right) + \| f \|_{\infty, \mathbb{R}} |m_{\xi, p} - 1|,
\]

(67)

ii)

\[
\| E_{n,w}(f, x) \|_{\infty, x} \leq \frac{\omega_r(f^{(n)}, \xi)}{n!} \left( \sum_{\nu=-\infty}^{\infty} |\nu|^n \left( 1 + \frac{|\nu|}{\xi} \right)^r \frac{e^{-|\nu|}}{\sqrt{\pi \xi} (1 - \text{erf} \left( \frac{\nu}{\sqrt{\xi}} \right)) + 1} \right) + \| f \|_{\infty, \mathbb{R}} |m_{\xi, w} - 1|.
\]

(68)

In the above inequalities (67) - (68), the ratios of sums in their R.H.S. are uniformly bounded with respect to \( \xi \in (0, 1) \).

In [2], the authors represented simultaneous \( L_p \) approximation results. They started with

Theorem 18 i) Let \( f \in C^n(\mathbb{R}) \), with \( f^{(n)} \in L_p(\mathbb{R}) \), \( n \in \mathbb{N} \), \( p, q > 1 : \frac{1}{p} + \frac{1}{q} = 1 \), and rest as above in this section. Then

\[
\left\| P_{r, \xi}^*(f; x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!} \delta_{k_{r, \xi}} \right\|_p \leq \frac{1}{((n - 1)!)(q(n - 1) + 1)^{\frac{1}{q}} (rp + 1)^{\frac{1}{p}}} (M_{p, \xi}^*)^{\frac{1}{p}} \xi \frac{1}{p} \omega_r(f^{(n)}, \xi)_p
\]

where

\[
M_{p, \xi}^* := \sum_{\nu=-\infty}^{\infty} \left( 1 + \frac{|\nu|}{\xi} \right)^{rp+1} \frac{1}{\nu^{np} e^{-\frac{|\nu|}{\xi}}} \sum_{\nu=-\infty}^{\infty} e^{-\frac{|\nu|}{\xi}}
\]

(70)

which is uniformly bounded for all \( \xi \in (0, 1) \).

Additionally, as \( \xi \to 0^+ \) we obtain that R.H.S. of (69) goes to zero.

ii) When \( p = 1 \), let \( f \in C^n(\mathbb{R}) \), \( f^{(n)} \in L_1(\mathbb{R}) \), and \( n \in \mathbb{N} - \{1\} \). Then

\[
\left\| P_{r, \xi}^*(f; x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!} \delta_{k_{r, \xi}} \right\|_1 \leq \frac{1}{(n - 1)! (r + 1)} M_{1, \xi} \omega_r(f^{(n)}, \xi)_1
\]

(71)
holds where $M^*_1$ is defined as in (70). Hence, as $\xi \to 0^+$, we obtain that R.H.S. of (71) goes to zero.

iii) When $n = 0$, let $f \in (C(\mathbb{R}) \cap L_p(\mathbb{R}))$, $p, q > 1$ such that $\frac{1}{p} + \frac{1}{q} = 1$ and the rest as above in this section. Then

$$\|P^*_r; f(x) - f(x)\|_p \leq (M^*_p, \xi)_{1/p} \omega_r(f, \xi)_p$$

(72)

where

$$M^*_p, \xi := \sum_{\nu = -\infty}^{\infty} \frac{\nu^p}{e^{\nu}}$$

(73)

which is uniformly bounded for all $\xi \in (0, 1)$.

Hence, as $\xi \to 0^+$, we obtain that $P^*_r; \xi \to$ unit operator $I$ in the $L_p$ norm for $p > 1$.

iv) When $n = 0$ and $p = 1$, let $f \in (C(\mathbb{R}) \cap L_1(\mathbb{R}))$ and the rest as above in this section. Then the inequality

$$\|P^*_r; f(x) - f(x)\|_1 \leq \tilde{M}^*_1 \omega_r(f, \xi)_1$$

(74)

holds where $\tilde{M}^*_1$ is defined as in (73). Furthermore, we get $P^*_r; \xi \to I$ in the $L_1$ norm as $\xi \to 0^+$.

Next, the authors presented their quantitative results for the Gauss-Weierstrass operators, see [2]. They started with

**Theorem 19** i) Let $f \in C^n(\mathbb{R})$, with $f^{(n)} \in L_p(\mathbb{R})$, $n \in \mathbb{N}$, $p, q > 1 : \frac{1}{p} + \frac{1}{q} = 1$, and the rest as above in this section. Then

$$\left\|W^*_r; f(x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!} \delta_{k!} L_p, \xi \right\|_p$$

(75)

$$\leq \frac{1}{(n-1)! (q(n-1)+1)^{\frac{1}{q}} (rp+1)^{\frac{1}{p}}} (N^*_p, \xi)\frac{1}{p} \omega_r(f^{(n)}, \xi)_p$$

where

$$N^*_p, \xi := \sum_{\nu = -\infty}^{\infty} \frac{(1 + \nu \xi)_{rp+1} - 1}{\nu^{np-1} e^{-\nu^2}}$$

(76)

which is uniformly bounded for all $\xi \in (0, 1)$.

Additionally, as $\xi \to 0^+$ we obtain that R.H.S. of (75) goes to zero.
ii) For $p = 1$, let $f \in C^n(\mathbb{R})$, $f^{(n)} \in L_1(\mathbb{R})$, and $n \in \mathbb{N} \setminus \{1\}$. Then

$$
\left\| W_{r,\xi}^* (f; x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!} \delta_k p_{k,\xi}^* \right\|_1 
\leq \frac{1}{(n-1)! (r+1)} N_{1,\xi}^* \omega_r (f^{(n)}, \xi)_1
$$

holds where $N_{1,\xi}^*$ is defined as in (76). Hence, as $\xi \to 0^+$, we obtain that R.H.S. of (77) goes to zero.

iii) For $n = 0$, let $f \in (C(\mathbb{R}) \cap L_p(\mathbb{R}))$, $p, q > 1$ such that $\frac{1}{p} + \frac{1}{q} = 1$ and the rest as above in this section. Then

$$
\left\| W_{r,\xi}^* (f; x) - f(x) \right\|_p 
\leq (N_{p,\xi}^*)^{1/p} \omega_r (f, \xi)_p
$$

where

$$
N_{p,\xi}^* := \sum_{\nu = -\infty}^{\infty} \frac{(1 + \text{e}^{\frac{\nu}{\xi}})^p}{\nu^{p-2}}
$$

which is uniformly bounded for all $\xi \in (0, 1]$. Hence, as $\xi \to 0^+$, we obtain that $W_{r,\xi}^* \to$ unit operator $I$ in the $L_p$ norm for $p > 1$.

iv) For $n = 0$ and $p = 1$, let $f \in (C(\mathbb{R}) \cap L_1(\mathbb{R}))$ and the rest as above in this section. Then the inequality

$$
\left\| W_{r,\xi}^* (f; x) - f(x) \right\|_1 
\leq \tilde{N}_{1,\xi}^* \omega_r (f, \xi)_1
$$

holds where $\tilde{N}_{1,\xi}^*$ is defined as in (79). Furthermore, we get $W_{r,\xi}^* \to I$ in the $L_1$ norm as $\xi \to 0^+$.

For the Possion-Cauchy operators, in [2], the authors showed

**Theorem 20** i) Let $f \in C^n(\mathbb{R})$, with $f^{(n)} \in L_p(\mathbb{R})$, $n \in \mathbb{N}$, $p, q > 1$ : $\frac{1}{p} + \frac{1}{q} = 1$, $\beta > \frac{p(r+n+1)}{2\alpha}$, $\alpha \in \mathbb{N}$, and the rest as above in this section. Then

$$
\left\| Q_{r,\xi}^* (f; x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!} \delta_k q_{k,\xi}^* \right\|_p 
\leq \frac{1}{((n-1)!)(q(n-1) + 1)^{\frac{1}{q}} (rp + 1)^{\frac{1}{p}}} (S_{p,\xi}^*)^{\frac{1}{p}} \xi^\frac{1}{p} \omega_r (f^{(n)}, \xi)_p
$$

where

$$
S_{p,\xi}^* := \sum_{\nu = -\infty}^{\infty} \left( \left( 1 + \frac{|\nu|}{\xi} \right)^{rp+1} - 1 \right) |\nu|^{np-1} (\nu^{2\alpha} + \xi^{2\alpha})^{-\beta}
$$

holds.
is uniformly bounded for all $\xi \in (0, 1]$.

Additionally, as $\xi \to 0^+$, we obtain that R.H.S. of (81) goes to zero.

**ii)** When $p = 1$, let $f \in C^n(\mathbb{R})$, $f^{(n)} \in L_1(\mathbb{R})$, $\beta > \frac{r+n+1}{2\alpha}$, and $n \in \mathbb{N} - \{1\}$.

Then

$$\left\| Q_{r,\xi}^* (f; x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!} \delta_k q_k, \xi \right\|_1 \leq \frac{1}{(n-1)! (r+1)} S_{1, \xi}^* \omega_r (f^{(n)}, \xi)_1$$

holds where $S_{1, \xi}^*$ is defined as in (82). Hence, as $\xi \to 0^+$, we obtain that R.H.S. of (83) goes to zero.

**iii)** When $n = 0$, let $f \in (C(\mathbb{R}) \cap L_p(\mathbb{R}))$, $p, q > 1$ such that $\frac{1}{p} + \frac{1}{q} = 1$, $\beta > \frac{p(r+2)+1}{2\alpha}$, and the rest as above in this section. Then

$$\left\| Q_{r,\xi}^* (f; x) - f(x) \right\|_p \leq \left( S_{p, \xi}^* \right)^{1/p} \omega_r (f, \xi)_p$$

where

$$S_{p, \xi}^* := \sum_{\nu=-\infty}^{\infty} \left( 1 + \frac{\nu}{\xi} \right)^{-\beta} \left( \nu^{2\alpha} + \xi^{2\alpha} \right)^{-\beta} \sum_{\nu=-\infty}^{\infty} \left( \nu^{2\alpha} + \xi^{2\alpha} \right)^{-\beta}$$

which is uniformly bounded for all $\xi \in (0, 1]$.

Hence, as $\xi \to 0^+$, we obtain that $Q_{r,\xi}^* \to$ unit operator $I$ in the $L_p$ norm for $p > 1$.

**iv)** When $n = 0$ and $p = 1$, let $f \in (C(\mathbb{R}) \cap L_1(\mathbb{R}))$, $\beta > \frac{r+n+1}{2\alpha}$ and the rest as above in this section. The inequality

$$\left\| Q_{r,\xi}^* (f; x) - f(x) \right\|_1 \leq \tilde{S}_{1, \xi}^* \omega_r (f, \xi)_1$$

holds where $\tilde{S}_{1, \xi}^*$ is defined as in (85). Furthermore, we get $Q_{r,\xi}^* \to I$ in the $L_1$ norm as $\xi \to 0^+$.

Next in [2], they stated their results for the errors $E_{0, p}$, $E_{0, W}$, $E_{n, p}$, and $E_{n, W}$ as follows

**Theorem 21**

i) Let $p, q > 1$ such that $\frac{1}{p} + \frac{1}{q} = 1$, $n \in \mathbb{N}$ such that $np \neq 1$,
\( f \in L_p(\mathbb{R}) \), and the rest as above in this section. Then

\[
\| E_{n,p}(f, x) \|_p \\
\leq \xi \frac{\omega_{r}(f^{(n)}), \xi_{p}}{(n-1)! (q(n-1) + 1) \frac{1}{q} (rp + 1) \frac{1}{q}} \left[ \sum_{\nu = -\infty}^{\infty} \left( \frac{(1 + |\nu|)^{rp+1} - 1}{|\nu|^{r+1} e^{-\frac{|\nu|}{\xi}}} \right) \right]^\frac{1}{q} \\
+ \| f(x) \|_p \cdot |m\xi_{p} - 1|
\]

holds. Additionally, as \( \xi \to 0^+ \), we obtain that R.H.S. of (87) goes to zero.

**ii)** When \( p = 1 \), let \( f \in C^n(\mathbb{R}), f \in L_1(\mathbb{R}), f^{(n)} \in L_1(\mathbb{R}), \) and \( n \in \mathbb{N} \setminus \{1\}. \) Then

\[
\| E_{n,p}(f, x) \|_1 \\
\leq \frac{\xi \omega_{r}(f^{(n)}), \xi_{1}}{(n-1)! (r + 1)} \left[ \sum_{\nu = -\infty}^{\infty} \left( \frac{(1 + |\nu|)^{r+1} - 1}{|\nu|^{r+1} e^{-\frac{|\nu|}{\xi}}} \right) \right] \\
+ \| f(x) \|_1 \cdot |m\xi_{1} - 1|
\]

holds. Additionally, as \( \xi \to 0^+ \), we obtain that R.H.S. of (88) goes to zero.

**iii)** When \( n = 0 \), let \( p, q > 1 \) such that \( \frac{1}{p} + \frac{1}{q} = 1 \), \( f \in L_p(\mathbb{R}) \), and the rest as above in this section. Then

\[
\| E_{0,p}(f, x) \|_p \leq \omega_{r}(f, \xi_{p}) \left( \sum_{\nu = -\infty}^{\infty} e^{-\frac{|\nu|}{\xi}} \right)^\frac{1}{q} \\
\times \left[ \sum_{\nu = -\infty}^{\infty} \left( \frac{(1 + |\nu|)^{rp} e^{-\frac{|\nu|}{\xi}}}{1 + 2\xi e^{-\frac{|\nu|}{\xi}}} \right)^{1/p} \right] \\
+ \| f(x) \|_p \cdot |m\xi_{p} - 1|
\]

holds. Hence, as \( \xi \to 0^+ \), we obtain that R.H.S. of (89) goes to zero.
When \( n = 0 \) and \( p = 1 \), the inequality

\[
\|E_{0,p}(f,x)\|_{1} \leq \left( \sum_{\nu = -\infty}^{\infty} \left( 1 + \frac{|\nu|}{\xi} \right)^{-\frac{p}{q}} e^{-\frac{|\nu|}{\xi}} \right) \omega_r(f,\xi)_{1} + \|f(x)\|_{1} |m_{\xi,p} - 1| \tag{90}
\]

holds. Hence, as \( \xi \to 0^+ \), we obtain that R.H.S. of (90) goes to zero.

Next in [2], the authors gave quantitative results for \( E_{n,W}(f,x) \)

**Theorem 22 i)** Let \( p,q > 1 \) such that \( \frac{1}{p} + \frac{1}{q} = 1 \), \( n \in \mathbb{N} \) such that \( np \neq 1 \), \( f \in L_{p}(\mathbb{R}) \), and the rest as above in this section. Then

\[
\|E_{n,W}(f,x)\|_{p} \leq \frac{\xi^{\frac{1}{p}} \omega_r(f^{(n)},\xi)_{p} \left( \sum_{\nu = -\infty}^{\infty} e^{-\frac{\nu^2}{\xi}} \right)^{\frac{1}{q}}}{((n - 1)!(q(n-1) + 1)^{\frac{1}{q}} (rp + 1)^{\frac{1}{p}}}
\times \left[ \left( \sum_{\nu = -\infty}^{\infty} \left( \left( 1 + \frac{|\nu|}{\xi} \right)^{rp+1} - 1 \right) |\nu|^{np-1} e^{-\frac{\nu^2}{\xi}} \right)^{\frac{1}{p}} \right]
\times \sqrt{\pi \xi} \left( 1 - \text{erf} \left( \frac{1}{\sqrt{\xi}} \right) \right) + 1
\]

holds. Additionally, as \( \xi \to 0^+ \), we obtain that R.H.S. of (91) goes to zero.

**ii)** For \( p = 1 \), let \( f \in C^{n}(\mathbb{R}) \), \( f \in L_{1}(\mathbb{R}) \), \( f^{(n)} \in L_{1}(\mathbb{R}) \), and \( n \in \mathbb{N} - \{1\} \). Then

\[
\|E_{n,W}(f,x)\|_{1} \leq \frac{\xi \omega_r(f^{(n)},\xi)_{1}}{(n - 1)! (r + 1)} \left[ \left( \sum_{\nu = -\infty}^{\infty} \left( \left( 1 + \frac{|\nu|}{\xi} \right)^{r+1} - 1 \right) |\nu|^{n-1} e^{-\frac{\nu^2}{\xi}} \right)^{\frac{1}{p}} \right]
\times \sqrt{\pi \xi} \left( 1 - \text{erf} \left( \frac{1}{\sqrt{\xi}} \right) \right) + 1
\]

holds. Additionally, as \( \xi \to 0^+ \), we obtain that R.H.S. of (92) goes to zero.

**iii)** For \( n = 0 \), let \( p,q > 1 \) such that \( \frac{1}{p} + \frac{1}{q} = 1 \), \( f \in L_{p}(\mathbb{R}) \), and the rest as above
in this section. Then

\[ \|E_{0,W}(f,x)\|_p \leq \omega_r(f,\xi)p \left( \sum_{n=-\infty}^{\infty} e^{-\frac{n^2}{\xi^2}} \right)^{1/p} \]

holds. Hence, as \( \xi \to 0^+ \), we obtain that R.H.S. of (93) goes to zero.

iv) For \( n = 0 \) and \( p = 1 \), the inequality

\[ \|E_{0,W}(f,x)\|_1 \leq \left( \sum_{n=-\infty}^{\infty} \left( 1 + \frac{|n|}{\xi} \right)^r e^{-\frac{n^2}{\xi^2}} \right) \omega_r(f,\xi)_1 \]

holds. Hence, as \( \xi \to 0^+ \), we obtain that R.H.S. of (94) goes to zero.

Furthermore in [3], the authors gave their fractional approximation results as follows

**Theorem 23** Let \( f \in C^m(\mathbb{R}) \), \( m = [\gamma] \), \( \gamma > 0 \), with \( \|f^{(m)}\|_\infty < \infty \), \( 0 < \xi \leq 1 \). Then

i) \( \left\| P_{r,\xi}(f) - f - \sum_{k=1}^{m-1} \frac{f^{(k)}(\xi)}{k!} \right\|_\infty \) \( \leq \)

\[ \sum_{k=0}^{r} \frac{r!}{(r-k)!} \Gamma(\gamma+k+1) \xi^k S_{\gamma,k}^{1} \sup_{x \in \mathbb{R}} \left\{ \max \left[ \omega_r(D_{x}^\gamma f, \xi), \omega_r(D_{x}^{\gamma+k} f, \xi) \right] \right\}, \]

where

\[ S_{\gamma,k}^{1} := \sum_{\nu=-\infty}^{\infty} \frac{\nu^{\gamma+k} e^{-|\nu|}}{\xi} \]

(96)
is uniformly bounded for all $\xi \in (0, 1]$.

\[ W_{r,\xi}^* (f) - f - \sum_{k=1}^{m-1} \frac{f^{(k)}(\bar{k}_{r}, \xi)}{k!} \]

\[
\leq \left[ \sum_{k=0}^{r} \frac{r!}{(r-k)! \Gamma(\gamma + k + 1) \xi^k S^2_{\gamma,k}} \right] \sup_{x \in \mathbb{R}} \left\{ \max \left[ \omega_{r} (D_{x-}^\gamma f, \xi), \omega_{r} (D_{x+}^\gamma f, \xi) \right] \right\},
\]

where

\[ S^2_{\gamma,k} := \frac{\sum_{\nu = -\infty}^{\infty} \nu^{-k} \rho^\nu e^{-\frac{\rho^2}{4}}}{\sum_{\nu = -\infty}^{\infty} e^{-\frac{\rho^2}{4}}} \]

is uniformly bounded for all $\xi \in (0, 1]$.

iii) For $\beta > \frac{\gamma + r + 1}{2\alpha}$, $\alpha \in \mathbb{N}$,

\[ Q_{r,\xi}^* (f) - f - \sum_{k=1}^{m-1} \frac{f^{(k)}(\bar{k}_{r}, \xi)}{k!} \]

\[
\leq \left[ \sum_{k=0}^{r} \frac{r!}{(r-k)! \Gamma(\gamma + k + 1) \xi^k S^3_{\gamma,k}} \right] \sup_{x \in \mathbb{R}} \left\{ \max \left[ \omega_{r} (D_{x-}^\gamma f, \xi), \omega_{r} (D_{x+}^\gamma f, \xi) \right] \right\},
\]

where

\[ S^3_{\gamma,k} := \frac{\sum_{\nu = -\infty}^{\infty} \nu^{-k} (\nu^{2\alpha} + \xi^{2\alpha})^{-\beta}}{\sum_{\nu = -\infty}^{\infty} (\nu^{2\alpha} + \xi^{2\alpha})^{-\beta}} \]

is uniformly bounded for all $\xi \in (0, 1]$.

In [3], the authors also demonstrated their fractional results for the error terms as

**Theorem 24** Let $f \in C^m (\mathbb{R})$, $m = \lfloor \gamma \rfloor$, $\gamma > 0$, with $\|f^{(m)}\|_\infty < \infty$, $0 < \xi \leq 1$, and $\bar{k}_{r}$ be as in (26). Then
i) 
\[ \| E_{\gamma,p}(f) \|_\infty \leq \sum_{k=0}^{r} \frac{r!}{(r-k)! \Gamma (\gamma + k + 1) \xi^k S_{\gamma,k}^4} \]
\[ \cdot \sup_{x \in \mathbb{R}} \left\{ \max \left[ \omega_{r} \left( D_{x}^{\gamma} f, \xi \right), \omega_{r} \left( D_{x}^{\gamma} f, \xi \right) \right] \right\} + \| f \|_\infty |m_{\xi,p} - 1|, \]

where
\[ S_{\gamma,k}^4 := \sum_{\nu = -\infty}^{\infty} \left| \nu \right|^{\gamma+k} e^{-\frac{|\nu|}{\xi}} \]
\[ \frac{1}{1 + 2\xi e^{-\frac{1}{\xi}}} \]

is uniformly bounded for all \( \xi \in (0,1] \).

ii) 
\[ \| E_{\gamma,W}(f) \|_\infty \leq \sum_{k=0}^{r} \frac{r!}{(r-k)! \Gamma (\gamma + k + 1) \xi^k S_{\gamma,k}^5} \]
\[ \cdot \sup_{x \in \mathbb{R}} \left\{ \max \left[ \omega_{r} \left( D_{x}^{\gamma} f, \xi \right), \omega_{r} \left( D_{x}^{\gamma} f, \xi \right) \right] \right\} + \| f \|_\infty |m_{\xi,W} - 1|, \]

where
\[ S_{\gamma,k}^5 := \frac{\sum_{\nu = -\infty}^{\infty} \left| \nu \right|^{\gamma+k} e^{-\frac{\nu^2}{\xi^2}}}{\sqrt{\pi \xi} \left( 1 - \text{erf} \left( \frac{1}{\sqrt{\xi}} \right) \right) + 1} \]

is uniformly bounded for all \( \xi \in (0,1] \).
2 Main Results

Here we study important special cases of $\Theta_{r,\xi}$ operators for discrete probability measures $\mu_{\xi}$.

Let $f : \mathbb{R} \to \mathbb{C}$ be Borel measurable complex valued function such that $f = f_1 + if_2$ where $f_1, f_2 : \mathbb{R} \to \mathbb{R}$ are real valued Borel measurable functions and $i = \sqrt{-1}$. Additionally, assume that $f_1, f_2 \in C^n(\mathbb{R}), n \in \mathbb{Z}^+$, and $0 < \xi \leq 1$.

i) When

$$\mu_{\xi}(\nu) = \frac{e^{-|\nu|/\xi}}{\sum_{\nu=-\infty}^{\infty} e^{-|\nu|/\xi}},$$ (105)

we define the complex generalized discrete Picard operators as

$$P_{r,\xi}^* (f; x) := \frac{\sum_{\nu=\infty}^{\infty} \left( \sum_{j=0}^{r} \alpha_j f(x + j\nu) \right) e^{-|\nu|/\xi}}{\sum_{\nu=-\infty}^{\infty} e^{-|\nu|/\xi}}.$$(106)

Here we observe that

$$P_{r,\xi}^* (f; x) = P_{r,\xi}^* (f_1; x) + iP_{r,\xi}^* (f_2; x),$$ (107)

$$|P_{r,\xi}^* (f; x) - f(x)| \leq |P_{r,\xi}^* (f_1; x) - f_1(x)| + |P_{r,\xi}^* (f_2; x) - f_2(x)|,$$ (108)

$$\|P_{r,\xi}^* (f; x) - f(x)\|_{\infty} \leq \|P_{r,\xi}^* (f_1; x) - f_1(x)\|_{\infty} + \|P_{r,\xi}^* (f_2; x) - f_2(x)\|_{\infty},$$ (109)

and for $p \geq 1$,

$$\|P_{r,\xi}^* (f; x) - f(x)\|_p \leq \|P_{r,\xi}^* (f_1; x) - f_1(x)\|_p + \|P_{r,\xi}^* (f_2; x) - f_2(x)\|_p.$$ (110)

ii) When

$$\mu_{\xi}(\nu) = \frac{e^{-\nu^2/\xi}}{\sum_{\nu=-\infty}^{\infty} e^{-\nu^2/\xi}},$$ (111)

we define the complex generalized discrete Gauss-Weierstrass operators as

$$W_{r,\xi}^* (f; x) := \frac{\sum_{\nu=\infty}^{\infty} \left( \sum_{j=0}^{r} \alpha_j f(x + j\nu) \right) e^{-\nu^2/\xi}}{\sum_{\nu=-\infty}^{\infty} e^{-\nu^2/\xi}}.$$ (112)
Here we observe that,

\[ W_{r,\xi}^*(f; x) = W_{r,\xi}^*(f_1; x) + iW_{r,\xi}^*(f_2; x), \]  

\[ |W_{r,\xi}^*(f; x) - f(x)| \leq |W_{r,\xi}^*(f_1; x) - f_1(x)| + |W_{r,\xi}^*(f_2; x) - f_2(x)|, \]  

\[ \|W_{r,\xi}^*(f; x) - f(x)\|_\infty \leq \|W_{r,\xi}^*(f_1; x) - f_1(x)\|_\infty + \|W_{r,\xi}^*(f_2; x) - f_2(x)\|_\infty, \]  

and for \( p \geq 1, \)

\[ \|W_{r,\xi}^*(f; x) - f(x)\|_p \leq \|W_{r,\xi}^*(f_1; x) - f_1(x)\|_p + \|W_{r,\xi}^*(f_2; x) - f_2(x)\|_p. \]

\( iii \) Let \( \alpha \in \mathbb{N}, \) and \( \beta > \frac{1}{\alpha}. \) When

\[ \mu_\xi(\nu) = \frac{(\nu^{2\alpha} + \xi^{2\alpha})^{-\beta}}{\sum_{\nu=-\infty}^{\infty} (\nu^{2\alpha} + \xi^{2\alpha})^{-\beta}}, \]  

we define the complex generalized discrete Poisson-Cauchy operators as

\[ Q_{r,\xi}^*(f;x) := \sum_{\nu=-\infty}^{\infty} \left( \sum_{j=0}^{r} \alpha_j f(x + j\nu) \right) (\nu^{2\alpha} + \xi^{2\alpha})^{-\beta}. \]  

Here we observe that

\[ Q_{r,\xi}^*(f; x) = Q_{r,\xi}^*(f_1; x) + iQ_{r,\xi}^*(f_2; x), \]  

\[ |Q_{r,\xi}^*(f; x) - f(x)| \leq |Q_{r,\xi}^*(f_1; x) - f_1(x)| + |Q_{r,\xi}^*(f_2; x) - f_2(x)|, \]  

\[ \|Q_{r,\xi}^*(f; x) - f(x)\|_\infty \leq \|Q_{r,\xi}^*(f_1; x) - f_1(x)\|_\infty + \|Q_{r,\xi}^*(f_2; x) - f_2(x)\|_\infty, \]  

and for \( p \geq 1, \)

\[ \|Q_{r,\xi}^*(f; x) - f(x)\|_p \leq \|Q_{r,\xi}^*(f_1; x) - f_1(x)\|_p + \|Q_{r,\xi}^*(f_2; x) - f_2(x)\|_p. \]
Observe that for $c \in \mathbb{C}$ constant we have
\[ P^*_{r,\xi} (c; x) = W^*_{r,\xi} (c; x) = Q^*_{r,\xi} (c; x) = c. \] (123)

We assume that for $x \in \mathbb{R}$, the operators $P^*_{r,\xi} (f_j; x)$, $W^*_{r,\xi} (f_j; x)$, and $Q^*_{r,\xi} (f_j; x) \in \mathbb{R}$ where $j = 1, 2$. This is the case when $\|f_j\|_{\infty, \mathbb{R}} < \infty$ for $j = 1, 2$.

\textit{iv}) When
\[ \mu_{\xi}(\nu) := \mu_{\xi, P}(\nu) := \frac{e^{-|\nu|}}{1 + 2\xi e^{-\frac{\nu}{\xi}}}, \] (124)
we define the complex generalized discrete non-unitary Picard operators as
\[ P_{r,\xi} (f; x) := \frac{\sum_{\nu = -\infty}^{\infty} \left( \sum_{j=0}^{r} \alpha_j f(x + j \nu) \right) e^{-|\nu|}}{1 + 2\xi e^{-\frac{\nu}{\xi}}}. \] (125)

Here $\mu_{\xi, P}(\nu)$ has mass
\[ m_{\xi, P} := \frac{\sum_{\nu = -\infty}^{\infty} e^{-|\nu|}}{1 + 2\xi e^{-\frac{\nu}{\xi}}}. \] (126)

We observe that
\[ \frac{\mu_{\xi, P}(\nu)}{m_{\xi, P}} = \frac{e^{-|\nu|}}{\sum_{\nu = -\infty}^{\infty} e^{-|\nu|}}, \] (127)
which is the probability measure (105) defining the operators $P^*_{r,\xi}$.

\textit{v}) When
\[ \mu_{\xi}(\nu) := \mu_{\xi, W}(\nu) := \frac{e^{-2\nu^2}}{\sqrt{\pi \xi} \left( 1 - \text{erf} \left( \frac{1}{\sqrt{\xi}} \right) \right) + 1}, \] (128)
we define the complex generalized discrete non-unitary Gauss-Weierstrass operators as
\[ W_{r,\xi} (f; x) := \frac{\sum_{\nu = -\infty}^{\infty} \left( \sum_{j=0}^{r} \alpha_j f(x + j \nu) \right) e^{-\nu^2}}{\sqrt{\pi \xi} \left( 1 - \text{erf} \left( \frac{1}{\sqrt{\xi}} \right) \right) + 1}. \] (129)

Here $\mu_{\xi, W}(\nu)$ has mass
\[ m_{\xi, W} := \frac{\sum_{\nu = -\infty}^{\infty} e^{-\nu^2}}{\sqrt{\pi \xi} \left( 1 - \text{erf} \left( \frac{1}{\sqrt{\xi}} \right) \right) + 1}. \] (130)
We observe that
\[
\frac{\mu_{\xi,W}(\nu)}{m_{\xi,W}} = \frac{e^{-\frac{1}{\xi}}}{\sum_{\nu=-\infty}^{\infty} e^{-\frac{\nu}{\xi}}},
\]
which is the probability measure (111) defining the operators \(W_{r,\xi}^s\).

We state our first result as follows

**Theorem 25** Let \(f : \mathbb{R} \to \mathbb{C}\) such that \(f = f_1 + if_2\). Here \(f_j \in C^m(\mathbb{R})\), \(f_j^{(n)} \in C_\nu(\mathbb{R})\), \(j = 1, 2\), and \(n \in \mathbb{N}\). Then

i)
\[
\left\| P_{r,\xi}^* (f; x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!} \delta_k c_{k,\xi}^* \right\|_{\infty, x} \leq \left( \omega_r(f_1^{(n)},\xi) + \omega_r(f_2^{(n)},\xi) \right) \left( \frac{\sum_{\nu=-\infty}^{\infty} |\nu|^n \left( 1 + \frac{\nu}{\xi} \right)^r e^{-\frac{\nu}{\xi}}}{\sum_{\nu=-\infty}^{\infty} e^{-\frac{\nu}{\xi}}} \right),
\]

ii)
\[
\left\| W_{r,\xi}^s (f; x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!} \delta_k p_{k,\xi}^s \right\|_{\infty, x} \leq \left( \omega_r(f_1^{(n)},\xi) + \omega_r(f_2^{(n)},\xi) \right) \left( \frac{\sum_{\nu=-\infty}^{\infty} |\nu|^n \left( 1 + \frac{\nu}{\xi} \right)^r e^{-\frac{\nu^2}{\xi}}}{\sum_{\nu=-\infty}^{\infty} e^{-\frac{\nu^2}{\xi}}} \right),
\]

iii) for \(\alpha \in \mathbb{N}\) and \(\beta > \frac{n+r+1}{2\alpha}\),
\[
\left\| Q_{r,\xi}^s (f; x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!} \delta_k q_{k,\xi}^s \right\|_{\infty, x} \leq \left( \omega_r(f_1^{(n)},\xi) + \omega_r(f_2^{(n)},\xi) \right) \left( \frac{\sum_{\nu=-\infty}^{\infty} |\nu|^n \left( 1 + \frac{\nu^2}{\xi} \right) \left( 1 + \nu^{2\alpha} + \xi^{2\alpha} \right)^{-\beta}}{\sum_{\nu=-\infty}^{\infty} \left( 1 + \nu^{2\alpha} + \xi^{2\alpha} \right)^{-\beta}} \right).
\]

**Proof.** By Theorems 1, 14, 15.  

For the case of \(n = 0\), we give the following result
Corollary 26 Let \( f : \mathbb{R} \to \mathbb{C} \) such that \( f = f_1 + i f_2 \). Here \( f_j \in C_u(\mathbb{R}) \) for \( j = 1, 2 \). Then

i) \[
\|P_{r, \xi}^* (f; x) - f(x)\|_{\infty, x} \leq (\omega_r(f_1, \xi) + \omega_r(f_2, \xi)) \left( \sum_{\nu = -\infty}^{\infty} \left( 1 + \frac{|\nu|}{\xi} \right)^r e^{-|\nu|} \right),
\]

ii) \[
\|W_{r, \xi}^* (f; x) - f(x)\|_{\infty, x} \leq (\omega_r(f_1, \xi) + \omega_r(f_2, \xi)) \left( \sum_{\nu = -\infty}^{\infty} \left( 1 + \frac{|\nu|}{\xi} \right)^r e^{-\frac{\nu^2}{\xi^2}} \right),
\]

iii) for \( \alpha \in \mathbb{N} \) and \( \beta > \frac{r+1}{2\alpha} \),
\[
\|Q_{r, \xi}^* (f; x) - f(x)\|_{\infty, x} \leq (\omega_r(f_1, \xi) + \omega_r(f_2, \xi)) \left( \sum_{\nu = -\infty}^{\infty} \left( 1 + \frac{|\nu|}{\xi} \right)^r \left( \nu^{2\alpha} + \xi^{2\alpha} \right)^{-\beta} \right).
\]


In [4], the authors gave

Theorem 27 Let \( g \in C^{n-1}(\mathbb{R}) \), such that \( g^{(n)} \) exists, \( n, r \in \mathbb{N}, 0 < \xi \leq 1 \). Additionally, suppose that for each \( x \in \mathbb{R} \) the function \( g^{(j)}(x + j\nu) \in L_1(\mathbb{R}, \mu_{\xi}) \) as a function of \( \nu \), for all \( j = 0, 1, \ldots, n - 1; j = 1, \ldots, r \). Assume that there exist \( \lambda_{j, j} \geq 0, j = 1, \ldots, n; j = 1, \ldots, r \), with \( \lambda_{j, j} \in L_1(\mathbb{R}, \mu_{\xi}) \) such that for each \( x \in \mathbb{R} \) we have
\[
|g^{(i)}(x + j\nu)| \leq \lambda_{j, j}(\nu),
\]
for \( \mu_{\xi} \)– almost all \( \nu \in \mathbb{R} \), all \( i = 1, \ldots, n; j = 1, 2, \ldots, r \). Then, \( g^{(i)}(x + j\nu) \) defines a \( \mu_{\xi} \)–integrable function with respect to \( \nu \) for each \( x \in \mathbb{R} \), all \( j = 1, \ldots, n; j = 1, \ldots, r \).

i) When
\[
\mu_{\xi}(\nu) = \frac{\sum_{\nu = -\infty}^{\infty} e^{-|\nu|}}{\sum_{\nu = -\infty}^{\infty} e^{-|\nu|}}
\]
we get
\[(P_{r,\xi}^* (f; x))^{(\tilde{j})} = P_{r,\xi}^* (f^{(\tilde{j})}; x),\]  
for all \(x \in \mathbb{R}\), and for all \(\tilde{j} = 1, \ldots, n\).

ii) When
\[\mu_{\xi}(\nu) = \frac{e^{-\frac{\nu^2}{\xi}}}{\sum_{\nu=-\infty}^{\infty} e^{-\frac{\nu^2}{\xi}}},\]
we have
\[(W_{r,\xi}^* (f; x))^{(\tilde{j})} = W_{r,\xi}^* (f^{(\tilde{j})}; x),\]  
for all \(x \in \mathbb{R}\), and for all \(\tilde{j} = 1, \ldots, n\).

iii) Let \(\alpha \in \mathbb{N}\), and \(\beta > \frac{1}{\alpha}\). When
\[\mu_{\xi}(\nu) = \frac{(\nu^{2\alpha} + \xi^{2\alpha})^{-\beta}}{\sum_{\nu=-\infty}^{\infty} (\nu^{2\alpha} + \xi^{2\alpha})^{-\beta}},\]
we obtain
\[(Q_{r,\xi}^* (f; x))^{(\tilde{j})} = Q_{r,\xi}^* (f^{(\tilde{j})}; x),\]  
for all \(x \in \mathbb{R}\), and for all \(\tilde{j} = 1, \ldots, n\).

Now, we present following simultaneous results for the operators \(P_{r,\xi}^*\), \(W_{r,\xi}^*\), and \(Q_{r,\xi}^*\).

**Theorem 28** Let \(f : \mathbb{R} \rightarrow \mathbb{C}\), such that \(f = f_1 + if_2\) and \(0 < \xi \leq 1\). Here \(f_j \in C^{n+p}\), \(n \in \mathbb{N}\), \(p \in \mathbb{Z}^+\), \(j = 1, 2\), and \(f^{(n+j)} \in C_{u}(\mathbb{R})\) where \(\tilde{j} = 0, 1, \ldots, p\). We consider the assumptions of the Theorem 27 valid for \(n = p\) there. Then

i) \[
\left\| (P_{r,\xi}^* (f; x))^{(\tilde{j})} - f^{(\tilde{j})}(x) - \sum_{k=1}^{n} \frac{f^{(\tilde{j} + k)}(x)}{k!} \delta_k c_{k,\xi} \right\|_{\infty, x} \leq \left( \omega_r \left( \frac{f_1^{(n+j)}}{n!}, \xi \right) + \omega_r \left( \frac{f_2^{(n+j)}}{n!}, \xi \right) \right) \left( \sum_{\nu=-\infty}^{\infty} |\nu|^n \left( 1 + \frac{|\nu|}{\xi} \right)^{\frac{\nu}{\xi}} e^{-\frac{|\nu|}{\xi}} \right),
\]
where \( \beta > \frac{n+r+1}{2\alpha} \), \( \alpha \in \mathbb{N} \).

**Proof.** By Theorems 25, 27. ■

Next, we state our \( L_p \) results for the operators \( P_{r;\xi}^\ast \), \( W_{r;\xi}^\ast \), and \( Q_{r;\xi}^\ast \). We start with

**Theorem 29** Let \( f : \mathbb{R} \to \mathbb{C} \) such that \( f = f_1 + if_2 \) and \( 0 < \xi \leq 1 \).

i) Here \( f_j \in C^n(\mathbb{R}) \) with \( f_j^{(n)} \in L_p(\mathbb{R}) \), \( n \in \mathbb{N} \), \( j = 1, 2 \), and \( p, q > 1 \) such that \( \frac{1}{p} + \frac{1}{q} = 1 \). Then

\[
\left\| P_{r;\xi}^\ast (f) - f \right\|_p \leq \xi^\frac{1}{p} \left( \frac{\omega_r(f_1^{(n)}; \xi)_p + \omega_r(f_2^{(n)}; \xi)_p}{((n-1)!(q(n-1)+1)\frac{r}{p} + 1)\frac{1}{q}} \right) (M_{p;\xi}^\ast)^\frac{1}{2}
\]

where

\[
M_{p;\xi}^\ast := \frac{\sum_{\nu = -\infty}^{\infty} \left( 1 + \frac{|\nu|}{\xi} \right)^{rp+1} - 1 |\nu|^{np-1} e^{-\frac{|\nu|}{\xi}}} {\sum_{\nu = -\infty}^{\infty} e^{-\frac{|\nu|}{\xi}}}
\]
which is uniformly bounded for all $\xi \in (0, 1]$.

ii) When $p = 1$, let $f_j \in C^n(\mathbb{R})$, $f_j^{(n)} \in L_1(\mathbb{R})$, $j = 1, 2$, and $n \in \mathbb{N} - \{1\}$. Then

$$
\left\| P^*_r,\xi (f; x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!} \delta_k p^*_k,\xi \right\|_1 \leq \xi \left( \frac{\omega_r(f_1^{(n)}, \xi_1) + \omega_r(f_2^{(n)}, \xi_1)}{(n-1)! (r+1)} \right) M^*_1,\xi
$$

holds where $M^*_1,\xi$ is defined as in (146).

iii) When $n = 0$, let $f_j \in (C(\mathbb{R}) \cap L_p(\mathbb{R}))$, $j = 1, 2$, and $p, q > 1$ such that $\frac{1}{p} + \frac{1}{q} = 1$. Then

$$
\left\| P^*_r,\xi (f; x) - f(x) \right\|_p \leq \left( \omega_r(f_1, \xi_1) + \omega_r(f_2, \xi_1) \right) (M^*_p,\xi)^{1/p}
$$

where

$$
M^*_p,\xi := \frac{\sum_{\nu=-\infty}^{\infty} \left( 1 + \frac{|\nu|}{\xi} \right)^{rp} e^{-|\nu|}}{\sum_{\nu=-\infty}^{\infty} e^{|\nu|}}
$$

which is uniformly bounded for all $\xi \in (0, 1]$.

iv) When $n = 0$ and $p = 1$, let $f_j \in (C(\mathbb{R}) \cap L_1(\mathbb{R}))$, $j = 1, 2$. Then the inequality

$$
\left\| P^*_r,\xi (f; x) - f(x) \right\|_1 \leq \left( \omega_r(f_1, \xi_1) + \omega_r(f_2, \xi_1) \right) M^*_1,\xi
$$

holds where $M^*_1,\xi$ is defined as in (149).

**Proof.** By Theorems 5, 6, 18, and Propositions 7, 8. □

For the operators $W^*_r,\xi$, we obtain

**Theorem 30** Let $f : \mathbb{R} \rightarrow \mathbb{C}$ such that $f = f_1 + if_2$ and $0 < \xi \leq 1$.

i) Here $f_j \in C^n(\mathbb{R})$ with $f_j^{(n)} \in L_p(\mathbb{R})$, $n \in \mathbb{N}$, $j = 1, 2$, $p, q > 1$ such that $\frac{1}{p} + \frac{1}{q} = 1$. Then

$$
\left\| W^*_r,\xi (f; x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!} \delta_k p^*_k,\xi \right\|_p \leq \xi \left( \frac{\omega_r(f_1^{(n)}, \xi_1) + \omega_r(f_2^{(n)}, \xi_1)}{(n-1)! (q(n-1) + 1)^{\frac{1}{2}} (rp + 1)^{\frac{1}{2}}} \right) (N^*_p,\xi)^{\frac{1}{2}}
$$

where

$$
N^*_p,\xi := \frac{\sum_{\nu=-\infty}^{\infty} \left( 1 + \frac{|\nu|}{\xi} \right)^{rp+1} e^{-|\nu|^2}}{\sum_{\nu=-\infty}^{\infty} e^{|\nu|^2}}
$$

(152)
which is uniformly bounded for all \( \xi \in (0, 1] \).

ii) When \( p = 1 \), let \( f_j \in C^n(\mathbb{R}) \), \( f_j^{(n)} \in L_1(\mathbb{R}) \), \( j = 1, 2 \), and \( n \in \mathbb{N} - \{1\} \). Then

\[
\left\| W_{r,\xi}^*(f; x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!} \delta_k p_k,\xi \right\|_1 \leq \xi \left( \omega_r(f_1^{(n)}, \xi_1) + \omega_r(f_2^{(n)}, \xi_1) \right) \frac{N_1}{(n-1)! (r+1)}
\]

holds where \( N_1 \) is defined as in (152).

iii) When \( n = 0 \), let \( f_j \in (C(\mathbb{R}) \cap L_p(\mathbb{R})) \), \( j = 1, 2 \), and \( p, q > 1 \) such that \( \frac{1}{p} + \frac{1}{q} = 1 \). Then

\[
\left\| W_{r,\xi}^*(f; x) - f(x) \right\|_p \leq (\omega_r(f_1, \xi_1) + \omega_r(f_2, \xi_1)) \left( \tilde{N}_p,\xi \right)^{1/p}
\]

where

\[
\tilde{N}_p,\xi := \sum_{\nu=-\infty}^{\infty} \left( 1 + \frac{\nu^r}{r!} \right)^p e^{-\frac{\nu^2}{\nu^2}}
\]

which is uniformly bounded for all \( \xi \in (0, 1] \).

iv) When \( n = 0 \) and \( p = 1 \), let \( f_j \in (C(\mathbb{R}) \cap L_1(\mathbb{R})) \), \( j = 1, 2 \). Then the inequality

\[
\left\| W_{r,\xi}^*(f; x) - f(x) \right\|_1 \leq (\omega_r(f_1, \xi_1) + \omega_r(f_2, \xi_1)) N_1
\]

holds where \( N_1 \) is defined as in (155).

**Proof.** By Theorems 5, 6, 19, and Propositions 7, 8. 

For the operators \( Q_{r,\xi}^* \), we get

**Theorem 31** Let \( f : \mathbb{R} \rightarrow \mathbb{C} \) such that \( f = f_1 + if_2 \) and \( 0 < \xi \leq 1 \).

i) Let \( f_j \in C^n(\mathbb{R}) \) with \( f_j^{(n)} \in L_p(\mathbb{R}) \), \( n \in \mathbb{N} \), \( j = 1, 2 \), \( p, q > 1 \) such that \( \frac{1}{p} + \frac{1}{q} = 1, \beta > \frac{p(r+n)+1}{2a}, a \in \mathbb{N} \). Then

\[
\left\| Q_{r,\xi}^*(f; x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!} \delta_k q_k,\xi \right\|_p \leq \xi \left( \omega_r(f_1, \xi_1) + \omega_r(f_2, \xi_1) \right) \left( S_{p,\xi} \right)^{1/\beta}
\]

where

\[
S_{p,\xi} := \sum_{\nu=-\infty}^{\infty} \left( 1 + \frac{\nu^r}{r!} \right)^{p+1} e^{-\frac{\nu^2}{\nu^2}}
\]
is uniformly bounded for all \( \xi \in (0, 1] \).

ii) When \( p = 1 \), let \( f_j \in C^n(\mathbb{R}) \), \( f_j^{(n)} \in L_1(\mathbb{R}) \), \( j = 1, 2 \), \( n \in \mathbb{N} - \{1\} \), and \( \beta > \frac{r+n+1}{2\alpha} \). Then
\[
\left\| Q_{r,\xi}^* (f; x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!} \delta_k c_k, \xi \right\|_1 \leq \xi \left( \omega_r(f_1^{(n)}(\xi) + \omega_r(f_2^{(n)}(\xi)\right) \frac{S_{1,\xi}^*}{(n-1)! (r+1)} \right) \tag{159}
\]
holds where \( S_{1,\xi}^* \) is defined as in (158).

iii) When \( n = 0 \), let \( f_j \in (C(\mathbb{R}) \cap L_p(\mathbb{R})) \), \( j = 1, 2 \), \( p, q > 1 \) such that \( \frac{1}{p} + \frac{1}{q} = 1 \), and \( \beta > \frac{r+3}{2\alpha} \). Then
\[
\left\| Q_{r,\xi}^* (f; x) - f(x) \right\|_p \leq (\omega_r(f_1, \xi)_p + \omega_r(f_2, \xi)_p) \left( \tilde{S}_{p,\xi}^* \right)^{1/p} \tag{160}
\]
where
\[
\tilde{S}_{p,\xi}^* := \frac{\sum_{\nu = -\infty}^{\infty} \left( 1 + \frac{p}{\nu} \right)^{\nu p} (\nu^{2\alpha} + \xi^{2\alpha})^{-\beta}}{\sum_{\nu = -\infty}^{\infty} (\nu^{2\alpha} + \xi^{2\alpha})^{-\beta}} \tag{161}
\]
which is uniformly bounded for all \( \xi \in (0, 1] \).

iv) When \( n = 0 \) and \( p = 1 \), let \( f_j \in (C(\mathbb{R}) \cap L_1(\mathbb{R})) \), \( j = 1, 2 \), \( \beta > \frac{r+3}{2\alpha} \). The inequality
\[
\left\| Q_{r,\xi}^* (f; x) - f(x) \right\|_1 \leq (\omega_r(f_1, \xi) + \omega_r(f_2, \xi)_1) S_{1,\xi}^* \tag{162}
\]
holds where \( S_{1,\xi}^* \) is defined as in (161).

**Proof.** By Theorems 5, 6, 20, and Propositions 7, 8. ■

Now, we give our simultaneous results for \( L_p \) norm. For the case of \( p > 1 \), we have

**Theorem 32** Here \( f : \mathbb{R} \rightarrow \mathbb{C} \) such that \( f = f_1 + if_2 \) and \( 0 < \xi \leq 1 \). Let \( f_j \in C^{n+p}(\mathbb{R}) \), with \( f_j^{(n+j)} \in L_p(\mathbb{R}) \), \( n \in \mathbb{N} \), \( j = 0, 1, \ldots, p \in \mathbb{Z}^+ \). Let \( p, q > 1 \) : \( \frac{1}{p} + \frac{1}{q} = 1 \). We consider the assumptions of Theorem 27 as valid for \( n = p \) there. Then

i) \[
\left\| (P_{r,\xi}^* (f; x))_{(j)} - f(j)(x) - \sum_{k=1}^{n} \frac{f(j+k)(x)}{k!} \delta_k c_k, \xi \right\|_{p,x} \leq \xi^{\frac{p}{q}} \left( \frac{\omega_r(f_1^{(n+j)}(\xi)_p + \omega_r(f_2^{(n+j)}(\xi)_p}{((n-1)!)(q(n-1) + 1 + rp + 1)^{\frac{1}{p}}} \right) (M_{p,\xi}^*)^{\frac{1}{p}}, \tag{163}
\]
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\[ \| (W_{r,\xi}(f; x))^{(j)} - f^{(j)}(x) - \sum_{k=1}^{n} \frac{f^{(j+k)}(x)}{k!} \delta_k p, \xi \|_{p,x} \leq \xi^{\frac{1}{p}} \left( \frac{\omega_r(f_1^{(n+j)+1}, \xi)_p + \omega_r(f_2^{(n+j)}, \xi)_p}{((n-1)!)^2 (q(n-1)+1)^{\frac{3}{p}} (rp+1)^{\frac{1}{p}}} \right) \left( N_{r,\xi}^* \right)^{\frac{1}{p}}, \] 

(164)

\[ \| (Q_{r,\xi}(f; x))^{(j)} - f^{(j)}(x) - \sum_{k=1}^{n} \frac{f^{(j+k)}(x)}{k!} \delta_k q, \xi \|_{p,x} \leq \xi^{\frac{1}{p}} \left( \frac{\omega_r(f_1^{(n+j)+1}, \xi)_p + \omega_r(f_2^{(n+j)}, \xi)_p}{((n-1)!)^2 (q(n-1)+1)^{\frac{3}{p}} (rp+1)^{\frac{1}{p}}} \right) \left( S_{r,\xi}^* \right)^{\frac{1}{p}}. \] 

(165)

**Proof.** By Theorems 9, 27, 29-31.

Now, we give our results for the special case of \( n = 0 \).

**Proposition 33** Here \( f : \mathbb{R} \to \mathbb{C} \) such that \( f = f_1 + if_2 \) and \( 0 < \xi \leq 1 \). Let \( f_j^{(j+1)} \in (C(\mathbb{R}) \cap L_p(\mathbb{R})) \), \( j = 1, 2, j = 0, 1, \ldots, p, q > 1 \) such that \( \frac{1}{p} + \frac{1}{q} = 1 \). We consider the assumptions of Theorem 27 as valid for \( n = \rho \) there. Then for all \( j = 0, 1, \ldots, \rho \), we have

\[ \| (P_{r,\xi}(f; x))^{(j)} - f^{(j)}(x) \|_{p,x} \leq \left( \omega_r(f_1^{(j)}, \xi)_p + \omega_r(f_2^{(j)}, \xi)_p \right) \left( M_{r,\xi}^* \right)^{\frac{1}{p}}, \] 

(166)

\[ \| (W_{r,\xi}(f; x))^{(j)} - f^{(j)}(x) \|_{p,x} \leq \left( \omega_r(f_1^{(j)}, \xi)_p + \omega_r(f_2^{(j)}, \xi)_p \right) \left( N_{r,\xi}^* \right)^{\frac{1}{p}}, \] 

(167)

\[ \| (Q_{r,\xi}(f; x))^{(j)} - f^{(j)}(x) \|_{p,x} \leq \left( \omega_r(f_1^{(j)}, \xi)_p + \omega_r(f_2^{(j)}, \xi)_p \right) \left( S_{r,\xi}^* \right)^{\frac{1}{p}}. \] 

(168)

**Proof.** By Theorems 27, 29-31 and Proposition 10.

For the special case of \( p = 1 \), we obtain

**Theorem 34** Here \( f : \mathbb{R} \to \mathbb{C} \) such that \( f = f_1 + if_2 \) and \( 0 < \xi \leq 1 \). Let \( f_j \in C^{n+\rho}(\mathbb{R}) \), with \( f_j^{(n+j)} \in L_1(\mathbb{R}), n \in \mathbb{N}-\{1\}, j = 0, 1, \ldots, \rho \in \mathbb{Z}^+ \). We consider the assumptions of Theorem 27 as valid for \( n = \rho \) there. Then for all
\( \tilde{\beta} = 0, 1, \ldots, \rho, \) we have

i)

\[
\left\| \left( P_{r, \xi}^{*}(f; x) \right)^{(j)} - f^{(j)}(x) - \sum_{k=1}^{n} \frac{f^{(j+k)}(x)}{k!} \delta_k c_{k, \xi}^{*} \right\|_{1,x} \leq \xi \left( \frac{\omega_r(f_1^{(n+j)}, \xi_1) + \omega_r(f_2^{(n+j)}, \xi_1)}{(n-1)! (r+1)} \right) M_{1, \xi}^{*},
\]

ii)

\[
\left\| \left( W_{r, \xi}^{*}(f; x) \right)^{(j)} - f^{(j)}(x) - \sum_{k=1}^{n} \frac{f^{(j+k)}(x)}{k!} \delta_k p_{k, \xi}^{*} \right\|_{1,x} \leq \xi \left( \frac{\omega_r(f_1^{(n+j)}, \xi_1) + \omega_r(f_2^{(n+j)}, \xi_1)}{(n-1)! (r+1)} \right) N_{1, \xi}^{*},
\]

iii) for \( \beta > \frac{n+r+1}{2\alpha}, \alpha \in \mathbb{N} \)

\[
\left\| \left( Q_{r, \xi}^{*}(f; x) \right)^{(j)} - f^{(j)}(x) - \sum_{k=1}^{n} \frac{f^{(j+k)}(x)}{k!} \delta_k q_{k, \xi}^{*} \right\|_{1,x} \leq \xi \left( \frac{\omega_r(f_1^{(n+j)}, \xi_1) + \omega_r(f_2^{(n+j)}, \xi_1)}{(n-1)! (r+1)} \right) S_{1, \xi}^{*}.
\]

**Proof.** By Theorems 11, 27, 29-31. 

For \( p = 1 \) and \( n = 0, \) we give

**Proposition 35** Here \( f : \mathbb{R} \to \mathbb{C} \) such that \( f = f_1 + if_2 \) and \( 0 < \xi \leq 1. \) Let \( f^{(j)} \in (C(\mathbb{R}) \cap L_1(\mathbb{R})) \), \( j = 0, 1, \ldots, \rho \in \mathbb{Z}^{+}. \) We consider the assumptions of Theorem 27 as valid for \( n = \rho \) there. Then for all \( j = 0, 1, \ldots, \rho, \) we have

i)

\[
\left\| \left( P_{r, \xi}^{*}(f; x) \right)^{(j)} - f^{(j)}(x) \right\|_{1,x} \leq \left( \frac{\omega_r(f_1^{(j)}, \xi_1) + \omega_r(f_2^{(j)}, \xi_1)}{(n-1)! (r+1)} \right) M_{1, \xi}^{*},
\]

ii)

\[
\left\| \left( W_{r, \xi}^{*}(f; x) \right)^{(j)} - f^{(j)}(x) \right\|_{1,x} \leq \left( \frac{\omega_r(f_1^{(j)}, \xi_1) + \omega_r(f_2^{(j)}, \xi_1)}{(n-1)! (r+1)} \right) N_{1, \xi}^{*},
\]

iii) for \( \beta > \frac{n+r+1}{2\alpha}, \alpha \in \mathbb{N} \)

\[
\left\| \left( Q_{r, \xi}^{*}(f; x) \right)^{(j)} - f^{(j)}(x) \right\|_{1,x} \leq \left( \frac{\omega_r(f_1^{(j)}, \xi_1) + \omega_r(f_2^{(j)}, \xi_1)}{(n-1)! (r+1)} \right) S_{1, \xi}^{*}.
\]

Next, we give the fractional approximation results for the operators $P^*_r, W^*_r,$ and $Q^*_r$. We start with

**Theorem 36** Here $f : \mathbb{R} \rightarrow \mathbb{C}$ such that $f = f_1 + if_2$ and $0 < \xi \leq 1$. Let $f_j \in C^m(\mathbb{R})$, $m = [\gamma]$, $\gamma > 0$, with $\|f^{(m)}_j\|_{\infty} < \infty$, $j = 1, 2$. Then

i) \[
\left\| P^*_r \left( f \right) - f - \sum_{k=1}^{m-1} \frac{f^{(k)} \delta_k \partial^*_r \xi}{k!} \right\|_{\infty} \leq \sum_{k=0}^{r} \frac{r!}{(r-k)! \Gamma(\gamma + k + 1) \xi^k} S^1_{r,\gamma, k}
\]

\[
\cdot \left( \sup_{x \in \mathbb{R}} \left\{ \max \left[ \omega_r (D^*_x f_1, \xi), \omega_r (D^*_x f_1, \xi) \right] \right\} \right)
\]

\[
+ \sup_{x \in \mathbb{R}} \left\{ \max \left[ \omega_r (D^*_x f_2, \xi), \omega_r (D^*_x f_2, \xi) \right] \right\},
\]

where $S^1_{r,\gamma, k}$ is defined as in (96).

ii) \[
\left\| W^*_r \left( f \right) - f - \sum_{k=1}^{m-1} \frac{f^{(k)} \delta_k \partial^*_r \xi}{k!} \right\|_{\infty} \leq \sum_{k=0}^{r} \frac{r!}{(r-k)! \Gamma(\gamma + k + 1) \xi^k} S^2_{r,\gamma, k}
\]

\[
\cdot \left( \sup_{x \in \mathbb{R}} \left\{ \max \left[ \omega_r (D^*_x f_1, \xi), \omega_r (D^*_x f_1, \xi) \right] \right\} \right)
\]

\[
+ \sup_{x \in \mathbb{R}} \left\{ \max \left[ \omega_r (D^*_x f_2, \xi), \omega_r (D^*_x f_2, \xi) \right] \right\},
\]

where $S^2_{r,\gamma, k}$ is defined as in (98).
iii) For \( \beta > \frac{\gamma + r + 1}{2\alpha} \), \( \alpha \in \mathbb{N} \),

\[
\left\| Q_{r,\xi}^e (f) - f - \sum_{k=1}^{m-1} \frac{f^{(k)}(x)\delta_k q_k^e}{k!} \right\|_{\infty} \leq \sum_{k=0}^{r} \frac{r!}{(r-k)!} \Gamma(\gamma + k + 1) \xi^k S_{\gamma,k}^3 \left( \sup_{x \in \mathbb{R}} \{ \max [\omega_r(D_{\gamma}^+ f_1, \xi), \omega_r(D_{\gamma}^+ f_1, \xi)] \} + \sup_{x \in \mathbb{R}} \{ \max [\omega_r(D_{\gamma}^- f_2, \xi), \omega_r(D_{\gamma}^- f_2, \xi)] \} \right),
\]

where \( S_{\gamma,k}^3 \) is defined as in (100).

**Proof.** By Theorems 13, 23. \( \blacksquare \)

Let \( f : \mathbb{R} \to \mathbb{C} \) such that \( f = f_1 + if_2 \). We define the following error quantities:

\[
E_{0,P}(f, x) := P_{r,\xi}(f; x) - f(x) = \sum_{\nu=-\infty}^{\infty} \left( \sum_{j=0}^{r} \alpha_j f(x + j\nu) \right) \frac{e^{-|\nu|}}{1 + 2\xi e^{-\frac{1}{\sqrt{\tau}}} - f(x),}
\]

\[
E_{0,W}(f, x) := W_{r,\xi}(f; x) - f(x) = \sum_{\nu=-\infty}^{\infty} \left( \sum_{j=0}^{r} \alpha_j f(x + j\nu) \right) \frac{e^{-\nu^2}}{\sqrt{\pi \xi} \left( 1 - \text{erf} \left( \frac{1}{\sqrt{\xi}} \right) \right) + 1} - f(x).
\]

Additionally, we introduce the errors (\( n \in \mathbb{N} \)):

\[
E_{n,P}(f, x) := P_{r,\xi}(f; x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!} \delta_k \sum_{\nu=-\infty}^{\infty} \frac{\nu^k e^{-|\nu|}}{1 + 2\xi e^{-\frac{1}{\sqrt{\tau}}} - f(x),}
\]

and

\[
E_{n,W}(f, x) := W_{r,\xi}(f; x) - f(x) - \sum_{k=1}^{n} \frac{f^{(k)}(x)}{k!} \delta_k \sum_{\nu=-\infty}^{\infty} \frac{\nu^k e^{-\nu^2}}{\sqrt{\pi \xi} \left( 1 - \text{erf} \left( \frac{1}{\sqrt{\xi}} \right) \right) + 1}.
\]
We observe that
\begin{align}
|E_{0,P}(f, x)| & 
\leq |E_{0,P}(f_1, x)| + |E_{0,P}(f_2, x)|, \quad (182) \\
|E_{0,W}(f, x)| & 
\leq |E_{0,W}(f_1, x)| + |E_{0,W}(f_2, x)|. \quad (183)
\end{align}
Next, we give following results for errors $E_{0,P}(f, x)$ and $E_{0,W}(f, x)$.

**Corollary 37** Here $f : \mathbb{R} \to \mathbb{C}$ such that $f = f_1 + if_2$. Let $f_j \in C_\nu(\mathbb{R})$ for $j = 1, 2$. Then

i)\[|E_{0,P}(f, x)| \leq \left( \sum_{\nu = -\infty}^{\infty} (\omega_{\nu}(f_1, |\nu|) + \omega_{\nu}(f_2, |\nu|)) e^{-\frac{|\nu|}{\xi}} \right) \frac{1}{1 + 2\xi e^{-\frac{1}{\xi}}} + (|f_1(x)| + |f_2(x)|) |m_{\xi,P} - 1|, \quad (184)\]

ii)\[|E_{0,W}(f, x)| \leq \left( \sum_{\nu = -\infty}^{\infty} (\omega_{\nu}(f_1, |\nu|) + \omega_{\nu}(f_2, |\nu|)) e^{-\frac{\nu^2}{2}} \right) \frac{\sqrt{\pi\xi}}{\sqrt{\pi} \left( 1 - \text{erf} \left( \frac{1}{\sqrt{\xi}} \right) \right)} + (|f_1(x)| + |f_2(x)|) |m_{\xi,W} - 1|. \quad (185)\]

**Proof.** By Corollary 16, (182), and (183). \(\blacksquare\)

We also observe that
\begin{align}
\|E_{n,P}(f, x)\|_\infty & \leq \|E_{n,P}(f_1, x)\|_\infty + \|E_{n,P}(f_2, x)\|_\infty, \quad (186) \\
\|E_{n,W}(f, x)\|_\infty & \leq \|E_{n,W}(f_1, x)\|_\infty + \|E_{n,W}(f_2, x)\|_\infty. \quad (187)
\end{align}
For $E_{n,P}$ and $E_{n,W}$, we present

**Theorem 38** Here $f : \mathbb{R} \to \mathbb{C}$ such that $f = f_1 + if_2$. Let $f_j \in C^n(\mathbb{R})$ with $f_j^{(n)} \in C_\nu(\mathbb{R})$, $j = 1, 2$, $n \in \mathbb{N}$, and $\|f_j\|_{\infty, \mathbb{R}} < \infty$. Then
In the above inequalities (188) - (189), the ratios of sums in their R.H.S. are uniformly bounded with respect to $\xi \in (0, 1]$.

**Proof.** By Theorem 17, (186), and (187).

Furthermore, for $p \geq 1$, we obtain that
\[
\|E_{n,p}(f, x)\|_p \leq \|E_{n,p}(f_1, x)\|_p + \|E_{n,p}(f_2, x)\|_p,
\]
and
\[
\|E_{n,W}(f, x)\|_p \leq \|E_{n,W}(f_1, x)\|_p + \|E_{n,W}(f_2, x)\|_p.
\]

Next, we state our $L_p$ approximation results for the errors $E_{0,p}$, $E_{0,W}$, $E_{n,p}$, and $E_{n,W}$. We start with

**Theorem 39 i)** Let $p, q > 1$ such that $\frac{1}{p} + \frac{1}{q} = 1$, $n \in \mathbb{N}$ such that $np \neq 1$,
\( f_j \in L_p(\mathbb{R}), \ j = 1, 2, \) and the rest as above in this section. Then

\[
\|E_{n,p}(f, x)\|_p \leq \left( \omega_r(f_1^{(n)}, \xi) + \omega_r(f_2^{(n)}, \xi) \right) \frac{\xi^\frac{1}{p}}{(n-1)! \left( (q+1)(n-1)! + \frac{1}{q} (rp + 1)^\frac{1}{q} \right)} \times \left[ \sum_{\nu=-\infty}^{\infty} \left( (1 + \frac{|\nu|^p}{\xi^p})^{\nu+1} - 1 \right) \frac{|\nu|^{np+1} e^{-\frac{|\nu|}{\xi}}}{1 + 2\xi e^{-\frac{\xi}{\xi}}} \right] + \left( \|f_1(x)\|_p + \|f_2(x)\|_p \right) |m_\xi, p - 1|
\]

holds.

ii) When \( p = 1 \), let \( f_j \in C^n(\mathbb{R}), f_j \in L_1(\mathbb{R}), f_j^{(n)} \in L_1(\mathbb{R}), \) and \( n \in \mathbb{N} - \{1\} \). Then

\[
\|E_{n,p}(f, x)\|_1 \leq \left( \omega_r(f_1^{(n)}, \xi) + \omega_r(f_2^{(n)}, \xi) \right) \frac{\xi}{(n-1)! (r+1)} \times \left[ \sum_{\nu=-\infty}^{\infty} \left( (1 + \frac{|\nu|^p}{\xi^p})^{\nu+1} - 1 \right) \frac{|\nu|^{np+1} e^{-\frac{|\nu|}{\xi}}}{1 + 2\xi e^{-\frac{\xi}{\xi}}} \right] + \left( \|f_1(x)\|_1 + \|f_2(x)\|_1 \right) |m_\xi, p - 1|
\]

holds.

iii) When \( n = 0 \), let \( p, q > 1 \) such that \( \frac{1}{p} + \frac{1}{q} = 1 \), \( f_j \in L_p(\mathbb{R}) \), and the rest as
above in this section. Then

\[
\|E_{0,p}(f, x)\|_p \leq (\omega_r(f_1, \xi)_p + \omega_r(f_2, \xi)_p) \left( \sum_{\nu=-\infty}^{\infty} e^{-|\nu|} \right)^{\frac{1}{q}} (194)
\]

\[
x \left[ \sum_{\nu=-\infty}^{\infty} \left( 1 + \frac{|\nu|}{\xi} \right)^{rp} e^{-|\nu|} \right]^{1/p} \left( \frac{1 + 2\xi e^{-\xi}}{1 + 2\xi e^{-\xi}} \right) + \left( \|f_1(x)\|_p + \|f_2(x)\|_p \right) |m_{\xi,p} - 1|
\]

holds.

iv) When \( n = 0 \) and \( p = 1 \), the inequality

\[
\|E_{0,p}(f, x)\|_1 \leq (\omega_r(f_1, \xi)_1 + \omega_r(f_2, \xi)_1) (195)
\]

\[
\times \left( \sum_{\nu=-\infty}^{\infty} \left( 1 + \frac{|\nu|}{\xi} \right)^{r} e^{-|\nu|} \right) \left( \frac{1 + 2\xi e^{-\xi}}{1 + 2\xi e^{-\xi}} \right) + (\|f_1(x)\|_1 + \|f_2(x)\|_1) |m_{\xi,p} - 1|
\]

holds.

**Proof.** By Theorem 21 and (190). 

We have also

**Theorem 40 i)** Let \( p, q > 1 \) such that \( \frac{1}{p} + \frac{1}{q} = 1 \), \( n \in \mathbb{N} \) such that \( np \neq 1 \),
\( f_j \in L_p(\mathbb{R}), \; j = 1, 2, \) and the rest as above in this section. Then

\[
\| E_{n,W}(f, x) \|_p \leq \left( \omega_r(f^{(n)}_1, \xi) + \omega_r(f^{(n)}_2, \xi) \right)_p \\
\times \left( \xi^{\frac{1}{p}} \left( \sum_{\nu = -\infty}^{\infty} e^{-\frac{\nu^2}{\xi}} \right) \right) \times \left( \frac{n}{(n-1)!(q(n-1)+1)} \frac{1}{(r+1)^{\frac{1}{p}}} \right) \\
+ \left( \| f_1(x) \|_p + \| f_2(x) \|_p \right) m_{\xi,W} - 1
\]

holds.

ii) For \( p = 1, \) let \( f_j \in C^0(\mathbb{R}), \ f_j \in L_1(\mathbb{R}), \ f_j^{(n)} \in L_1(\mathbb{R}), \; j = 1, 2, \) and \( n \in \mathbb{N} - \{1\}. \) Then

\[
\| E_{n,W}(f, x) \|_1 \leq \left( \omega_r(f^{(n)}_1, \xi) + \omega_r(f^{(n)}_2, \xi) \right)_1 \\
\times \frac{1}{(n-1)!(r+1)} \left( \sum_{\nu = -\infty}^{\infty} \left( \left( 1 + \frac{|\nu|}{\xi} \right)^{r+1} - 1 \right) |\nu|^{n-1} e^{-\frac{\nu^2}{\xi}} \right) \\
\times \left( \frac{1}{\sqrt{\pi \xi}} \left( 1 - \text{erf} \left( \frac{1}{\sqrt{\xi}} \right) \right) + 1 \right) \\
+ \left( \| f_1(x) \|_1 + \| f_2(x) \|_1 \right) m_{\xi,W} - 1
\]

holds.

iii) For \( n = 0, \) let \( p, q > 1 \) such that \( \frac{1}{p} + \frac{1}{q} = 1, \; f_j \in L_p(\mathbb{R}), \) and the rest as
above in this section. Then

\[
\|E_{0,W}(f,x)\|_p \leq \left(\omega_r(f_1,\xi)_p + \omega_r(f_2,\xi)_p\right) \left(\sum_{\nu=-\infty}^{\infty} e^{-\frac{\nu^2}{\xi^2}}\right)^{\frac{1}{p}} \tag{198}
\]

\[
\times \left[ \left(\sum_{\nu=-\infty}^{\infty} \left(1 + \frac{\nu^2}{\xi^2}\right)^{\rho_p} e^{-\frac{\nu^2}{\xi^2}}\right)^{\frac{1}{p}} \right]
\]

\[
\times \left[ \frac{\sqrt{\pi\xi}}{1 - \text{erf} \left(\frac{1}{\sqrt{\xi}}\right)} + 1 \right]
\]

\[
+ \left(\|f_1(x)\|_p + \|f_2(x)\|_p\right) |m_{\xi,W} - 1|
\]

holds.

iv) For \(n = 0\) and \(p = 1\), the inequality

\[
\|E_{0,W}(f,x)\|_1 \leq \left(\omega_r(f_1^{(n)},\xi)_1 + \omega_r(f_2^{(n)},\xi)_1\right) \tag{199}
\]

\[
\times \left(\sum_{\nu=-\infty}^{\infty} \left(1 + \frac{\nu^2}{\xi^2}\right)^{\rho} e^{-\frac{\nu^2}{\xi^2}}\right) \left(\frac{\sqrt{\pi\xi}}{1 - \text{erf} \left(\frac{1}{\sqrt{\xi}}\right)} + 1 \right)
\]

\[
+ \left(\|f_1(x)\|_p + \|f_2(x)\|_p\right) |m_{\xi,W} - 1|
\]

holds.

Proof. By Theorem 22, and (191). \(\blacksquare\)

Next, we demonstrate our simultaneous approximation results for the derivatives of the errors \(E_{0,P}, E_{0,W}, E_{n,P}, \) and \(E_{n,W}\). We start with

**Corollary 41** Let \(f^{(\hat{j})} \in C_u(\mathbb{R}), \hat{j} = 0, 1, \ldots, \rho, \rho \in \mathbb{Z}^+, \) and \(0 < \xi \leq 1\). We consider the assumptions of Theorem 27 as valid for \(n = \rho\) there. Then for all \(\hat{j} = 0, 1, \ldots, \rho,\) we have

i) \[
\left|(E_{0,P}(f,x))^{(\hat{j})}\right| \leq \left(\sum_{\nu=-\infty}^{\infty} \left(\omega_r(f_1^{(\hat{j})},\nu)_1 + \omega_r(f_2^{(\hat{j})},\nu)_1\right) e^{-\frac{\nu^2}{\xi^2}} \right) \left(\frac{1 + 2\xi e^{-\frac{\nu^2}{\xi^2}}}{1 + 2\xi e^{-\frac{\nu^2}{\xi^2}}}ight) \tag{200}
\]

\[
+ \left(|f^{(\hat{j})}(x)| + |f^{(\hat{j})}(x)|\right) |m_{\xi,P} - 1|,
\]
\[
\left| (E_{0,W}(f,x))^{(j)} \right| \leq \left( \sum_{\nu = -\infty}^{\infty} \left( \omega_r(f_1^{(j)}, |\nu|) + \omega_r(f_2^{(j)}, |\nu|) \right) e^{\frac{-\nu^2}{\xi}} \right) \left( \frac{\sqrt{\pi \xi}}{1 - \text{erf} \left( \frac{1}{\sqrt{\xi}} \right) + 1} \right) + \left( \| f^{(j)}(x) \| + \| f^{(j)}(x) \| \right) |m_{\xi,W} - 1|.
\]

**Proof.** By Corollary 37, and Theorem 27. ■

We have also

**Theorem 42** Let \( f_j \in C^{n+\rho}(\mathbb{R}) \), \( n \in \mathbb{N}, \rho \in \mathbb{Z}^+ \) and \( f_j^{(n+j)} \in C_u(\mathbb{R}), \tilde{\xi} = 0,1,\ldots,\rho, \ 0 < \xi \leq 1, \) and \( \| f^{(j)} \|_{\infty, \mathbb{R}} < \infty. \) We consider the assumptions of Theorem 27 valid for \( n = \rho. \) Then for all \( j = 0,1,\ldots,\rho, \) we have

i)

\[
\left\| (E_{n,p}(f,x))^{(j)} \right\|_{\infty, x} \leq \left( \frac{\omega_r(f_1^{(n+j)}, \xi) + \omega_r(f_2^{(n+j)}, \xi)}{n!} \right) \left( \sum_{\nu = -\infty}^{\infty} |\nu|^n \left( 1 + \frac{|\nu|}{\xi} \right) e^{\frac{-|\nu|}{\xi}} \right) \left( \frac{\sqrt{\pi \xi}}{1 + 2 \xi e^{-\frac{1}{\xi}}} \right) + \left( \left\| f_1^{(j)} \right\|_{\infty, \mathbb{R}} + \left\| f_2^{(j)} \right\|_{\infty, \mathbb{R}} \right) |m_{\xi,p} - 1|,
\]

and

ii)

\[
\left\| (E_{n,W}(f,x))^{(j)} \right\|_{\infty, x} \leq \left( \frac{\omega_r(f_1^{(n+j)}, \xi) + \omega_r(f_2^{(n+j)}, \xi)}{n!} \right) \left( \sum_{\nu = -\infty}^{\infty} |\nu|^n \left( 1 + \frac{|\nu|}{\xi} \right) e^{\frac{-|\nu|}{\xi}} \right) \left( \frac{\sqrt{\pi \xi}}{1 - \text{erf} \left( \frac{1}{\sqrt{\xi}} \right) + 1} \right) + \left( \left\| f_1^{(j)} \right\|_{\infty, \mathbb{R}} + \left\| f_2^{(j)} \right\|_{\infty, \mathbb{R}} \right) |m_{\xi,W} - 1|.
\]

**Proof.** By Theorems 27, 38. ■

Next, we give following \( L_p \) approximation results. We obtain
Theorem 43 i) Let \( f_j \in C^{n+\rho}(\mathbb{R}) \), with \( f_j^{(n+j)} \in L_p(\mathbb{R}) \), \( n \in \mathbb{N}, j = 0,1,\ldots, \rho \in \mathbb{Z}^+ \). Let \( p,q > 1; \frac{1}{p} + \frac{1}{q} = 1, np \neq 1 \). We consider the assumptions of Theorem 27 as valid for \( n = \rho \) there. Then for all \( j = 0,1,\ldots, \rho \),

\[
\left\| (E_{n,p}(f,x))^{(j)} \right\|_p 
\leq \left( \omega_r(f_1^{(n+j)}, \xi) + \omega_r(f_2^{(n+j)}, \xi) \right) 
\cdot \frac{\xi^{\frac{1}{p}} \left( \sum_{\nu=-\infty}^{\infty} e^{-|\nu|} \right)^{\frac{1}{q}}}{(n-1)!(q(n-1)+1)^{\frac{1}{q}} (rp+1)^{\frac{1}{p}}}
\times \left[ \sum_{\nu=-\infty}^{\infty} \left( \left( 1 + \frac{|\nu|}{r} \right)^{rp+1} - 1 \right) |\nu|^{np-1} e^{-|\nu|} \right]^{\frac{1}{p}}
+ \left( \left\| f_1^{(j)}(x) \right\|_p + \left\| f_2^{(j)}(x) \right\|_p \right) |m_{x,p} - 1|
\]

holds.

ii) Let \( f_j \in C^{n+\rho}(\mathbb{R}) \), with \( f_j^{(n+j)} \in L_1(\mathbb{R}) \), \( n \in \mathbb{N} \setminus \{1\}, j = 0,1,\ldots, \rho \in \mathbb{Z}^+ \). We consider the assumptions of Theorem 27 as valid for \( n = \rho \) there. Then for all \( j = 0,1,\ldots, \rho \),

\[
\left\| (E_{n,p}(f,x))^{(j)} \right\|_1 
\leq \xi \frac{(n-1)!(r+1)}{(n-1)!(r+1)}
\times \left[ \sum_{\nu=-\infty}^{\infty} \left( \left( 1 + \frac{|\nu|}{r} \right)^{r+1} - 1 \right) |\nu|^{n-1} e^{-|\nu|} \right]
\times \left[ \sum_{\nu=-\infty}^{\infty} \left( \left( 1 + \frac{|\nu|}{r} \right)^{r+1} - 1 \right) |\nu|^{n-1} e^{-|\nu|} \right]^{\frac{1}{p}}
+ \left( \left\| f_1^{(j)}(x) \right\|_1 + \left\| f_2^{(j)}(x) \right\|_1 \right) |m_{x,p} - 1|
\]

holds.

iii) Let \( f_j^{(j)} \in (C(\mathbb{R}) \cap L_p(\mathbb{R})) \), \( j = 0,1,\ldots, \rho \in \mathbb{Z}^+ \); \( p,q > 1 \) such that \( \frac{1}{p} + \frac{1}{q} = 1 \). We consider the assumptions of Theorem 27 as valid for \( n = \rho \).
there. Then for all \( \tilde{j} = 0, 1, \ldots, \rho, \)

\[
\left\| (E_{0,\rho}(f, x))^{(\tilde{j})} \right\|_p \leq \left( \omega_r(f_1^{(\tilde{j})}, \xi)_p + \omega_r(f_2^{(\tilde{j})}, \xi)_p \right) \left( \sum_{\nu=-\infty}^{\infty} e^{-|\nu|} \right)^{\frac{1}{p}} \times \left[ \left( \sum_{\nu=-\infty}^{\infty} \left( 1 + \frac{|\nu|}{\xi} \right)^{rp} e^{-\frac{|\nu|}{\xi}} \right)^{1/p} \right] \times \left[ \frac{1}{1 + 2\xi e^{-\frac{\xi}{2}}} \right] + \left( \left\| f_1^{(\tilde{j})}(x) \right\|_p + \left\| f_2^{(\tilde{j})}(x) \right\|_p \right) |m_{\xi, p} - 1| \tag{206}
\]

holds.

iv) Let \( f_j^{(\tilde{j})} \in (C(\mathbb{R}) \cap L_1(\mathbb{R})), \tilde{j} = 0, 1, \ldots, \rho \in \mathbb{Z}^+. \) We consider the assumptions of Theorem 27 as valid for \( n = \rho \) there. Then for all \( \tilde{j} = 0, 1, \ldots, \rho, \)

\[
\left\| (E_{0,\rho}(f, x))^{(\tilde{j})} \right\|_1 \leq \left( \omega_r(f_1^{(\tilde{j})}, \xi)_1 + \omega_r(f_2^{(\tilde{j})}, \xi)_1 \right) \left( \sum_{\nu=-\infty}^{\infty} e^{-|\nu|} \right)^{\frac{p}{p+1}} \times \left[ \left( \sum_{\nu=-\infty}^{\infty} \left( 1 + \frac{|\nu|}{\xi} \right)^{rp} e^{-\frac{|\nu|}{\xi}} \right)^{\frac{1}{p+1}} \right] \times \left[ \frac{1}{1 + 2\xi e^{-\frac{\xi}{2}}} \right] + \left( \left\| f_1^{(\tilde{j})}(x) \right\|_1 + \left\| f_2^{(\tilde{j})}(x) \right\|_1 \right) |m_{\xi, p} - 1| \tag{207}
\]

holds.

**Proof.** By Theorems 27, 39. □

For \( E_{n,W}(f, x) \), we have

**Theorem 44 i)** Let \( f_j \in C^{n+\rho}(\mathbb{R}), \) with \( f_j^{(n+\tilde{j})} \in L_p(\mathbb{R}), n \in \mathbb{N}, \tilde{j} = 0, 1, \ldots, \rho \in \mathbb{Z}^+. \) Let \( p, q > 1 : \frac{1}{p} + \frac{1}{q} = 1, np \neq 1. \) We consider the assumptions of Theorem
27 as valid for \( n = \rho \) there. Then for all \( \tilde{j} = 0, 1, \ldots, \rho, \)

\[
\left\| (E_n, W(f, x))^{(\tilde{j})} \right\|_p \leq \left\{ \omega_r(f_1^{(n+\tilde{j})}, \xi) + \omega_r(f_2^{(n+\tilde{j})}, \xi) \right\} \\
\times \left[ \sum_{n=-\infty}^{\infty} \left( \left( 1 + \frac{|\nu|}{\xi} \right)^{r+1} - 1 \right) |\nu|^{n-1} e^{-\frac{\nu^2}{\xi}} \right]^{\frac{1}{p}} \\
\times \left[ \frac{\sqrt{\pi \xi} \left( 1 - \text{erf} \left( \frac{1}{\sqrt{\xi}} \right) + 1 \right)}{1 + \sum_{n=-\infty}^{\infty} \left( \left( 1 + \frac{|\nu|}{\xi} \right)^{r+1} - 1 \right) |\nu|^{n-1} e^{-\frac{\nu^2}{\xi}} \right]^{\frac{1}{q}} \\
+ \left( \left\| f_1^{(\tilde{j})}(x) \right\|_p + \left\| f_2^{(\tilde{j})}(x) \right\|_p \right) |m_{\xi, W} - 1| \right.
\]

holds.

ii) Let \( f \in C^{n+\rho}(\mathbb{R}), \) with \( f^{(n+\tilde{j})} \in L_1(\mathbb{R}), n \in \mathbb{N} - \{1\}, \tilde{j} = 0, 1, \ldots, \rho \in \mathbb{Z}^+. \) We consider the assumptions of Theorem 27 as valid for \( n = \rho \) there. Then for all \( \tilde{j} = 0, 1, \ldots, \rho, \) we have

\[
\left\| (E_n, W(f, x))^{(\tilde{j})} \right\|_1 \leq \left\{ \omega_r(f_1^{(n+\tilde{j})}, \xi) + \omega_r(f_2^{(n+\tilde{j})}, \xi) \right\} \\
\times \left[ \sum_{n=-\infty}^{\infty} \left( \left( 1 + \frac{|\nu|}{\xi} \right)^{r+1} - 1 \right) |\nu|^{n-1} e^{-\frac{\nu^2}{\xi}} \right]^{\frac{1}{p}} \\
\times \left[ \frac{\sqrt{\pi \xi} \left( 1 - \text{erf} \left( \frac{1}{\sqrt{\xi}} \right) + 1 \right)}{1 + \sum_{n=-\infty}^{\infty} \left( \left( 1 + \frac{|\nu|}{\xi} \right)^{r+1} - 1 \right) |\nu|^{n-1} e^{-\frac{\nu^2}{\xi}} \right]^{\frac{1}{q}} \\
+ \left( \left\| f_1^{(\tilde{j})}(x) \right\|_1 + \left\| f_2^{(\tilde{j})}(x) \right\|_1 \right) |m_{\xi, W} - 1| \right.
\]

holds.

iii) Let \( f^{(\tilde{j})} \in (C(\mathbb{R}) \cap L_\rho(\mathbb{R})), \tilde{j} = 0, 1, \ldots, \rho \in \mathbb{Z}^+; p, q > 1 \) such that \( \frac{1}{p} + \frac{1}{q} = 1. \) We consider the assumptions of Theorem 27 as valid for \( n = \rho \)
there. Then for all \( \tilde{j} = 0, 1, \ldots, \rho, \)

\[
\left\| \left( E_{0, W}(f, x) \right)^{(\tilde{j})} \right\|_p \leq \left( \omega_r(f_1^{(\tilde{j})}, \xi) + \omega_r(f_2^{(\tilde{j})}, \xi) \right) \left( \sum_{\nu=-\infty}^{\infty} e^{-\frac{\nu^2}{\xi}} \right)^{\frac{1}{p}} \quad (210)
\]

\[
\times \left[ \left( \sum_{\nu=-\infty}^{\infty} \left( 1 + \frac{\nu}{\xi} \right)^{\frac{p}{2}} e^{-\frac{\nu^2}{\xi}} \right) \right]^{\frac{1}{p}} \nonumber
\]

\[
+ \left( \left\| f_1^{(\tilde{j})}(x) \right\|_p + \left\| f_2^{(\tilde{j})}(x) \right\|_p \right) \left| m_{\xi, W} - 1 \right|
\]

holds.

iv) Let \( f^{(\tilde{j})} \in (C(\mathbb{R}) \cap L_1(\mathbb{R})) \), \( \tilde{j} = 0, 1, \ldots, \rho \in \mathbb{Z}^+. \) We consider the assumptions of Theorem 27 as valid for \( n = \rho \) there. Then for all \( \tilde{j} = 0, 1, \ldots, \rho, \)

\[
\left\| \left( E_{0, W}(f, x) \right)^{(\tilde{j})} \right\|_1 \leq \left( \omega_r(f_1^{(\tilde{j})}, \xi) + \omega_r(f_2^{(\tilde{j})}, \xi) \right) \quad (211)
\]

\[
\times \left[ \left( \sum_{\nu=-\infty}^{\infty} \left( 1 + \frac{\nu}{\xi} \right)^{\frac{p}{2}} e^{-\frac{\nu^2}{\xi}} \right) \right]^{\frac{1}{p}} \nonumber
\]

\[
+ \left( \left\| f_1^{(\tilde{j})}(x) \right\|_1 + \left\| f_2^{(\tilde{j})}(x) \right\|_1 \right) \left| m_{\xi, W} - 1 \right|
\]

holds.

**Proof.** By Theorems 27, 40. \( \blacksquare \)

Finally, we give the fractional results for the error terms as

**Theorem 45** Here \( f : \mathbb{R} \rightarrow \mathbb{C} \) such that \( f = f_1 + if_2. \) Let \( f_j \in C^m(\mathbb{R}), \)

\( m = \left\lfloor \gamma \right\rfloor, \gamma > 0, \) with \( \|f_j^{(m)}\|_\infty < \infty, 0 < \xi \leq 1, \) and \( \delta_k \) be as in (26). Then
i) \[ \| E_{\gamma,P}(f) \|_\infty \leq \sum_{k=0}^{r} \frac{r!}{(r-k)! \Gamma(\gamma + k + 1)} \xi^k S_{\gamma,k}^4 \]

\[
\cdot \left( \sup_{x \in \mathbb{R}} \{ \max [\omega_r(D_{x-}^\gamma f_1, \xi), \omega_r(D_{x+}^\gamma f_1, \xi)] \}
+ \sup_{x \in \mathbb{R}} \{ \max [\omega_r(D_{x-}^\gamma f_2, \xi), \omega_r(D_{x+}^\gamma f_2, \xi)] \}
+ (\|f_1\|_\infty + \|f_2\|_\infty) |m_{\xi,P} - 1|, \right)
\]

where \( S_{\gamma,k}^4 \) is defined as in (102).

ii) \[ \| E_{\gamma,W}(f) \|_\infty \leq \sum_{k=0}^{r} \frac{r!}{(r-k)! \Gamma(\gamma + k + 1)} \xi^k S_{\gamma,k}^5 \]

\[
\cdot \left( \sup_{x \in \mathbb{R}} \{ \max [\omega_r(D_{x-}^\gamma f_1, \xi), \omega_r(D_{x+}^\gamma f_1, \xi)] \}
+ \sup_{x \in \mathbb{R}} \{ \max [\omega_r(D_{x-}^\gamma f_2, \xi), \omega_r(D_{x+}^\gamma f_2, \xi)] \}
+ (\|f_1\|_\infty + \|f_2\|_\infty) |m_{\xi,W} - 1|, \right)
\]

where \( S_{\gamma,k}^5 \) is defined as in (104).

\textbf{Proof.} By Theorems 13, 24. \[ \blacksquare \]
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